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Abstract

An alternative approach to assess the South America intraseasonal variability is presented. In this study, we use a normal-

mode decomposition method to decompose the South American 30-90-day Low-Frequency Intraseasonal (LFI) and 10-30-day

High-Frequency Intraseasonal (HFI) variability systematically into rotational (ROT) and inertio-gravity (IGW) components in

the reanalysis data.

The seasonal cycle of the LFI and HFI convective and dynamical structure is well-described by the first leading pattern (EOF1).

The LFI EOF1 spatial structure during the rainy season is the dipole-like between the South Atlantic Convergence Zone (SACZ)

and southeastern South America (SESA), influenced by the large-scale Madden-Julian Oscillation (MJO). During the dry season,

alternating periods of enhanced and suppressed convection over South America is primarily controlled by extratropical wave

disturbances. The HFI spatial pattern also resembles the SESA–SACZ structure, in response to the Rossby wave trains. Results

based on normal-mode decomposition of reanalysis data and the LFI and HFI indices show that the tropospheric circulation

and SESA–SACZ convective structure observed over South America are dominated by ROT modes (Rossby). A considerable

portion of the LFI variability is also associated with the inertio-gravity (IGW) modes (Kelvin mode), prevailing mainly during

the wet season.

The proposed decomposition methodology provides insights into the dynamic of the South America intraseasonal variability,

giving a powerful tool for diagnosing circulation model issues in order to improve the prediction of precipitation.
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Abstract15

An alternative approach to assess the South America intraseasonal variability is presented.16

In this study, we use a normal-mode decomposition method to decompose the South Amer-17

ican 30-90-day Low-Frequency Intraseasonal (LFI) and 10-30-day High-Frequency In-18

traseasonal (HFI) variability systematically into rotational (ROT) and inertio-gravity19

(IGW) components in the reanalysis data. The seasonal cycle of the LFI and HFI con-20

vective and dynamical structure is well-described by the first leading pattern (EOF1).21

The LFI EOF1 spatial structure during the rainy season is the dipole-like between the22

South Atlantic Convergence Zone (SACZ) and southeastern South America (SESA), in-23

fluenced by the large-scale Madden-Julian Oscillation (MJO). During the dry season, al-24

ternating periods of enhanced and suppressed convection over South America is primar-25

ily controlled by extratropical wave disturbances. The HFI spatial pattern also resem-26

bles the SESA–SACZ structure, in response to the Rossby wave trains. Results based27

on normal-mode decomposition of reanalysis data and the LFI and HFI indices show that28

the tropospheric circulation and SESA–SACZ convective structure observed over South29

America are dominated by ROT modes (Rossby). A considerable portion of the LFI vari-30

ability is also associated with the inertio-gravity (IGW) modes (Kelvin mode), prevail-31

ing mainly during the wet season. The proposed decomposition methodology provides32

new insights into the dynamics of the South American intraseasonal variability, giving33

a powerful tool for diagnosing circulation model issues in order to improve the predic-34

tion of precipitation.35

Plain Language Summary36

In this study, we proposed a decomposition methodology of the dynamic of the South37

American intraseasonal variability, giving a powerful tool for diagnosing circulation model38

issues in order to improve the prediction of precipitation. Results based on normal-mode39

decomposition of reanalysis data and the low-frequency intraseasonal (30-90-day) and40

high-frequency intraseasonal (10-30-day) variability indices show that the tropospheric41

circulation and SESA–SACZ convective structure observed over South America are dom-42

inated by rotational modes (Rossby and mixed waves).43

1 Introduction44

A substantial fraction of the submonthly to intraseasonal-scale convective variabil-45

ity over South America is associated with the large-scale extratropical atmospheric dis-46

turbances (Satyamurty et al., 1998; Liebmann et al., 1999; Paegle et al., 2000; Jones &47

Carvalho, 2002; Liebmann et al., 2011; C. S. Vera et al., 2018; Gelbrecht et al., 2018);48

among others. In fact, one of the most distinctive features which characterize the South49

America rainy season (October-April) is the presence of the South Atlantic Convergence50

Zone (SACZ). The SACZ varies on many time-scales and its activity is largely modu-51

lated by transient disturbances (Nogués-Paegle & Mo, 1997; Liebmann et al., 1999; Cun-52

ningham & Cavalcanti, 2006). Rossby wave trains, which can be forced by the tropical53

convective activity such as the Madden-Julian oscillation (MJO), induce intraseasonal54

variability over South America (Gonzalez & Vera, 2014; C. S. Vera et al., 2018; Adames55

& Wallace, 2014). This interaction between tropics and extratropics is frequently linked56

to the development of Pacific-South America (PSA) teleconnection pattern (e.g., (Mo57

& Higgins, 1998)). The existence of these disturbances was initially identified by (Liebmann58

et al., 1999) using 2-30-day filtered OLR anomalies. They found two preferred paths of59

Rossby wave train patterns in the Southern Hemisphere: one affecting the SACZ and60

another influencing the southwestern Amazon. In fact, the southern Amazon pattern re-61

sembles the “cold surges” phenomenon discussed in detail by (Garreaud & Wallace, 1998),62

(Garreaud, 2000), (Lupo et al., 2001), (Espinoza et al., 2013), among others. In addi-63
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10-30 Day filtered Standard Deviation

30-90 Day filtered Standard Deviation

a) October - April b) May - September

c) October - April d) May - September

Figure 1. (Top) Standard deviation of daily 10-30-day-filtered OLR in Wm−2 for the (a)

October-April, and (b) May-September period. (Bottom) As in the top row, but showing stan-

dard deviation of daily 30-90-day-filtered OLR. Shading interval are shown by the legend.

tion, these Rossby waveguides represent one of the preferred propagation routes in South64

America (Grimm & Silva Dias, 1995; Ambrizzi & Hoskins, 1997).65

Recently, a new approach to study the intraseasonal variability over South Amer-66

ica was introduced based on separating the classical intraseasonal variability into 10-30-67

day high-frequency intraseasonal variability and the 30-90-day low-frequency intrasea-68

sonal variability (Gonzalez & Vera, 2014; C. S. Vera et al., 2018). Early studies such as69

(Liebmann et al., 1999) have already documented spectral peaks at 50 days period over70

the SACZ and the Amazon (corresponding to the canonical MJO effect), and other peaks71

near 27, 16, 10, and 8 days. Similar spectral peaks were detected on observed rainfall72

data over the Amazon (Mayta et al., 2020). As documented by the previous references,73

regions located on the equatorial domain (e.g, Northeast of Brazil) also show clear spec-74
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tral peaks centered on about 48 days. It is widely documented that the most distinctive75

pattern of the 30-90-days intraseasonal variability over South America, during austral76

summer (corresponding to the rainy season), is the dipole-like configuration between south-77

eastern South America (SESA) and the SACZ (Casarin & Kousky, 1986; Nogués-Paegle78

& Mo, 1997; Souza & Ambrizzi, 2006; C. Vera et al., 2006; C. S. Vera et al., 2018; Gel-79

brecht et al., 2018). In addition, recent studies demonstrated that the MJO activity is80

noticeable year-round over South America (Alvarez et al., 2016; C. S. Vera et al., 2018),81

which includes the Amazon region (Mayta et al., 2019). During the dry season (June to82

August), the convective features are slightly different from the rainy season. Both en-83

hanced and suppressed convection cover a broad South America region (see Fig. 5 in (C. S. Vera84

et al., 2018)). On the other hand, on the 10-30-day HFI variability over South Amer-85

ica, the dipole-like structure (SESA-SACZ) is still visible, with a stronger signal over the86

SESA region during the dry season (Gonzalez & Vera, 2014; C. S. Vera et al., 2018).87

The low-frequency intraseasonal rainfall variability over South America, on the other88

hand, is not strictly associated with the forcing produced by the equatorially propagat-89

ing MJO events. There are other mechanisms (e.g., through Southern Hemisphere Rossby90

wave trains) playing an important role in the modulation of high-frequency convective91

activity (Grimm & Silva Dias, 1995; Ambrizzi & Hoskins, 1997; Liebmann et al., 1999;92

Gonzalez & Vera, 2014; C. S. Vera et al., 2018). Indeed, recently (Mayta et al., 2019)93

found that on average 35% of the intraseasonal rainfall events over the Amazon (which94

extends from 5◦ to 20◦) do not have the MJO as a precursor. In addition, (C. S. Vera95

et al., 2018) documented similar spatial patterns over South America (SESA-SACZ dipole-96

like), in both low- and high-frequency intraseasonal variability. These results raised some97

questions, for instance: which mechanisms are responsible for this configuration in the98

intraseasonal time-scales? (C. F. M. Raupp & Silva Dias, 2009; C. Raupp & Silva Dias,99

2010) and (Ramirez et al., 2017) discussed the possibility of a nonlinear process lead-100

ing to internal variability on the intraseasonal band through the nonlinear resonance of101

equatorial waves, associated with convective forcing, linking the diurnal variability to102

the modulation of the intraseasonal variability.103

On the other hand, low-frequency intraseasonal precipitation over different South104

American regions is frequently analyzed using different MJO indices. However, most of105

these indices do not properly represent northward and eastward MJO propagation over106

tropical regions, mainly during the austral winter (Kikuchi et al., 2012; Wang et al., 2018),107

even over South America poorly represent its modulation in precipitation (Mayta et al.,108

2020). In addition, the South America intraseasonal variability is always described based109

on directly observed data (e.g., outgoing long-wave radiation, precipitation) and using110

the traditional principal component analysis. However, complex interaction in intrasea-111

sonal time-scales and shorter, indeed, need a more complex approach. In this line, (Gelbrecht112

et al., 2018) using more “sophisticated” techniques for the extraction of phases, demon-113

strated that the SESA–SACZ dipole-like precipitation structure is caused by the extra-114

tropical Rossby waves. However, some limiting factors of their approach include the ir-115

regular/intermittent character of the phenomena often misrepresented by linear techniques116

such as EOF, as well as the lack of detailed attribution of types and wave-numbers of117

the modes associated with the SESA–SACZ variability. The first drawback can be over-118

come by using more intrinsically nonlinear approaches like the self-organizing maps (SOM,119

chu2017) than a traditional linear technique such as EOFs. The second problem can be120

addressed by using the so-called normal mode functions (NMF), which are orthogonal121

eigenfunctions of the linearized primitive equations on a sphere (Kasahara & Puri, 1981;122

Tanaka, 1985). Indeed, recent works used NMF to characterize physical properties rep-123

resentative of the MJO (Žagar & Franzke, 2015; Kitsios et al., 2019), and other tropi-124

cal atmospheric disturbances (Castanheira & Marques, 2015; Raphaldini et al., 2020).125

An earlier study (Baer, 1972) suggested a two-dimensional index (index = s+n) as a126

measure of horizontal scale as in (Kasahara, 1980) (see his Fig. 5). Where s and n are127

the zonal wavenumbers and meridional indices, respectively. Thus, in this study we will128
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project 3D atmospheric fields onto normal modes of the global primitive equations, based129

on the (Kasahara & Puri, 1981) approach, to determine the modes that more closely de-130

scribe the observations.131

Therefore, the main goal of this study is to further explore the high- and low-frequency132

intraseasonal variability over South America. Firstly, through the leading EOFs, explore133

how the low-frequency intraseasonal is influenced by the high-frequency intraseasonal.134

To assess the physical mechanism associated with the 30-90-day Low-frequency (here-135

after LFI), and the 10-30-day High-frequency (hereafter HFI) we computed a decompo-136

sition of both frequencies in terms of normal-mode functions by performing linear regres-137

sions between the indices and normal-mode amplitudes. The normal-mode functions con-138

stitute a complete basis for the atmospheric circulation (i.e., atmospheric wind and pres-139

sure). Therefore, this procedure will provide the most relevant modes contributing to140

the presence of dipole configuration on 30-90-day LFI, as well as the modes associated141

with the extratropical Rossby wave trains.142

Several key research issues relevant to intraseasonal oscillation over South Amer-143

ica, which were not explored in previous studies, will be addressed in the present study.144

The paper is organized as follows. Section 2 presents a brief description of the data145

and methodologies. In section 33.1, we described the seasonal cycle of LFI and HFI vari-146

ability, including their dynamical mechanisms in section 33.2. The relationship between147

the LFI and HFI is discussed in section 33.3. Section 33.4 analyzes the normal-mode com-148

ponents related to the LFI and HFI variability over South America. Finally, the main149

results are summarized and discussed in section 4.150

2 Data and Methodology151

2.1 Data152

Satellite-observed outgoing longwave radiation (OLR) data are used as a proxy for153

the large-scale convection over South America. The OLR data was obtained from the154

National Oceanic and Atmospheric Administration - NOAA (Liebmann & Smith, 1996).155

Figure 1 shows the geographical standard deviation distribution of the LFI and HFI fil-156

tered OLR over 1980-2016 and considering the South American monsoon period (October-157

April, hereafter rainy season) and the absence of SAMS (May-September, hereafter dry158

season) period. Over South America, during the Oct-Apr period, both LFI and HFI show159

peak activity over the mean position of the SACZ (Figures 1a, c). This signal extends160

toward the South Atlantic Ocean and southeastern Amazon. Similar variance was doc-161

umented by (Liebmann et al., 1999) during austral summer (see their Fig. 3a). On the162

other hand, the LFI and HFI convective activity during the austral dry period (May-163

Sep) peaks over southeastern South America. Areas with maximum standard deviation164

values in HFI extends towards the north, covering almost the entire Amazon (Fig. 1b).165

The dynamical fields used to analyze the South America intraseasonal variability166

comes from the European Centre for Medium-Range Weather Forecast reanalysis (ERA-167

Interim, (Dee et al., 2011)). The ERA-Interim dataset is a 2.5◦ horizontal resolution grid,168

with daily observations for the 1980-2016 period.169

2.2 Methodology170

2.2.1 Filtering and empirical orthogonal function (EOF) Technique171

Daily anomalies of the convection and dynamical fields are calculated at each grid172

point by subtracting the first three harmonics (i.e., the annual cycle and first 2 harmon-173

ics) of the entire 36-years time-series in order to remove the seasonal cycle. The LFI and174

HFI filtered anomalies are obtained by applying Fast Fourier Transform (FFT), consid-175

–5–
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ering a frequency domain of 30-90-days and 10-30 days, respectively. Filtered OLR within176

the South America domain (red box in Fig. 1) is then submitted to a covariance matrix177

EOF analysis that retains the local variance of the EOF fluctuations. As in (Kiladis et178

al., 2014), EOFs are computed considering the entire record (from 1979-2015) but cen-179

tered on each day of the calendar year using a sliding window. A 121-days (61-days) win-180

dow lengths, for the LFI (HFI), are considered for the analysis. This approach, indeed,181

takes into account for the complex convective propagation over the region, and better182

characterize the seasonal variation of the intraseasonal variability. The first principal com-183

ponent (PC1) time series of the EOF is used to compute regression analysis and to de-184

fine LFI and HFI events. In addition, the leading EOF time series is used in the decom-185

position of the LFI and HFI in terms of the normal-mode functions.186

2.2.2 Global Normal-Mode Function (NMF) Expansion187

Given that the reanalysis data are provided for the entire globe, it is desirable to
associate them with normal modes of the atmospheric equations on the sphere. (Kasahara
& Puri, 1981) introduced a methodology to project 3D Global reanalysis data by pro-
jecting it onto a basis of normal mode functions, solutions of the linearized atmospheric
primitive equations on the sphere. The linearized system of the atmospheric primitive
equation in sigma coordinates and the vertical direction is given by:

∂u

∂t
− 2Ωv sin(φ) = − g

a cos(φ)

∂h

∂λ
, (1)

∂v

∂t
+ 2Ωu sin(φ) = −g

a

∂h

∂φ
, (2)

∂

∂t

[ ∂
∂σ

( gσ

RΓ0

∂h

∂σ

)]
−∇ ·V = 0, (3)

where V = (u, v) is the velocity field given by its zonal and meridional components,188

Ω is the Earth’s rotation rate and a its radius. h = P/g represents the modified geopo-189

tential height, with P the pressure field and g the acceleration of gravity. Γ0 = κT0/σ−190

dT0/dσ is the static stability parameter, where T0 = T0(σ) is the globally horizontally191

averaged temperature. The boundary conditions are no-penetration conditions at the192

top and at the bottom (σ = 0 and σ = 1). The solutions of this coupled system are193

obtained by performing a separation of variables into a horizontal and a vertical struc-194

ture:195

u′(λ, φ, σ, t)v′(λ, φ, σ, t)
h′(λ, φ, σ, t)

 = G(σ)

u(λ, φ, t)
v(λ, φ, t)
h(λ, φ, t)

 , (4)

where the vertical structure function is given by G(σ) and is expanded in terms of196

a basis of orthonormal basis functions:197

G(σ) =

M∑
m=1

Gm(σ). (5)

The horizontal structure function is given by the product of an oscillatory term in time
and a spatial structure as follow:

U(λ, φ, t) =

N∑
n=0

K∑
k=0

Hk
n(λ, φ)e(−iω

k
nt), (6)

where n and k are the meridional and the zonal mode indices, respectively. The198

spatial structure Hk
n is described by Hough modes. Given a vector field X, given on a199
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discrete grid over the sphere, the projection of X onto the basis of normal mode func-200

tion is obtained by using the inner product from the vertical eigenvalue problem:201

X(λ, φ, σj) =

M∑
m=1

Xm(λ, φ)Gm(σj), (7)

providing a set of horizontal structures Xm, for each vertical level j = 1, ..., J , and202

Gm(σj) is a discretized version of the vertical structure function Gm(σ) via finite dif-203

ferences. Xm is then projected onto the basis of Hough functions to obtain the normal204

mode coefficient associated with indices (m,n, k):205

χmnk =

∫ 2π

0

∫ π/2

−π/2
Xm ·

[
Hk
n

]∗
sin(φ)dφdλ. (8)

Based on this, the vector field X is expressed as a sum of components correspond-206

ing to each of the elements of the basis of the normal mode functions with their respec-207

tive amplitudes:208

X(λ, φ, σj) =

M∑
m=1

N∑
n=0

K∑
k=0

χkmnGm(σj)H
k
n(λ, φ). (9)

In this study, we use the open-source software MODES (Žagar et al., 2015) that209

performs these operations given the horizontal winds and geopotential height data from210

the reanalysis.211

2.2.3 Computation of the Low- and High-frequency Intraseasonal in Modal212

Space213

In this work, we used indices which describe the tropical and extratropical precur-214

sors associated with the high and low frequency intraseasonal variability. The resulting215

precipitation pattern in South America will be assessed in terms of NMF expansion fol-216

lowing (Žagar & Franzke, 2015). These authors, for instance, introduced a methodol-217

ogy to decompose the widely used all seasons multivariate MJO index (M. C. Wheeler218

& Hendon, 2004) into normal mode functions. They performed a linear regression of the219

RMM indexes Yi(t), i = 1, 2 against the normal mode function coefficients:220

Rikmn =
1

N − 1

N∑
t=1

(χkmn(t)− χkmn)(Yi(t)− Y i)
Var(Yi(t))

(10)

where Rikmn is the regression coefficient of i-th index against the normal mode with221

mode indices (k,m, n). In addition, the complex coefficient of Rikmn describes the pro-222

jection of the southern hemisphere circulation associated with the LFI and HFI index.223

The relative importance of each normal mode to the given i-th index is obtained by its224

variance as follow:225

V ikmn = gDmRikmn
(
Rikmn

)∗
(11)

where g is the acceleration of gravity, Dm is the equivalent depth of the m-th ver-226

tical mode, and ∗ indicates the complex conjugate, respectively (more details in (Žagar227

& Franzke, 2015)).228
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a) 30-90-day LFI b) 10-30-day HFI

Figure 2. Daily eigenvalues corresponding to an EOF analysis of (a) 30-90-day Low-frequency

Intraseasonal, and (b) 10-30 High-frequency Intraseasonal filtered OLR. EOFs are calculated be-

tween 40◦S-5◦N and 70◦W-30◦W (red box in Fig. 1) using a 121-day and 61-day sliding window,

respectively.

3 Results229

3.1 EOF results: Seasonal Cycle of the LFI and HFI variability230

The spatial pattern associated with both the LFI and HFI variability follows the231

maximum activity observed in Figure 1 and documented previously (e.g., (C. S. Vera et232

al., 2018; Gelbrecht et al., 2018; Mayta et al., 2019)).233

Figure 2a shows the seasonal cycle of EOF1 and EOF2 for each day obtained from234

the EOF analysis applied to the 30-90-day Low-frequency filtered OLR. The first two235

modes explain on average about 22% and 12% of the total variance, respectively. These236

modes are distinct and well-separated from the rest, following the (North et al., 1982)237

criterion (not shown). The variance explained by the EOF1 peaks during mid-February,238

August, and mid-February.239

On the other hand, Fig. 2b shows the seasonal cycle of EOF1 and EOF2 correspond-240

ing to the 10-30-day High-frequency filtered OLR. The HFI EOF1 and EOF2 explain241

on average about 19% and 10% of the total variance, respectively. The variance explained242

by the HFI EOF1 peaks, as documented by (C. S. Vera et al., 2018)(see their Fig. 4f),243

during mid-August. Its maximum activity during austral winter yields some clues about244

how HFI variability in winter plays an important role. This hypothesis will be explored245

in section 33.3.246

3.2 South America Intraseasonal Variability: Dynamical Mechanisms247

LFI and HFI circulation and convection structure presented in this section are based248

on linear regression. We regress each index against dynamical and convective fields (OLR,249

velocity potential, streamfunction, and winds at 200-hPa) on the global domain. The lin-250

ear regression results based on this index are then scaled to -30 W m−2 anomaly in OLR251

on day 0. When each index reaches its maximum negative value is defined as day 0. The252

statistical significance of these results is assessed based on the two-tailed Student’s t-test.253

This method takes into account the correlation coefficients and an effective number of254

independent samples (degrees of freedom) based on the decorrelation timescale, as in (Livezey255

& Chen, 1983) (more details in (Kiladis & Weickmann, 1992; Straub & Kiladis, 2002)).256

Two sub-seasons are considered for the analysis: October-April characterized mainly by257

the presence of the active SAMS period and May-September as the absence of this forc-258

ing.259

–8–
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b) Day -13

a) Day -25

c) Day 0

 May-Sep: [OLR, 200 hPa CHI, (u,v)] Oct-Apr: [OLR, 200 hPa CHI, (u,v)]

Figure 3. Regressed values of OLR (shading), velocity potential (contours), and winds (vec-

tors) at 200-hPa, based on -30 W m−2 anomaly in LFI OLR index on day 0. Shaded OLR in W

m−2 are shown by the legend. The velocity potential contour interval is 7.5x105 m2s−1. Positive

(negative) contours are solid (dashed). The longest wind vectors correspond to 10 m s−1, and are

plotted only where either the u or v component is significant at the 95% level or greater.

3.2.1 South America 30-90-day Low-Frequency Intraseasonal variabil-260

ity (LFI)261

Figure 3 depicts the evolution of tropical convection and implied large-scale cir-262

culation (upper-level velocity potential and winds) during a typical oscillation for the263

October-April (left column) and May-September season (right column). The large con-264

vection anomalies along the equator in the Maritime continent (Fig. 3a) propagate east-265

ward to South America resulting in the SESA-SACZ dipole-like configuration (Fig. 3c).266

Despite the EOF calculations are made into the South America domain, as in other EOF-267

based analyses of the MJO, the upper-level structure exhibits a zonal wavenumber-1 struc-268

ture in the equatorial belt. For instance, at day 0 (Fig. 3c) shows a strong positive cen-269

ter over the Maritime Continent and the negative center of action over South America.270

On the other hand, Figure 3 (right column) shows the large-scale convection pat-271

tern and upper-level divergence for the May-September period. Some differences in east-272

ward propagation phase speed for the circulation and OLR anomalies is evident in the273

regression maps. The OLR anomalies, initially over the Maritime Continent (day -25 in274

Fig. 3a), propagate eastward creating a condition for convection in a broad southern South275

America (day -25 in Fig. 3c). The convective evolution, from day -25, shows a clear re-276

sembles the spatial structure widely-documented by using diverse MJO indices (e.g., (M. C. Wheeler277

& Hendon, 2004; Kiladis et al., 2014)). The upper-level divergence (negative velocity po-278

tential) shows a positive center over the Indian Ocean and a more diffuse negative cen-279

ter of action over South America. The convective-dynamical evolution observed during280

October-April, even during the May-September months, clearly resembles the compos-281

ite maps made using the OMI indices in (Mayta et al., 2020). Owing to the LFI index282

was calculated using a sliding window, our results demonstrated that this index prop-283

erly represents the seasonal large-scale MJO impacts (Kikuchi et al., 2012; Wang et al.,284

2018).285
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 May-Sep: [OLR, 200 hPa PSI, (u,v)] Oct-Apr: [OLR, 200 hPa PSI, (u,v)]

b) Day -4

a) Day -7

c) Day 0

Figure 4. Regressed values of OLR (shading), streamfunction (contours), and winds (vectors)

at 200-hPa based on HFI index. All fields are scaled to a -30 W m−2. Shaded OLR in W m−2

are shown by the legend. Streamfunction contour interval is 2x106 m2 s−1. Positive (negative)

contours are solid (dashed). The longest wind vectors correspond to 10 m s−1, and are plotted

only where either the u or v component is significant at the 95% level or greater.

3.2.2 South America 10-30-day High-Frequency Intraseasonal variabil-286

ity (HFI)287

Similarly to the previous section, here the HFI index is regressed against dynam-288

ical and convective fields on the global domain. Figure 4 shows the regressed values of289

OLR (shading), 200 hPa streamfunction (contours), and winds (vectors), based on 10-290

30 filtered OLR for days -7, -4, and day 0. The regression maps were separately calcu-291

lated for the Oct-Apr (left column) and May-Sep (right column) season. During the Oct-292

Apr period, at day -7, as in (C. S. Vera et al., 2018), suppressed convection occurs over293

the SESA region (Fig. 4a). At the same time, a well-developed series of upper-level al-294

ternating cyclones and anticyclones extending eastward and equatorward are observed.295

Then, 3 days later enhanced convection signal starts over Argentina, as the time of the296

wave trains propagate towards the South Atlantic Ocean (Figure 4b). At day 0 (Fig. 4c),297

convection peaks over the SESA region and the Rossby wave trains are propagating equa-298

torward. Our results are consistent with (Liebmann et al., 1999) who showed similar OLR299

and large-scale features associated with the submonthly variability over the SACZ re-300

gion (see their Fig. 6).301

On the other hand, during the May-Sep season, the suppressed (day -7) and en-302

hanced (day 0) convection cover a broad area of South America with a northwest-southeast303

band extending to the adjacent ocean. Recently, (C. S. Vera et al., 2018) also showed304

similar strong convection over the SESA region extending their signal towards the south-305

ern Amazon, as observed in Fig. 4c. Similarly, the convection activity observed during306

the dry period is accompanied by a highly statistically significant Rossby wave trains.307

The wave trains, unlike the Oct-Apr period, stretches eastward and equatorward from308

the Western Pacific and South Pacific Convergence Zone (SPCZ) with an arch-like struc-309
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ture. This pattern resembles the spatial features associated with the PSA-like mode doc-310

umented by (Mo & Higgins, 1998). Many of the extratropical wave trains in the upper-311

tropospheric (Figure 4) are, in many instances, directly forced by the divergent outflow312

from regions of enhanced equatorial convection, such as the MJO convection (Jin & Hoskins,313

1995; Mori & Watanabe, 2008). Moreover, considering that the SPCZ has a broad mul-314

tiscale variability (Matthews, 2012), including the submonthly timescale, previous stud-315

ies have already suggested the interactions between convection over South America and316

the SPCZ trough Rossby wave trains (Grimm & Silva Dias, 1995; Gonzalez & Vera, 2014).317

Overall, the dipole-like SESA–SACZ precipitation pattern is caused primarily ow-318

ing to the HFI by the southern hemisphere Rossby waves. Other wave modes to char-319

acterize the HFI will be explored in detail in the next sections.320

3.3 The relationship between the LFI and HFI variability321

Recent studies documented that a large part of the intraseasonal SESA-SACZ dipole-322

like configuration over South America is due to extratropical wave disturbances such as323

Rossby wave trains (Gelbrecht et al., 2018). (Mayta et al., 2019), for instance, found that324

the equatorial MJO precursors are responsible for about 65% of the total LFI events de-325

tected over the Amazon. Considering that the Amazon region extends from 5◦N to 20◦S326

(tropical domain), the authors also suggested “other” mechanisms responsible for the327

remaining LFI events, such as Rossby wave trains in the Southern Hemisphere. There-328

fore, using similar criteria proposed by (Mayta et al., 2019), LFI events over South Amer-329

ica are defined considering their PC1 time series. According to this criterion, the 30-90-330

day PC1 time series, during the event, must be lower than -1.0 standard deviation. The331

minimum duration of the event must be 5 days (like a single MJO index phase average332

duration). To verify that a singular LFI event is preceded by a large-scale MJO active333

phase propagating into the South America region, two widely-used existing MJO indices334

are considered: (1) OLR-based MJO (OMI index; (Kiladis et al., 2014)); and (2) com-335

bined convectively- and dynamically-based MJO (RMM index; (M. C. Wheeler & Hen-336

don, 2004)). Finally, the occurrence of each LFI event is attributed to the associated pre-337

cursor. We divided all precursors into three main types: (1) tropical precursors (T) when338

a LFI event is preceded by the MJO eastward-propagation; (2) extratropical precursor339

(E) associated with the extratropical Rossby wave trains; and (3) other precursors (OP)340

means that LFI events do not have precursors of either type 1 or 2 above.341

Table 1 summarizes the total LFI events recorded for the 1980-2016 period. In to-342

tal 147 events were recorded for the entire period, which means around ∼4 per-year. As343

expected from previous sections, LFI events are mainly associated with the large-scale344

MJO eastward propagation, responsible for the spatial structure observed in Fig. 3. On345

average 70% of the total events are associated with the MJO activity, as also detected346

by the MJO indices. However, about 20% of these events are mainly preceded by HFI347

activity. Another important point to stands out is the existence of a significant percent348

(∼ 20%) of occurrences of LFI events preceded by tropical and extratropical precursors349

acting simultaneously. Even though the HFI events show an almost constant activity through350

the year (not shown), these events play an important role in organizing convection mainly351

during the dry season. The remaining events, as appears in Table 1, are explained by352

other precursors. Other precursors could be associated, for instance, with disturbances353

which act at the same frequency, such as the westward propagating Rossby equatorial354

waves (M. Wheeler & Kiladis, 1999; M. C. Wheeler et al., 2000). Indeed, even events with355

tropical precursors in many instances could be associated with the convectively-coupled356

Kelvin waves (Liebmann et al., 2009). Finally, we observed a deficit of LFI events dur-357

ing the El Niño years (e.g., 1986/87, 1997/98, 2009/10) and the exceptional warm SST358

conditions in the tropical Atlantic, occurred in 2005 and 2010 (Table 1).359
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a) LFI Variance at Lag 0 [May-Sep]

c) LFI Variance at Lag 0 [Oct-Apr] d) LFI Variance at Lag 0 [Oct-Apr]

b) LFI Variance at Lag 0 [May-Sep]

Figure 5. The LFI index variance explained by zonal (left column) and vertical (right col-

umn) mode. The variance at the top (bottom) corresponds to the May–September (October–

April) period. Dashed lines mean the specific mode contribution to each two-main types: Rota-

tional (ROT, black) or Intertio-Gravity (IGW, red).

In the next section, we will use a normal mode decomposition of the LFI and HFI360

to describe the modal structure as well as the horizontal and vertical scales of the per-361

turbations associated with both indices.362

3.4 Normal-modes Components of the South America intraseasonal vari-363

ability364

The interaction between tropical convection and large-scale systems is character-365

ized by energy conversion processes (Silva Dias et al., 1983). In this sense, the analysis366

of normal-modes decomposition of the intraseasonal variability constitutes a methodol-367

ogy for diagnosing the energy responsible for the circulation. In this approach, the so-368

lution of the vertical structure associated with intraseasonal variability makes it possi-369

ble to analyze the energetics for each of the vertical modes, separately, in external and370

internal modes (Figures 5,7). While in the energy distribution between the horizontal371

modes (Figures 6,8, and A1), the eigenvalues (normal modes) are classified in modes grav-372

itational (Kelvin and gravity waves; IGW) and rotational (Rossby and mixed waves; ROT).373

3.4.1 Normal-modes Components: 30-90-days LFI374

Figure 5 displays the contribution of each mode (zonal and vertical) to the total375

variance. On large-scales (k=1–5) most of the LFI index variance is well-described by376
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Rossby modes, with non-negligible contributions of Kelvin and Mixed Rossby-gravity modes377

accounting for about 10% of the variance. Our results are in agreement with (Žagar &378

Franzke, 2015), where the authors documented the same planetary modes for the MJO.379

For more internal modes (lower equivalent depth), the contribution of inertio-gravity waves380

become more comparable and in the same order of Rossby modes. It is also observed sim-381

ilar LFI-associated modes for both the May to Sep and Oct-Apr periods.382

Figures 5b,d reveal the leading vertical modes with a strong contribution of barotropic383

modes on the troposphere, while barotropic Kelvin and inertio-gravity modes are less384

prevalent since these modes are associated with large-scale convection. Baroclinic Rossby385

modes, although still prevalent, they account for less variance than the barotropic ones,386

while the contribution of baroclinic Kelvin waves becomes more important (especially387

for m=7–11). The distribution of variance is similar throughout both wet and dry sea-388

sons. The most noticeable difference is the larger contribution of Kelvin waves during389

the wet season, which was also expected (Figure 5c).390

Figure 6 shows the regression horizontal structure associated with the LFI index391

for a pressure level close to ∼200–hPa. The projected circulation represents the contri-392

bution of the rotational modes (ROT, Fig. 6a,d), inertio-gravity modes (IGW, Fig. 6b,e),393

and the total fields (Fig. 6c,f). The calculations are computed separately for the October-394

April and May-September season, respectively, and at lag 0 only (as in Fig. 3c). Figures395

6c,f suggest that majority of LFI circulation, such as the mid-latitude wave-trains, is dom-396

inated by ROT modes. However, for the MJO large-scale, the ROT mode (k=1 Rossby397

wave) is the dominant mode associated with the MJO (Žagar & Franzke, 2015). These398

wide-documented mid-latitude wave-trains (e.g., (C. S. Vera et al., 2018; Gelbrecht et399

al., 2018), and references therein) present different aspects comparing the dry and wet400

seasons that can be explained in terms of the spectrum of their ROT variance in each401

season (Figure 5). Indeed, these wave-trains acquire a more clear pattern in the dry sea-402

son, since in this season there is less energy in global scale wave-numbers k=0–3 and more403

energy in wave-numbers k=4–6 when compared to the wet season. This result was also404

expected since the dominant LFI pattern from May-September is mainly influenced by405

the extratropical disturbances rather than large-scale MJO eastward-propagation (Fig-406

ure 3 and Table 1). Figure 3b also depicts westerly winds along the equator in the ahead407

of the region of strong convection (South America) resembling the structure of the k =408

1 eastward propagating IGW mode (i.e., the Kelvin wave). Indeed, as observed in Fig-409

ure 5c for the wet season, the contribution of Kelvin waves within IGW decay rapidly,410

and therefore within or compared to the total fields as well. A relative IGW max sig-411

nal over the Andes observed in Fig. 5e, is a result of the interaction of the Southern Hemi-412

sphere winter upper-level westerlies that are stronger at this latitude. To better-represent413

the MJO upper-level zonal wavenumber-1 (k=1) structure in the equatorial belt, we plot-414

ted in Figure A1 velocity potential instead of streamfunction. The upper-level wind anoma-415

lies are mainly zonal (Fig. A1b) with a wavenumber-1 structure comparable to those in416

previous studies of (Hendon & Liebmann, 1994; Kiladis et al., 2005; Adames & Wallace,417

2014). The pattern is suggestive of an equatorial Kelvin wave signature that extends from418

South America, being barely equatorially trapped with a band of westerlies between 10◦N/S.419

On the other hand, upper-level divergence over South America, even in IG modes, high-420

lights the presence of wave trains (Fig. A1e).421

3.4.2 Normal-modes Components: 10-30-days HFI)422

Following equation 11, Figure 7 shows the contribution of the various modes to the423

HFI index. The results show that the distribution of the variance of the regression co-424

efficients is dominated by rotational modes. For instance, the variance distribution on425

the zonal mode index k shows that HFI is strongly dominated by Rossby modes for large426

scale modes (k=1–7). However, the contribution of the Rossby mode presents a fast de-427

cay as k increases in a way that for smaller-scale modes (i.e., k ≥ 15) when the con-428
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 Oct-Apr: [200 hPa PSI, (u,v)]  May-Sep: [200 hPa PSI, (u,v)]a) ROT d) ROT

b) IGW

c) Total

e) IGW

f) Total

Figure 6. Low-frequency intraseasonal (LFI) regression patterns of upper-level (200–hPa)

winds (vectors) and streamfunction (filled contours). (a), (d) are rotational components; (b),

(d) are inertio-gravity components; and (c), (f) are the total fields. Regressions patterns in the

left (right) column corresponds to the October–April (May–September) period. Streamfunction

contour interval is 1x106 m2 s−1. Positive (negative) values are shown in red (blue). The longest

wind vectors correspond to 10 m s−1.

a) HFI Variance at Lag 0 [May-Sep]

c) HFI Variance at Lag 0 [Oct-Apr] d) HFI Variance at Lag 0 [Oct-Apr]

b) HFI Variance at Lag 0 [May-Sep]

Figure 7. As in Figure 5, but for the HFI index.
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 Oct-Apr: [200 hPa PSI, (u,v)]  May-Sep: [200 hPa PSI, (u,v)]a) ROT d) ROT

b) IGW e) IGW

c) Total f) Total

Figure 8. As in Figure 6, but for the HFI index.

tribution of inertio-gravity waves become more relevant. On the other hand, as expected,429

the contribution of equatorially confined modes such as Kelvin and mixed Rossby-gravity430

modes are less relevant compared to their contribution to LFI (Figures 7a, c). The ver-431

tical distribution of the variance shows that HFI variability is more associated with modes432

with barotropic structure in the troposphere (m=1–5; Fig. 7b, d). Considering that HFI433

represents here higher latitudes dynamics, lower-order modes, with the barotropic mode434

becoming dominant, were expected (Kasahara & Puri, 1981; Silva Dias & Bonatti, 1985).435

In addition, a strong contribution of modes with baroclinic structure is observed in modes436

with large m (m=6–15), with peaks at m=8–9). Peaks at m=8–9 are quite evident for437

both seasons, stronger during the May-Sept period, as also documented in (Silva Dias438

& Bonatti, 1985). Differences in the distribution of variance with the mode index is very439

similar in both dry and wet seasons. The most significant difference noticed is the larger440

contribution of Mixed Rossby-Gravity (MRG) modes during the dry season (Figures 7b,441

d). Indeed, it could be explained by the fact that this mode has asymmetric wind struc-442

ture concerning the equator and can have different responses owing to solar forcing de-443

pending on the time of the year (Silva Dias et al., 1983).444

The decomposition of the regressed circulation fields (upper-level streamfunction445

and winds) onto IGW and ROT components associated with HFI is presented in Fig-446

ure 8. According to Figures 8c, f the average HFI circulation is rotational, which also447

expected from Figure 7. In other words, we can reconstruct the basic features of the pre-448

viously observed structures in Figure 4 using just rotational modes. The same predom-449

inance, by rotational modes, is found for both seasons. Comparing with the pattern of450

the regressed LFI fields, on the other hand, it is noticeable that IGW modes have a more451

important contribution of wave-numbers k=4–7, rather than the rapidly decaying vari-452

ance of the IGW modes associated with LFI.453

4 Summary and Conclusions454

In this study, we presented an alternative approach to analyzing South America455

intraseasonal variability, based on normal mode decomposition. This methodology in-456

volves decomposition of circulation and pressure fields into normal-mode functions (NMF),457
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which was applied in previous studies to the MJO (Žagar et al., 2015; Franzke et al., 2019).458

In particular, we focus on the interaction between mid-latitude wave disturbances and459

the classical equatorial MJO impact in the intraseasonal signal over South America.460

We started by separating intraseasonal South America variability into 30–90-day461

Low-Frequency Intraseasonal (LFI); and 10–30-day High-Frequency Intraseasonal (HFI)462

as in (C. S. Vera et al., 2018). For LFI and HFI, the leading patterns were studied through463

EOF analysis as in (Kiladis et al., 2014). EOFs were computed onto the region of max-464

imum intraseasonal signal indicated by the red box in Figure 1. The period considered465

for the analysis was from 1980 to 2016, but centered on each day of the calendar year,466

using a sliding window to take into account the seasonal migration of the intraseasonal467

signal (Kiladis et al., 2014; Wang et al., 2018).468

The results show that the PC1 (dominant mode for both LFI and HFI; Figure 2)469

time series well-described the intraseasonal variability in South America. Considering470

the LFI, the presence of dipole-like SESA-SACZ structure (Casarin & Kousky, 1986; Nogués-471

Paegle & Mo, 1997; C. S. Vera et al., 2018; Gelbrecht et al., 2018) is the most distinc-472

tive feature observed over South America during the rainy season (Oct–Apr). This struc-473

ture, as documented in the references above, is primarily caused by the large-scale eastward-474

moving MJO (Figure 3). LFI events showed maximum activity during the rainy season,475

where events preceded by the MJO are well-described by different MJO indices (Table476

1). Even though during the May–Sep season an apparent presence of the large-scale MJO477

(Fig. 3) is observed, the enhanced convection over the SESA region is mainly controlled478

by extratropical wave disturbances (Table 1). Our results, on the other hand, demon-479

strated that the HFI spatial pattern also resembles the so-called SESA–SACZ structure,480

in response to the Rossby wave trains as in (Grimm & Silva Dias, 1995; C. S. Vera et481

al., 2018). In addition, HFI events show an almost constant activity throughout the year,482

playing an important role mainly during the dry season. We found that on average about483

20% of the LFI events are preceded by HFI events. Another 20% of the events enhanced484

convection is preceded by both precursors (Table 1).485

We also presented a decomposition of the South American intraseasonal variabil-486

ity (LFI and HFI) into rotational (ROT) and inertio-gravity (IGW) components. Us-487

ing a linear regression between the complex expansion coefficients of the NMF represen-488

tation of the reanalysis data and daily values of the LFI index, our results show that ro-489

tational (Rossby mode) dynamics is the most important mode contributing to the tro-490

pospheric circulation and the SESA–SACZ convective structure observed over South Amer-491

ica (Figures 5, 6 and, A1). However, considerable portion of the LFI variability is as-492

sociated with the inertio-gravity waves (IGW) modes (e.g., Kelvin mode), prevailing mainly493

during the rainy season (Figures 5c, 8b, A1b). During the dry season, in contrast, the494

circulation and associated convective signal variability are primarily represented by ROT495

modes as also observed in the precursors of the intraseasonal convective signal (Figures496

6d, A1d, and Table 1). In addition, zonal and vertical mode contribution to the total497

variance revealed a strong contribution of barotropic modes rather than other vertical498

modes (Figure 5a, b). Considering that the South America Monsoon System constitutes499

an important heat source, our results also yield clues about the preferential interaction500

between the intraseasonal time scale and others, for instance through tropical extra-tropical501

interactions of the normal modes (C. F. M. Raupp et al., 2008). HFI variability (Fig.502

4), on the other hand, as was depicted for LFI, is dominated by rotational modes through-503

out the year (Figure 7).504

Subseasonal to intraseasonal variability over South America involves a complex and505

nonlinear interaction between them. The normal mode approach is, indeed, an alterna-506

tive way of evaluating the intraseasonal variability over South America. The proposed507

decomposition methodology of low- and high-frequency intraseasonal can provides in-508

sights into the dynamics of the intraseasonal variability in South America, providing a509
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powerful tool for diagnosing model problems when comparing normal mode decompo-510

sition of reanalysis and model predictions of precipitation.511
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Žagar, N., Kasahara, A., Terasaki, K., Tribbia, J., & Tanaka, H. (2015). Normal-699

mode function representation of global 3-D data sets: open-access software for700

the atmospheric research community. Geoscientific Model Development , 8 (4),701

1169–1195. doi: 10.5194/gmd-8-1169-2015702

Appendix A Upper-level Regression fields703

Figure A1 shows the LFI regression patterns of upper-level winds and velocity po-704

tential (CHI). It was constructed in order to show the contribution of the IGW modes705

(Fig. A1b) in the total fields, mainly during the Oct-Apr season. Indeed, it well-described706

the wavenumber-1 (k=1) structure associated with eastward MJO propagation into South707

America.708
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 Oct-Apr: [200 hPa CHI, (u,v)]  May-Sep: [200 hPa CHI, (u,v)]a) ROT

b) IGW

c) Total

d) ROT

e) IGW

f) Total

A1. As in Figure 6, but showing upper-level velocity potential (CHI) instead of
streamfunction.
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Table 1. Low-frequency Intraseasonal (LFI) seasonal cycle and their associated precursors.

Dates of the LFI events at day 0 are determined from PC1 of the EOF analysis. Boldface dates

indicate that day 0 is observed as an active phase (Amplitude = (PC12 +PC22)1/2 ≥ 1) in RMM

or/and OMI index. In parenthesis are also presented the precursors associated with each event,

where T, E, and OP means that LFI events are preceded by tropical, extratropical (HFI), and

other precursors, respectively.

Seasonal cycle of the Low-frequency Intraseasonal (LFI) events and their associated precursor

Year Jan−Mar Apr − Jun Jul − Sep Oct−Dec Total

1980 - 04/07 (T) 07/04 (OP) - 2

1981 03/19 (T/E) 04/28 (T/E); 06/11 (E) 08/17 (T) 10/08 (T/E) 5

1982 01/11 (T); 03/09 (T) 04/15(T); 06/22 (T) 08/13 (OP) - 5

1983 02/01 (T); 03/20 (T/E) 05/28 (OP) 09/11 (T) - 4

1984 - 06/14 (OP) - 10/24 (T); 11/30 (OP) 3

1985 01/20 (T); 03/03 (T/E) - 09/29 (OP) 12/02 (T); 12/30(T/E) 5

1986 - 05/07 (T/E) 07/12 (T); 08/21 (T/E) 10/09 (T/E); 12/25 (E) 5

1987 - 05/01 (T) - 10/02 (OP) 2

1988 02/14 (T) 04/19 (T) - 10/08 (T) 3

1989 - 04/23 (T); 06/17(T) - 12/19 (T) 3

1990 02/20 (T) 05/09 (T) 07/17 (T/E); 08/29 (T) 10/24(T); 11/30 (T) 6

1991 01/08 (T); 03/21 (T) 05/09 (T); 06/17 (T) 09/23 (T) 11/11 (T) 6

1992 01/27 (T) 04/22 (T) 07/04 (T); 09/14 (E) - 4

1993 02/18 (T) 04/01 (T) 08/15 (T/E) ; 09/19 (E) 12/30 (E) 5

1994 03/07 (T) 05/27 (T) 09/04 (OP) 10/14 (T); 11/23 (OP) 5

1995 02/03(T) 05/13 (OP) - 10/07 (T) 3

1996 03/11 (T) 05/19 (T); 06/28 (T) 09/05 (T) 11/20 (T) 5

1997 - 06/05 (T/E) 08/07 (E); 09/17 (OP) 12/04 (OP) 4

1998 01/16 (T/E) - 08/07 (OP) - 2

1999 01/05 (OP); 03/04 (T) 05/08 (T/E) 09/17 (T) 10/26 (T); 12/27 (T/E) 6

2000 02/02 (OP) 04/19 (E) 09/07 (T) 11/05 (T); 12/12 (T/E) 5

2001 - 05/16 (T) 07/22 (T) 10/16 (T) 3

2002 01/06 (T) - 07/08 (T/E); 09/12 (T) 11/02 (OP); 12/14 (T) 5

2003 - 06/02 (T) - 11/02 (T) 2

2004 01/11 (T/E) - 07/12 (T); 08/19 (T) 10/14 (T/E) 4

2005 - 04/26 (T/E); 06/26 (OP) 09/27 (T) - 3

2006 02/08 (T) 05/23 (T/E) - 12/07 (OP) 3

2007 02/12 (T/E) 04/20 (T); 05/24 (T/E) 07/23 (T) 12/02 (T/E) 5

2008 01/27 (T) 04/05 (T); 06/23 (OP) 08/03 (OP); 09/25 (T) 11/20 (OP) 6

2009 03/31 (T) - 07/22 (OP) 10/27 (T/E); 12/25 (T) 4

2010 - 05/29 (T) 07/26 (OP) - 2

2011 03/04 (OP) - - 10/12 (T/E) 2

2012 03/18 (OP) - 07/22 (OP) 11/16 (T) 3

2013 01/22 (T/E) 04/17 (T); 06/19 (E) - 12/18 (E) 4

2014 02/23 (E) - 07/25 (E); 09/20 (OP) - 3

2015 01/31 (T) 04/28 (T) 07/06 (T/E); 08/30 (T) - 4

2016 01/14 (T) 03/27 (T); 06/06 (T) 08/27 (T) 10/02 (OP); 11/12 (E) 6
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