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Abstract

An acceleration of the background seismicity and a shortening of the slow slip events on the Boso peninsula (Japan) recurrence
intervals suggest a slow decoupling of the Philippine Sea-North America (PHS-NAM) subduction interface from 1990 to 2011.
Motivated by these observations, we used GPS (Global Positioning System) time series to study the 14-year evolution of interface
coupling offshore Honshu with a specific focus on the Kanto region. We processed the GPS data in double difference and analyze
them with a trajectory model that accounts for seismic and aseismic variations, and that includes an inter-seismic acceleration
term. We inverted the surface acceleration obtained, on both the Pacific-North America (PAC-NAM) and the PHS-NAM
interfaces. The inverted slip rate changes over time compares well with previous studies: we observe slip deceleration between
39$70%-41%"0$ N and slip acceleration between 37$"0%$-39%"0$ N, with a maximum amplitude of 3.45 mm/yr$"2$ corresponding
to an equivalent geodetic coupling change of 0.64. Our analysis reveals a novel and robust slip acceleration South of 36.58" 0%
N that we interpret as a decoupling of the PAC-NAM interface. It is located noticeably far from the 2011 Tohoku earthquake
rupture and is therefore unlikely connected to it. We link the slip rate changes to the background seismicity changes and
retrieve the slip acceleration from either the seismicity rate or the surface displacement. Our results further demonstrate that
inter-seismic slip rate can significantly evolve over years to decades, and suggest a simple relationship between the background

seismicity and the slip on the subduction interface.
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Key Points:

« We reveal a novel and robust acceleration of the fault slip for the Pacific plate un-
derneath the Boso peninsula and offshore Kanto.

 This slip acceleration is coherent with the observed shortening of reccurrence times
of the Boso slow slip events.

« We propose a simple relationship that relates observed changes in background seis-
micity ratxe and in slip rate along the Japan trench.

Corresponding author: Lou Marill, lou.marill@univ-smb.fr



20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

Abstract

An acceleration of the background seismicity and a shortening of the slow slip events on
the Boso peninsula (Japan) recurrence intervals suggest a slow decoupling of the Philip-
pine Sea-North America (PHS-NAM) subduction interface from 1990 to 2011. Motivated
by these observations, we used GPS (Global Positioning System) time series to study the
14-year evolution of interface coupling offshore Honshu with a specific focus on the Kanto
region. We processed the GPS data in double difference and analyze them with a tra-
jectory model that accounts for seismic and aseismic variations, and that includes an inter-
seismic acceleration term. We inverted the surface acceleration obtained, on both the
Pacific-North America (PAC-NAM) and the PHS-NAM interfaces. The inverted slip rate
changes over time compares well with previous studies: we observe slip deceleration be-
tween 39°-41° N and slip acceleration between 37°-39° N, with a maximum amplitude

of 3.45 mm/yr? corresponding to an equivalent geodetic coupling change of 0.64. Our
analysis reveals a novel and robust slip acceleration South of 36.5° N that we interpret
as a decoupling of the PAC-NAM interface. It is located noticeably far from the 2011
Tohoku earthquake rupture and is therefore unlikely connected to it. We link the slip
rate changes to the background seismicity changes and retrieve the slip acceleration from
either the seismicity rate or the surface displacement. Our results further demonstrate
that inter-seismic slip rate can significantly evolve over years to decades, and suggest a
simple relationship between the background seismicity and the slip on the subduction
interface.

1 Introduction

A common assumption regarding to the seismic cycle is to consider the inter-seismic
strain rate as being constant over time (Savage & Thatcher, 1992). Recently, long-term
changes in slip rate, or interface coupling, have been observed or suggested in the con-
text of subduction zones. Long-term slow slip events (L-SSEs) with a duration of a few
years have been documented in Alaska (duration of 2 to 9 years) (Li et al., 2016; Rous-
set et al., 2019) and in various regions of Japan (Tokai district, Kii peninsula and Bungo
channel, duration from 1 to 5 years) (Hirose et al., 1999; Kobayashi, 2014; Kobayashi
& Tsuyuki, 2019; Miyazaki et al., 2003; Ochi & Kato, 2013; Ozawa et al., 2001, 2013;
Ozawa, Suito, Imakiire, & Murakmi, 2007; Yagi & Kikuchi, 2003; Yoshioka et al., 2015).

Variations at even longer time scales (decades) have also been observed. In Sumatra, Prawirodirdjo

et al. (2010) measure an increase of coupling between the 1990s and 2010 in the Batu

and Enggano islands. Based on coral observations that allow the estimation of relative

sea level changes, Meltzner et al. (2015) find an increase in coupling starting 20-40 years
before the 1861 M,, 8.5 earthquake in southern Simeulue (Newcomb & McCann, 1987)

and, on the opposite, a L-SSE lasting 15 years before the 2005 M,, 8.6 earthquake in the
Banyak islands. In Japan, Hasegawa and Yoshida (2015), Heki and Mitsui (2013), Loveless
and Meade (2016), Mavrommatis et al. (2014, 2015) and Yokota and Koketsu (2015) ob-
serve slip rate variations over 15 years along the Japan Trench before the 2011 Tohoku
earthquake. At the Mendocino triple junction, Materna et al. (2019) document slip rate
variations between four M > 6.5 regional earthquakes from 2005 to 2019. In South Amer-
ica, Melnick et al. (2017) and Ruiz et al. (2017) identified a change in loading rate likely
triggered by the 2010 M,, 8.8 Maule earthquake. This change is seen up to the 2015 M,, 8.3
Illapel earthquake North of Maule rupture (Melnick et al., 2017) and up to the 2016 M, 7.6
Chiloé earthquake South (Ruiz et al., 2017).

While long past changes in slip rate or seismic coupling are particularly challeng-
ing to infer from in situ observables in subduction zones, continental faults are easier to
study for that purpose. Slip rates can be inferred for the Pleistocene-Holocene periods
using for instance geological mapping, cosmogenic nuclide geochronology, displaced al-
luvial fans measurements, Lidar mapping, and/or differential GPS (Global Positioning
System) fault scarp surveys. Foy et al. (2012), Ganev et al. (2012), Oskin et al. (2008)
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and Rust et al. (2018) compare Pleistocene-Holocene and current slip rates for several
continental faults and observe long-term variations: at the Garlock (California) and the
Talas-Fergana (Himalayas) faults the slip rate is currently twice lower than the average
Quaternary rate, while on the contrary the slip rate is currently twice higher in the Mo-
jave Desert and the Clayton Valley (California).

The mechanisms responsible for such variations in inter-seismic slip rate at the decadal
time scale are yet to be understood. Since they overlap the time scale of post-seismic,
and, more generally, of crustal and upper-mantle visco-elastic relaxation processes, they
could be related to recent earthquakes and mega-thrust earthquakes, as previously sug-
gested by Heki and Mitsui (2013) or Melnick et al. (2017). Variations that precede, rather
than follow, large earthquakes are yet to be interpreted in terms of dynamical processes,
which could conceivably be similar to those controlling SSEs of much shorter durations.
In any case, dynamical modelling and physical understanding of these phenomena first
require well constrained kinematic observations.

We here present a study of inter-seismic slip rate changes at the Japan trench and
the Sagami through subduction zones (Figure 1), from January 1997 to February 2011.
As large scale variations in geodetic movements can be caused by reference frame issues,
a first goal of this study is to provide a full re-analysis of the Japanese GPS data that
is completely independent from the F3 solution (Nakada et al., 2005) on which are based
previous studies of decadal slip rate variations (Mavrommatis et al., 2014; Yokota & Koketsu,
2015). The other goal is to complement the observations of Mavrommatis et al. (2014)
and Yokota and Koketsu (2015) by extending the investigation of the surface displace-
ments to the Kanto region (Figure 1). This region is known to have undergone a strong
acceleration of the background seismicity rate (Marsan et al., 2017; Reverso et al., 2016),
as well as a shortening of the Boso slow slip events recurrence times from 1996 to 2014
(Fukuda, 2018; Hirose et al., 2012; Ozawa, 2014). These observations suggest that plate
decoupling, involving the three tectonic plates that control surface deformation in Kanto,
has been going on for at least a decade before the 2011 M,, 9.0 Tohoku earthquake. Given
the distance between the Kanto region and potential mainshock candidates that could
possibly explain the northern Honshu changes in slip rate (namely, the 2003 M,, 8.3 Tokachi
earthquake, see Figure 1), any variation in local slip rate in Kanto could not be conceiv-
ably related to unmodeled post-seismic processes of such mainshocks. The Kanto region
is therefore a natural candidate for possible decadal slip rate variations.

In more details, this study complements the analyses of Mavrommatis et al. (2014)
and Yokota and Koketsu (2015) by (1) performing a re-analysis of the GPS data, (2) in-
cluding the Kanto region, and (3) testing the sensitivity of the inverted changes in slip
rate relative to the inclusion of slip on the Philippine Sea plate, of different a priori dis-
tributions, including a seismicity-based prior, and of GPS vertical components. After sum-
marizing the tectonic setting of the Honshu island (Section 2), we describe our process-
ing and analysis of GPS data (Section 3) as well as the inversion of slip rate distribu-
tion (Section 4). We then analyze the mean surface velocity and the acceleration fields,
and invert for inter-seismic coupling and the on-fault slip acceleration (Section 5). We
discuss the robustness of our obtained slip acceleration and its relationship with regional
seismicity (Section 6), and finally interpret the results in light of both the subsequent
rupture of the 2011 M,, 9.0 Tohoku earthquake and the clear acceleration in the wider
Kanto region (Section 7).

2 Honshu tectonic setting

The subduction of the Pacific (PAC) plate beneath the North America (NAM) plate
induced the following great instrumental earthquakes: the 1994 M,, 7.7 Sanriku earth-
quake (A. Tto, 2004), the 2003 M,, 8.0 Tokachi earthquake (Yamanaka & Kikuchi, 2003)
and the 2011 M,, 9.0 Tohoku earthquake (Hooper et al., 2013) (Figure 1). While the 1994
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Figure 1. Tectonic setting of Honshu island. The colored stars represent the historical

and instrumental great earthquakes, M,, > 7.7, as well as major aftershocks; format date

is year/month/day; ruptured areas are also indicated (same color as the corresponding star)
(Hooper et al., 2013; A. Ito, 2004; Komori et al., 2017; Shishikura, 2014; Yamanaka & Kikuchi,
2003). The white stars represent the M,, > 7.1 earthquakes occurring between 1996 and 2011.
The blue circle represents the Boso SSEs rupture area (Fukuda, 2018). The green circle repre-
sents the location of the 2000 Miyakejima volcanic unrest (Cattania et al., 2017). The continuous
gray square is the Figure 2a zoom and the dashed gray square is the Figure 9a zoom. Plate

motions are deduced from Nishimura et al. (2007)’s Euler poles.



118 Sanriku and the 2003 Tokachi earthquakes mostly affected the northern part of Honshu
119 and Hokkaido, the 2011 Tohoku earthquake ruptured a large part of the Japan trench
120 and impacted all the North of Honshu, the rupture itself terminating not far from the
121 Kanto region. Two great known historical earthquakes struck the Kanto region, at the
122 interface between the Philippine Sea (PHS) plate and the NAM plate: the 1703 M, 8.2
123 Genroku Kanto earthquake (named Genroku in Figure 1) and the 1923 M,, 7.9 Taisho
124 Kanto earthquake (named Kanto in Figure 1) (Komori et al., 2017; Shishikura, 2014).

125 These two earthquakes outline resisting asperities on the PHS plate which are expected
126 to appear as strongly coupled in coupling models. Komori et al. (2017) and Shishikura
127 (2014) show that great earthquakes along the Sagami Trough have a recurrence inter-

128 val between 250 and 800 years. As both earthquakes ruptured near Tokyo, any forth-

129 coming occurrence of one of these earthquakes could have disastrous consequences.

130 Recurrent SSEs have been occurring offshore Boso peninsula with a recurrence in-
131 terval of ~6 years between 1983 and 2007 (Ozawa, Suito, & Tobita, 2007). These SSEs
132 ruptured roughly the same area (blue circle in Figure 1), had a characteristic size (M, ~

133 6.6) and lasted from 14 days (in 1996 and 2007) to 43 days (in 2002) (Fukuda, 2018).
134 Fukuda (2018), Hirose et al. (2012) and Ozawa (2014) suggest that a shortening of the

135 Boso SSE recurrence interval took place between 1996 and 2014, which can be seen as
136 the signature of an increasing loading in this area. Finally, an important volcanic un-
137 rest, with a major caldera collapse, happened around Miyakejima island in 2000 (there-
138 after named the 2000 Miyakejima volcanic unrest, see Figure 1) (Cattania et al., 2017;
130 T. Tto & Yoshioka, 2002). It was associated with an intense seismicity swarm: over 100,000
140 earthquakes occurred in a 2-month period, including five M,, > 6.0 earthquakes (T. Ito
141 & Yoshioka, 2002) for a total seismic moment release estimated to My = 3.6 x 10*°
142 N.m (Cattania et al., 2017). This volcanic collapse was large enough to impact the sur-
143 face displacement of the North America plate up to 30° N, and produced a large tran-
144 sient deformation with centimetric displacements recorded on the Boso peninsula.

145 To determine the velocity of the PAC and PHS plates relative to the NAM plate,

146 we use the Euler poles from Nishimura et al. (2007), given in Table 1. Using this Eu-
147 ler poles, we can computed the velocity of the PAC and the PHS plates relative to the
148 NAM plate at each point. The average velocity is taken as the reference plate velocity,
149 and we obtain for PAC, vpac ~ 76 mm/yr, and for PHS, vpps &~ 26 mm/yr.

Table 1. Euler Rotation Poles

Plate  Reference Plate Latitude Longitude Rotation Rate
(deg) (deg) (deg/Ma)
NAM* EUR 75.85 130.92 -0.351
PAC EUR 63.10 79.20 -0.919
PHS EUR 36.61 138.96 -9.956

Note: From Nishimura et al. (2007).

Abbreviations: NAM: North America plate; PAC: Pacific plate;

PHS: Philippine Sea plate; EUR: Eurasia plate.

*NAM correspond to the Central Japan Block (CJB) in Nishimura et al. (2007).

150 3 Data processing and analysis
151 3.1 Data processing
152 The 1421 stations of the GNSS (Global Navigation Satellite System) Earth Obser-

153 vation Network System in Japan and 44 IGS (International GNSS Service, http://igscb.nasa.jpl.org)
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sites worldwide, were processed over the 1997-2011 period following a double difference
approach using the GAMIT/GLOBK software suite (Herring et al., 2015, 2018a, 2018b).
As in Herring et al. (2016), we assemble our stations into sub-networks for the daily pro-
cessing. We reduce 24-hour measurement sessions to daily estimates of station position,
choosing the ionosphere-free combination and fixing the ambiguities to integer values.

We use precise orbit positions from the IGS, precise EOP (Earth Orientation Param-
eters) from the IERS (International Earth Rotation and Reference Systems Service) bul-
letin B (monthly), phase centers of the antennas from IGS tables, ocean-tidal loading
corrections from the FES2004 (Finite Element Solution) model, as well as atmospheric
loading corrections (tidal and non-tidal). Using the Vienna Mapping Function (Boehm

et al., 2006), we estimate one tropospheric zenith delay parameter every 2h, and one cou-
ple of horizontal tropospheric gradients per 24h session. We combine the daily sub-network
solutions in a regional stabilisation approach (Herring et al., 2015). Then, we generate
coordinate time series and map them into the ITRF2014 (International Terrestrial Ref-
erence Frame) reference frame (Altamimi et al., 2017) by applying Helmert transforms

to adjust IGS station coordinates to those defined in the ITRF in a least square itera-
tive process, using the PYACS (Python Yet Another Combination Software) Python mod-
ule (Tran, 2009). We then identified and removed the outliers of the generated time se-
ries: individual values differing by 15 mm or more from the median value within a 20-

day sliding window. Thereafter, the time series are those without outliers.

3.2 Earthquakes and slow deformation events affecting the time series

In order to relate large earthquakes to potential co-seismic jumps and post-seismic
transients in the GPS time series, we make use of the ISC (International Seismological
Centre) earthquake catalog limited to M, > 6.4 earthquakes around Japan (from 28.6° to
47.4° N, and from 126.5° to 149.2° E). This moment magnitude (M,,) threshold allows
to keep only earthquakes with a visible influence on the time series, and avoids over-fitting.
For all earthquakes, we use the M, estimated by the Japan Meteorological Agency. The
GPS time series can also be affected by slow deformation transients, defined as either
(1) the Boso slow slip events (SSEs) (Fukuda, 2018), or (2) the 2000 Miyakejima volcanic
unrest (Cattania et al., 2017; Nakada et al., 2005; Uhira et al., 2005). The parameters
considered for the modelling of those slow deformation events are summarized in Table 2.

Table 2. Characteristics of the slow deformation events

Event type Starting date (ts) Center position M, Duration (tq)
(year/month/day) (latitude ; longitude) (days)
Boso SSE 2002/10/02 35.30 ; 140.70 6.67 43
Boso SSE 2007/08/12 35.35 ; 140.40 6.65 14
Miyakejima 2000/06/26 34.20 ; 139.30 7.00* 64

volcanic unrest

Notes: Boso slow slip events (SSEs) from Fukuda (2018); the 2000 Miyakejima volcanic
unrest from Cattania et al. (2017), Nakada et al. (2005) and Uhira et al. (2005).
*Computed from the total moment release: My = 3.6 x 10! N.m (Cattania et al., 2017).

3.3 Time series analysis with a trajectory model

We select the 299 stations located in Honshu with a longitude greater than 139°
E. This way, we focus our analysis on the Honshu island, including the Kanto region. Most
of our selected stations are in common with Loveless and Meade (2010), Mavrommatis
et al. (2014) and Yokota and Koketsu (2015). To model the surface displacements from
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GPS time series, we use a modified version of the trajectory model of Bevis and Brown
(2014) based on Jara et al. (2017):

z(t) = zr+v(t—tr)+ %a (t—tr)* + Z [sisin (2k7 (t — tg)) + cx cos (2km (t — tr))]
k=1

+§A:baH(t—ta)+§]:ch(t—tj)+stJ(t—ts) (1)
a=1 j=1

s=1

% t—t;
+ZmiH(tti)><log<1+ T >
i=1

R

where ¢ is time, tp is the reference time (01/01/1997), xR is the reference position, v is
the initial velocity (or the inter-seismic velocity if @ is fixed to 0), and a is the inter-seismic
2

acceleration; Z [sksin (2km (t — tR)) + ¢k cos (2km (t — tRr))] corresponds to the annual

k=1
na

(k =1) and semi-annual (k = 2) seasonal model; Z b H (t — t,) accounts for the an-

a=1
tenna jumps, where n 4 is the number of antenna changes at the station, b, is the am-
nJg

plitude associated to the Heaviside function H, and ¢, is the antenna change time; Z ¢ H(t—t;)

j=1

corresponds to the co-seismic jumps model, where n; is the number of earthquakes in-
ns

fluencing the station, c¢;, the amplitude associated to H, and ¢;, the earthquake time; Z dsJ (t —ts)

s=1
corresponds to the slow deformations model, where ng is the number of slow deforma-

tion events influencing the station, ds, the amplitude associated to the function J (ex-

nr
plicited hereafter), and t,, the slow deformation starting time (see Table 2); and Z mH (t — ;)X
i=1

t—1;
log ( 1+ Tz> corresponds to the post-seismic transients model, where n; is the num-

ber of earthquakes with post-seismic transients influencing the station (i.e. ny < ny),
m;, the amplitude of the transient, Tg, a characteristic time (fixed at 100 days, as this
corresponds to the value that best fits the post-seismic signal in the time series), and ¢;,
the earthquake time.

For the slow deformation events listed in Table 2, we define the function J as:

0 Vit < ts
J(t—ts) =< —3cos(Tlyorm) + 5Vt E [ts;ts + td] (2)
1 Vit >ts +tyg
where t4 is the duration of the slow deformation events (see Table 2) and t,,ppm = %

To define the influence radius of an earthquake, we adapted the Nevada Geodetic
Laboratory formula (http://geodesy.unr.edu/explanationofplots.php) into:

r (Mw) _ 100.43Mw70.7 (3)

where M, is the moment magnitude of the event, and r, the influence radius (in km)

of the event. If the distance between the station and the earthquake epicenter is smaller
than r, then we consider that the earthquake influences the station displacement. Sim-
ilarly, in the case of SSEs, we use the moment magnitudes as given in Table 2.

For the purpose of modelling the time series, we assume that only M,, > 7.1 earth-
quakes (white stars in Figure 1, as well as the 2003 Tokachi earthquake and its M, 7.1
aftershock) can produce significant post-seismic transient deformations. We fix a unique
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Figure 2. Examples of jumps (antenna changes, earthquakes) and slow deformation (SSEs,
volcanic unrest). (a): Zoom of Figure 1 with the location of 0550 (b), 3034 (c) and 3041 (d) sta-
tions (navy triangle); . (b): Model for the 2005 M,, 7.2 Miyagi earthquake (orange rectangle,
white star in (a)) with post-seismic transient and another M,, 6.6 earthquake (brown rectangle,
white circle in (a)). (c): Model for the 2000 Miyakejima volcanic unrest (green rectangle) and
two antenna changes (purple rectangles). (d): Model for the 2007 Boso slow slip event (cyan
rectangle). In (b), (c¢) and (d), the blue dots represent the position time series and the red line

represents the trajectory model.

characteristic time, Tr = 100 days, allowing a good fit of the observed post-seismic tran-
sients. We tested other T values and also the use of an exponential instead of a loga-
rithmic function, and kept the model minimizing the RMSE (Root-Mean-Square Error).

The trajectory model parameters (zg, v, @, Sk, Ck, ba, ¢j, ds and m;) are optimized
independently for each station and component using a least-square inversion and follow-
ing a three step strategy. In the first step, we compute b,, c; and d, optimizing the jumps
(from antenna changes and earthquakes) and slow deformation events locally, i.e., us-
ing the time series from 200 days before the event to 200 days after the end of the event
(ta, t; or ts) and computing:

Na nj Ng
Tjumpwindow () = TR+v({E—tr)+ Y bH(t—ta)+ > H(E—t;)+ Y doJ(t—t,)
j=1 s=1

a=1

R

- t—t;
+ZmiH(t—ti)><log<1+ 0 > (4)
=1
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We first proceed to a local estimate for the jumps affecting the time series. To do
so, we go through the time series and take the first jump (antenna change or co-seismic)
or slow deformation (hereafter considered as a “jump” also); if there is no jump in the
whole time series, the program proceeds to the next step. We consider first a 400-data
point window centered on the jump date (¢;). If another jump happens between the first
jump and the end of the window, we extend the window with an extra 200 data points
after the second jump. We keep extending the window this way until no more jump stays
in the last 200 data points of the window: to illustrate this process, Figure 2c shows a
window with three jumps (the 2000 Miyakejima volcanic unrest and two antenna changes).
Once the window length is fixed, we fit Equation (4) within that window. As given in
Equation (4), an inter-seismic velocity v and post-seismic transients are also modeled
for the window, so to get the most accurate estimate of the jumps as possible. In case
there is a post-seismic transient in the window, we force the transient to have the same
sign as the associated co-seismic jump (m; x ¢; > 0 for ¢ and j corresponding to the
same earthquake), individually for each component (NS, EW or vertical). Then, the we
go to the next jump not included in the current window and starts again, until it reaches
the last jump. Figure 2 illustrates how the fitting and modelling perform for some se-
lected time windows and stations. Once we have the by, c; and d, optimized for all the
jumps of the time series, we remove these jumps to obtain xsep1 (¢), which is thus the
time series corrected for co-seismic offsets, antenna jumps and slow transients (Table 2).

In the second step, we compute m; by optimizing the values of the post-seismic tran-
sients using the time series from 2 years before the earthquake to 2 years after and fit-
ting:

M

Tpost—seismic_window = TR+V(t—tr)+ [sgsin (2km (t — tRr)) + cx cos (2km (t — tr))]
k=1
t—t;
+m;H (t — t;) x log (1 + ) (5)
Tr

We take 2-year data before the earthquake to estimate the seasonal and semi-seasonal
terms within the window, which results in a better estimation of the post-seismic tran-
sient. We also take at most 2 years of data after the earthquake: if there is another post-
seismic transient within the 2 years data then we terminate the window one day before
the second post-seismic transient. To determine whether a M,, > 7.1 requires a post-
seismic transient from the data, we use the Akaike Information Criterion (AIC) (Akaike
et al., 1998). The AIC measures which model fits best the data among models that have
different numbers of parameters. Here, we use the AIC to compare the models without
and with a post-seismic transient (hence an extra parameter): for a given station, we re-
quire that at least one of the three component returns a large AIC value, while the two
other components have positive AIC values (hence an improvement of the model when
adding the post-seismic phase for all three components, and at least one with a very sig-
nificant improvement). If this best model is indeed the one with a post-seismic transient,
we remove this transient from the time series. Then, we iterate this step to all subse-
quent M, > 7.1 earthquakes influencing the station and substract the modelled post-
seismic transients from Zgep1 () to obtain zsgepe (t).

In the third step, we model Zgtep2 (1) as:

2
Tstep2 (t) =xp + v (t —tr) + g (t— tp;)2 + Z [sg sin (2km (t — tR)) + ¢k cos (2km (t — tR))]

k=1
(6)
and compute z g, v, a, s and c; by optimizing the seasonal and inter-seismic phenom-
ena using the whole time series. Then we remove these contributions to get the final resid-
uals of our raw time series.
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Figure 3. Linear (a) and quadratic (b) trajectory models for station 3041, from 1997 to 2011.
Blue points: raw time series. Red line: trajectory model (Equation (1)). Green points: resid-

ual time series. Green line: the 2000 Miyakejima volcanic unrest. Blue lines: the 2002 and 2007
Boso slow slip events. Purple line: antenna change. Brown line: a M,, > 6.4 earthquake without

post-seismic transient.

,10,



281

282

283

284

285

286

287

288

289

290

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

In Equation (1) we added an acceleration term (a) that is usually absent from tra-
jectory models (Bevis & Brown, 2014). This term is motivated by the observation that
the residuals of linear trajectory models (a = 0) very often display a decadal curvature
(Figure 3a). We add a quadratic term, representative of the acceleration, to test if the
inter-seismic velocity could have undergone significant changes in Honshu over the 1997-
2011 period. Figure 3b shows how the curvature is accounted for with this extra term.
To properly estimate the acceleration, a, we require the time series to have at least seven
years of data between 1997 and 2011.

3.4 Statistical significance of the acceleration

We test the significance of adding a quadratic term using synthetic data. To gen-
erate synthetic time series, we first compute the Fourier Transform of the quadratic model
residuals (Figure 3b bottom) and randomize the phase. Finally, the inverse Fourier Trans-
form yields a synthetic time series which colored noise follows the spectral characteris-
tics of the original residual time series. For each station individually, we generate 100 syn-
thetic time series, compute the corresponding 100 acceleration terms within this synthetic
noise, and determine the standard deviations o,y and o, of the 100 North component
and 100 East component accelerations respectively. These standard deviations represent
the uncertainties on the acceleration term that can be expected from the noise in our
data. They are then compared with the actual accelerations, ay and ag (from Equa-
tion (1)), by computing the signal-to-noise ratios % for both components. The stations
for which, at least one of the two ratios, i > 3 are considered as showing a significant
acceleration. Finally, 187 sites present a significant acceleration, corresponding to 62%
of the initial set.

4 Inversion model of the loading rate and its acceleration on the sub-
duction interface

To determine the average coupling and the slip acceleration on the subduction in-
terface, we perform separate least-square slip inversions (Tarantola & Valette, 1982) of
the surface velocity and the acceleration fields, respectively, using a modified version of
Kositsky and Avouac (2010)’s software package, including the regularization of Radiguet
et al. (2011). We only use horizontal displacement time series at this stage; the addition
of the vertical displacements will be discussed later (Section 5.2). The forward model
is d = Gm, where d is the observed data (surface velocity or acceleration field), G, the
transfer function matrix computed using Okada (1985), and m, the model on the fault
(slip rate or its acceleration, depending on the analysis). The best model (m) is deter-
mined using the misfit function:

1
S(m) =5 [(Gm =) €7 (Gm = d) + (m —mo) € (m —mo)| (7)
where myq is the prior model, C,, is the covariance matrix for the model parameters, Cy
is the covariance matrix for the data (velocity or acceleration field), and ¢ denotes the

transpose operation. Minimizing S(m) of Equation (7), we obtain the model function:

m=mg + CnG* (GC G+ Cy) ™" (d — Gmy) (8)

4.1 Plate geometry and imposed rake

As the Kanto region (Figure 1) is characterized by a double subduction, we run two
tests for each inversion (velocity and acceleration fields): (1) considering only the Pacific-
North America (PAC-NAM) subduction, and (2) considering both the Philippine Sea-
North America (PHS-NAM) and the PAC-NAM subductions. We discretize the faults
into triangular sub-fault patches of ~15 km size. For the PAC plate interface, we use the
Kamchatka-Kuril Island-Japan region of the Slab 2 model (Hayes et al., 2018). We keep
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only the part from the Sagami Trough (~34.2° N, see Figure 1) to the North of Hon-
shu island (~41° N), and from the trench down to 90 km depth. For the PHS plate in-
terface, we use Ishida (1992)’s model. We impose a fixed rake angle for each sub-fault.
To determine this angle, we compute the PAC and PHS plate velocity vectors relative
to the NAM plate at each sub-fault using the Euler poles given in Table 1. Then, we de-
termine the rake, which will be different for each sub-fault, by projecting the velocity
vector direction on the sub-fault surface.

4.2 Data covariance matrix

The data covariance matrix (Cyq) is a diagonal matrix whose dimension is twice the
number of stations, since there are two horizontal channels per station. The diagonal val-
ues are determined by the data uncertainties for the North and East components:

Cyq (20 +1,2i +1) = (errE;)”

V0<t<ngg — 1, , , 9
== e { Cyq(2i +2,2i 4 2) = (errN;)? ©)

where 7 is the index of the station, ng, is the number of stations, errN;, the uncertainty

of the data ¢ according to the North component, and errE;, the uncertainty of the data

i according to the East component.

The 5% and 95% quantiles of the velocity uncertainties are found at 0.16 and 0.36 mm/yr,
respectively, with a mean of 0.23 mm/yr. As acceleration uncertainties, we take the stan-
dard deviation of the acceleration computed from the synthetic time series (see Section 3.4).
The 5% and 95% quantiles of the acceleration uncertainties are found at 0.020 and 0.158 mm /yr?,
respectively, with a mean of 0.080 mm/yr?.

4.3 Model covariance matrix

The model covariance matrix (C,,) introduces two meta-parameters: the standard
deviation of the model parameters (o,,) and the correlation length (\). We define Cy, (3, j),
the elements of the model covariance matrix between the sub-faults ¢ and j, based on

Radiguet et al. (2011):
Y d(i,j)
. 2 (2N
Cm(zuj):amx (14‘;\0) exp <_)\> (10)

where \g is a scaling factor fixed to the characteristic sub-fault size (15 km), and d(, )
is the distance between the centers of sub-faults ¢ and j. The correlation length A pre-
scribes the distance over which the slip is correlated, and therefore controls the smooth-
ing of the model. For the PAC plate, we use A = 50 km corresponding to three times
the sub-fault size. For the PHS, we use A = 180 km to avoid over-fitting and trade-off
issues, as explained later (Section 4.5).

The standard deviation o, controls the trade-off between the quality of the fit and
the departure from the a-priori model (mg). We choose oy, using a L-curve, namely: L
norm vs x2. The L., norm of the cumulative slip reflects the model roughness, and is
defined as:
Lo = max(|m — mygl) (11)
while x? measures the quality of the fit, and is defined as:
1
X2 = x (Gm —d)' C;* (Gm — d) (12)

2Ngtq

For the velocity field inversion, we take o,, = 10°7 to limit the slip rate maxi-
mum to the plate velocity. The L-curve in Supplementary Figure S1 shows that the low-
est x2 for Lo, > 76 mm/yr is obtained for o, = 10%™. We set the o,, value for the
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acceleration inversion based on an argument that relates this value with the o, = 10%7
value used for the slip rate inversion. We will show later (Figure 7 and Section 6.3) that
the maximum change in seismic coupling C' between 1997 and 2011 amounts to AC =
0.66. Given the convergence rate of 76 mm/yr for PAC and NAM, this is equivalent to
an acceleration of 3.45 mm/yr? at maximum, over 14 years. We therefore smooth the
inverted slip acceleration so that it can reach 3.45 mm/yr? at maximum, hence L, >
3.45 mm/yr?. Given this constraint, the L-curve (Supplementary Figure S2) gives o, =
1092 for the acceleration inversion. We finally notice that the x? values are large (x? =
273 and x? = 21 for the slip rate and the acceleration, respectively), which is due to
the relatively small uncertainties we obtain. The latter are likely under-estimated since
they only account for estimation, not model, errors. We however use them anyway as
they allow to weight (in a relative sense) the inversion; absolute values of x are there-
fore of little use here.

4.4 Slip restitution

For each inversion, we evaluate the resolution by assessing the ability of each sub-
fault to resolve a unit slip. We compute the surface displacements caused by a unit slip
located on one sub-fault, and invert these displacements using the parameterization pre-
viously explained, to obtain a field of slip values. The associated resolution matrix from
Tarantola and Valette (1982) is:

R = C,,GYGC,,G' +Cy)~'G (13)

The resolution matrix diagonal values range from 0 if the slip is not resolved, to 1 if it

is fully resolved. Rather than the resolution itself, we look at the restitution index of the
sub-faults corresponding to the sum of R along each row, ranging from 0 to 1.5 (Sup-
plementary Figure S3 for the slip rate and Supplementary Figure S4 for the slip accel-
eration). We display with gridded meshes the sub-faults with less than 90% of the slip
restored.

4.5 Prior model

At first, we use a null prior model, i.e., (1) a fully uncoupled model for the coupling,
hence slip rates equal to the convergence rate, and (2) a zero acceleration model for the
slip acceleration. We additionally test a fully coupled prior model (Supplementary Fig-
ure S5): this prior brings only small differences in the well restored area of the PAC plate.
However, while changing the PHS plate prior model does not affect the inverted PAC
interface coupling, the PAC plate prior model impacts the inverted PHS interface cou-
pling (as shown by comparing Figure 4, Supplementary Figure S6 and Supplementary
Figure S7). Because of this sensitivity to the PAC prior, we must keep in mind that the
results for PHS plate are to be taken wit