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Abstract

The combination of X-ray imaging and CT image-based computational fluid dynamics (CFD) simulation allows study of flow

in fractured porous media. In this study, X-ray imaging was employed to unveil the morphological and aperture alterations

of artificial fractures in wellbore cement cores that were exposed to CO2-saturated brine under geologic carbon sequestration

(GCS) conditions. Direct pore-scale modelling of fluid flow through 3D fractures reconstructed from CT images was carried out

to reveal velocity distribution in the fracture and for estimation of local and average permeability of the fracture. Varying-radius

pipe representations of the fractures were established using the optimal characteristic radius formulation that was determined

from the relation of flow cross-section shape and conductivity based on direct pore-scale modelling. Varying-radius pipeline

modelling of fluid flow through simplified fractures was also implemented and the local and average permeability results based

on varying-radius pipeline modelling were compared against those based on direct pore-scale modelling. The fracture after

CO2 exposure in the reactive diffusion process was covered by substantial precipitated calcite, and the permeability of the

fracture decreased from 4.15×10-8 m2 to 2.96×10-8 m2. In contrast, the fracture after CO2 exposure in the reactive flow

process underwent significant dissolution, a large number of tensile micro-fractures were formed at the surface of the fracture,

and the permeability of the fracture increased from 3.91×10-8 m2 to 4.23×10-8 m2. The relative error of the average fracture

permeability obtained from direct pore-scale modelling (-7.33%-4.05%) was comparable with that obtained from varying-radius

pipeline modelling (-7.77%-10.64%).
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Abstract 19 

The combination of X-ray imaging and CT image‒based computational fluid dynamics (CFD) 20 

simulation allows study of flow in fractured porous media. In this study, X-ray imaging was 21 

employed to unveil the morphological and aperture alterations of artificial fractures in wellbore 22 

cement cores that were exposed to CO2-saturated brine under geologic carbon sequestration (GCS) 23 

conditions. Direct pore-scale modelling of fluid flow through 3D fractures reconstructed from CT 24 

images was carried out to reveal velocity distribution in the fracture and for estimation of local and 25 

average permeability of the fracture. Varying-radius pipe representations of the fractures were 26 

established using the optimal characteristic radius formulation that was determined from the relation 27 

of flow cross-section shape and conductivity based on direct pore-scale modelling. Varying-radius 28 

pipeline modelling of fluid flow through simplified fractures was also implemented and the local and 29 

average permeability results based on varying-radius pipeline modelling were compared against 30 

those based on direct pore-scale modelling. The fracture after CO2 exposure in the reactive diffusion 31 

process was covered by substantial precipitated calcite, and the permeability of the fracture 32 

decreased from 4.15×10
-8

 m
2 

to 2.96×10
-8

 m
2
. In contrast, the fracture after CO2 exposure in the 33 

reactive flow process underwent significant dissolution, a large number of tensile micro-fractures 34 

were formed at the surface of the fracture, and the permeability of the fracture increased from 35 
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3.91×10
-8

 m
2
 to 4.23×10

-8
 m

2
. The relative error of the average fracture permeability obtained from 36 

direct pore-scale modelling (-7.33%‒4.05%) was comparable with that obtained from varying-radius 37 

pipeline modelling (-7.77%‒10.64%).  38 

 39 

Keywords: Shape-permeability relation; varying-radius pipeline model; direct pore-scale model; 40 

X-ray imaging; GCS wellbore cement 41 

 42 

1. Introduction 43 

Carbon storage and utilisation in deep geologic formations, such as oil and gas reservoirs, deep 44 

saline aquifers, coal seams and salt caverns, provides a feasible solution to mitigating the increase in 45 

atmospheric concentration of CO2 [1]. Wellbore cement sheaths have been identified as potential 46 

leakage pathways for CO2 from reservoirs utilised for GCS [2, 3]. Portland cement is a common 47 

sealing material for wellbores of geologic carbon sequestration [4]: Cement annulus is placed 48 

between steel casing and formation rocks to prevent fluid migration and provide mechanical support 49 

during production [5]; cement plug is placed inside the casing to block the vertical migration of 50 

fluids in abandoned well [6].  51 

 52 

Fully hydrated Portland cement is consisted of approximately 70% calcium-silicate hydrates (CSH) 53 

and 20% portlandite (Ca(OH)2) [3]. When exposed to CO2-saturated brine, a series of reactions 54 

between CO2 and cement as shown in Eq. 1 occur [7, 8], which can gradually alter the 55 

micro-structure of cement. The attack of H
+
 on calcium-silicate hydrates and portlandite will 56 

generate a more porous cement paste with amorphous silica (SiO2) as the major component, causing 57 

loss of mechanical strength and increase in permeability. Meanwhile, the precipitation of carbonate 58 

in high pH pores hinders further propagation of the degradation zone. Therefore, laminated zones 59 

including the unaltered zone, a depletion zone, a carbonated zone and a degraded zone presented in 60 

sequence from inner cement to cement–CO2 interface were commonly observed in experiments [9]. 61 

Studies have also suggested that the extent of cement alteration depends on existing defects 62 

(fractures and voids) and fluid residence time [10-15]: Self-healing of fractures as a result of mineral 63 

precipitation was reported in diffusion controlled experiments conditions; opening of fractures was 64 

revealed in reactive flow experiments or in cases where large voids and cracks existed. 65 
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 67 

Due to the unevenness in composition and structure of cement and the complexity of reactions, the 68 

micro-structure of cement and fracture after exposing to CO2 solution can be strongly heterogeneous. 69 

X-ray imaging has been used to image the complicate 3D structure for analysis of mineralogy 70 

alteration [16], porosity and aperture change [17], and for study of fluid flow and evaluation of 71 

hydraulic properties of fractures combining the technique of CFD [18]. CFD simulation on 72 

reconstructed pore/fracture geometry obtained from X-ray imaging, also known as direct pore-scale 73 

modelling, of nonlinear flow for evaluation of permeability or conductance was not uncommon 74 

[18-25]. It is known that the accuracy of this method depends highly on the resolution of the CT 75 

images or the loyalty of the reconstructed geometry to the real pore/fracture structure. Moreover, the 76 

numerical stability of the method relies highly on the size and quality of the mesh elements, and the 77 

method can be computationally demanding [26]. In many studies, the high resolution CT images are 78 

cropped or downscaled to a small ROI/REV to save computational time [27-29]. Allowing a certain 79 

degree of error, Pore Network Model (for porous rock) [30-36] or Pipe Network Model (for fractured 80 

rock) [37, 38] is capable of solving large-scale flow problem efficiently using a topologically 81 

representative network with idealised properties derived from the underlying image [26]. In 82 

conventional Pore Network Model or Pipe Network Model, a pore-throat or fracture segment is 83 

simplified into a cylinder tube of constant radius, the hydraulic conductance of the tube can be 84 

determined from the radius of the tube based on Poiseuille’s equation, and the physics of flow is 85 

governed by Darcy’s law (linear flow law). It is suggested that the characteristic radius of the 86 

idealised cylinder tube for Network Model or Pipe Network Model can be approximated by the 87 

inscribed radius (radius of maximal inscribed sphere) [32, 36], the equivalent radius (sqrt(A/π)) [33], 88 

and the effective radius (the arithmetic mean of the inscribed radius and the equivalent radius) [35]. 89 

Another common idealisation suggests using tubes of elliptical, rectangular or triangular 90 



cross-section rather than a circular cross-section, and the shape factor, A/P
2
 (related to a 91 

dimensionless characteristic radius), is used to predict the dimensionless conductance [30, 31, 34, 36, 92 

39]. The simplification of n-corner star cross-section to represent flow cross-section of complicate 93 

shape has also been proposed to predict the conductance using both the shape factor and the 94 

inscribed radius of the simplified n-corner star [40]. Neural network‒based method has also been 95 

proposed to predict dimensionless conductance directly from the circularity (4πA/P
2
) and convexity 96 

(A/Ahull) of the flow cross-section without shape simplification [19]. While the direct pore-scale 97 

modelling is ‘loyal to the truth’ both in terms of geometry and physics, Pore Network Model or Pipe 98 

Network Model simplifies both (geometry and physics), Sisavath et al. (2001) [41] suggested that 99 

between these two extreme approaches lies that of solving the Navier–Stokes flow for slowly 100 

varying tubes at low Reynolds number using a perturbation analysis. Analytical solution for such 101 

model has been derived for axisymmetric tube of sinusoidally varying radius [41, 42]. 102 

 103 

Geochemical alteration of cement micro-structure, especially fracture morphology, plays a vital role 104 

in modifying the flow and transport properties of GCS well. Understanding the changes in fracture 105 

morphology under GCS environment and establishing a correlation between fracture topology with 106 

hydraulic properties for fast and accurate simulation of fluid flow is essential for prediction of 107 

leakage. In this study, X-ray imaging was used to unveil the micro-structural change of pre-fractured 108 

cement cores subjected to static CO2 saturated brine and continuous flow of CO2 saturated brine. 109 

Finite element mesh of the fracture was reconstructed from the CT image, then numerical simulation 110 

of single-phase flow through the fracture was carried out for assessment of local and average 111 

permeability and conductivity change. The optimal characteristic radius formulation for the fractures 112 

was determined from the relation between the shape of fracture cross-sections and the conductivity 113 

(permeability) of the cross-sections based on direct pore-scale modelling. The optimal characteristic 114 

radius formulation was then deployed to construct a pipe of varying radius as the optimal 115 

representation of the fracture. One dimensional Navier‒Stokes flow through the reconstructed 116 

varying-radius pipe, which is thus termed “varying-radius pipeline modelling” in this study, was 117 

implemented to re-evaluate fracture permeability. Findings from this work aim to shed light on 118 

micro-structure alteration of defective wellbore cement under GCS environment, and provide 119 

implications for development of numerical models to assess permeability evolution and CO2 leakage. 120 



 121 

2. Experiments of CO2 saturated brine‒cement interaction and X-ray imaging 122 

Two types of aqueous CO2‒cement interaction experiments were designed to demonstrate the 123 

influence of CO2 residence time on cement micro-structure alteration under elevated pressure and 124 

temperature relevant to carbon sequestration. The reactive-diffusion (RD) type of interaction is 125 

related to the experiment where a pre-fractured cement core was immersed in static CO2 saturated 126 

brine, and the reactive-flow (RF) type of interaction is related to the experiment where CO2 saturated 127 

brine penetrated a cement core through an artificial fracture. The pre-fractured cement cores were 128 

produced using class G Portland cement through moulding. The cement cores are about 10 mm in 129 

diameter and 32 mm in length with a Ф 1 mm fracture running through each core. The cement cores 130 

were then cured in 1 wt% NaCl in a mini-reactor under elevated temperature of 62 ℃ and pressure 131 

of 17 MPa for 14 days. Curing under elevated pressure and temperature is a necessary process 132 

mimicking the casting of oil wellbore cement in a deep well, which is essential to reduce the initial 133 

permeability and harden the CSH, and thus improving the resistance against diffusion-driven 134 

chemical reactions [6, 43, 44]. 135 

 136 

2.1 CO2 saturated brine‒cement interaction 137 

In the RD experiment, cement cores were immersed in CO2 saturated brine in the mini-reactor under 138 

the same temperature and pressure for curing. The device for the reactive-diffusion experiment is 139 

illustrated in Fig. 1 a, which is comprised of a CO2 tank, an ISCO pump and a mini-reactor. In the RF 140 

experiment, the CO2 saturated brine was injected in the cement core installed in a flow-through cell 141 

(a mini‒core holder) at constant flow rate of 0.01 ml/min under elevated temperature of 62 ℃, pore 142 

pressure of approximately 17 MPa, and confining pressure of 20 MPa. The device for the 143 

reactive-flow experiment is illustrated in Fig. 1 b, which is comprised of a CO2 tank, three ISCO 144 

pumps, a mini-reactor, a flow-through cell, a water bath and two beakers. The main differences of the 145 

RD and the RF process are: First, the fluid in the RD process is stagnant, and the fluid flow rate is 146 

0.01 ml/min in the RF process; second, the effective stress in RD process was 0 MPa and in the RF 147 

process was 3 MPa; third, both external core surface and internal fracture surface were directly 148 

exposed to CO2 solution in the RD process, only internal fracture surface in the RF process was 149 

directly exposed to CO2, the external core surface covered by rubber sleeve had limited access to 150 



CO2. Permeability test for cement cores, either from the RD experiment or the RF experiment, was 151 

carried out before and after the exposure. The permeability of the fractures were derived by dividing 152 

core permeability with the average area fraction of fracture (which was evaluated from the CT 153 

images). The result concerning permeability measurement and calculation is provided in Table 1. 154 

 155 

 156 

Fig. 1 Device for CO2 saturated brine‒cement interaction experiments: (a) reactive-diffusion 157 

experiment; (b) reactive-flow experiment 158 

 159 

Table 1 Permeability measurement and fracture permeability evaluation from experiment 160 

Label* RDD0 RDD14 RFD0 RFD14 

κcore (m
2
) 6.8027×10

-10
 4.0741×10

-10
 5.7215×10

-10
 8.9566×10

-10
 

Afrac/Acore 0.016392 0.013764 0.014633 0.021174 

κfrac (m
2
) 4.15×10

-8
 2.96×10

-8
 3.91×10

-8
 4.23×10

-8
 

* the core or fracture labels represent samples from the reactive-diffusion (RD) experiment or 161 



reactive-flow (RF) experiment before (D0) or after (D14) exposure to high pressure CO2 saturated 162 

brine solution. 163 

 164 

2.2 X-ray imaging of cement cores before and after CO2 exposure 165 

X-ray imaging of the two cement cores, one from the RD experiment and another from RF 166 

experiment, was conducted using a Zeiss Xradia Versa 410 CT scanner at the Institute of Rock and 167 

Soil Mechanics, Chinese Academy of Sciences. The beam energy was 80 keV/10 W. To attain a high 168 

pixel resolution (of approximately 11 μm), each cement core was imaged in four segments and 169 

stitched into one CT image. Image registration by the same approach described in the authors’ 170 

previous paper [16] was employed to align the cement images before and after interaction to 171 

facilitated the comparison of local micro-structure and hydraulic properties change when online 172 

X-ray imaging was not available. 173 

 174 

3. Methodology for image-based estimation of fracture permeability 175 

For direct pore-scale modelling, the pressure profile and velocity field in the pore/fracture domain 176 

can be obtained from stationary incompressible Navier–Stokes flow modelling, as expressed in Eq. 177 

2.  178 
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where v (m/s) stands for the true fluid velocity; ρ (kg/m
3
) and η (Pa‧s) are the density and the 180 

viscosity of the fluid, respectively; p (Pa) is pore fluid pressure; I is the 3D identity matrix; ΓInlet, 181 

ΓOutlet, and ΓWall denote respectively the inlet, outlet and wall boundaries of the fracture domain. 182 

 183 

Assuming the prevailing flow path is along x-axis, given the flow is steady and of low Reynolds 184 

number, the flux through an arbitrary fracture segment can be evaluated using Darcy’s Law, as 185 

expressed in Eq. 3; Poiseuille’s equation, or the lubrication approximation for Newtonian creep flow 186 

through pipe, can also be used to evaluate the flux of the fracture segment [45, 46], as expressed in 187 



Eq. 4. 188 
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where i and j denote the yz cross-sections at the inlet and outlet of the fracture segment ij; Aij, lij and 191 

rij represent the area, length, and radius, respectively, of the characteristic capillary tube as an 192 

idealisation of the fracture segment; τij is the tortuosity of the fracture segment; κij is the permeability 193 

of the fracture segment; gij is the hydraulic conductance of the fracture to transport a single-phase 194 

fluid with a viscosity of η along x-axis following the pore network model definition. For convenience, 195 

we use the term κijAij (or ηgij) to define the intrinsic conductivity of the fracture. Note that the 196 

definition is slightly different from the conductivity of planar fracture which is defined as fracture 197 

permeability times fracture width. Based on the above definition, the average permeability and 198 

conductivity of the fracture can be computed from the following equation, 199 
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 201 

Combining Eq. 3 and Eq. 4, the relation between permeability (or conductivity) and shape of the 202 

fracture segment ij can be expressed as in Eq. 6. 203 

 
4

8

ij

ij ij ij

ij

r
g A


 


            (6) 204 

When the cross-section j approaches the cross section i, the permeability of an arbitrary flow 205 

cross-section i (κi) can be computed from the partial differential form of Eq. 3, the relation between 206 

permeability (or conductivity κiAi) and shape of the cross-section i can be derived following Eq. 6. 207 

The formulation to evaluate cross-sectional permeability and the relation between cross-sectional 208 

permeability and shape of the cross-section is presented in Eq. 7. 209 
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where κi, Ai and ri are the permeability, characteristic area and characteristic radius, respectively, of 211 

the fracture cross-section i; (∂p/∂x)i represents the average pressure gradient of of the fracture 212 

cross-section. By introducing the concept of point permeability expressed as: 213 
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the permeability for cross-section i can be addressed numerically using Eq. 9. 215 
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Local hydraulic tortuosity of cross-section i can be approximated using the proportion of the average 217 

velocity magnitude of cross-section i to the average x-component velocity magnitude of 218 

cross-section i as in Eq. 10. Since the fractures (produced by inserting a tube in the cement slurry 219 

during moulding) are almost straight geometrically, it is assumed that the hydraulic tortuosity of the 220 

fractures is also constant along the x-axis. The assumption is further validated in sub-section 4.4. 221 
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 223 

Since the inscribed radius, area and perimeter of the flow cross-section are considered crucial factors 224 

in predicting the conductance of fracture or pore throat in Pore Network Model or Pipe Network 225 

Model, the authors intended to seek an optimal characteristic radius of the fracture from the 226 

generalised average of three types of equivalent radius that are directly related to the inscribed radius, 227 

area and perimeter of the flow cross-section, as presented in Eq. 11. The first equivalent radius is the 228 

radius of the maximal inscribed sphere, the second equivalent radius is a measure of flow area, and 229 

the third equivalent radius, also known as the hydraulic radius in channel flow, is a measure of the 230 

flow area and wetted perimeter. The optimal formulation of the characteristic radius is found when 231 



the distance between the conductivity evaluated from Darcy’s law and the conductivity evaluated 232 

from Poiseuille’s equation is minimal, which can be described by the optimisation problem as in Eq. 233 

12. A correction of the Poiseuille’s equation to allow a conductivity offset by b and to relieve the 234 

gradient constraint (i.e. to allow c ≠ 1) is incorporated in Eq. 12 to take into account the influence of 235 

fracture tortuosity and the deviation of image-based shape measurement from that measured from the 236 

geometrical mesh. Once the formulation of optimal characteristic radius is established, the fracture 237 

can be simplified as a tube of varying characteristic radius using the inscribed radius, area and 238 

perimeter of sampled flow cross-sections. The 1D Navier‒Stokes flow over the varying-radius pipe 239 

representation of fracture, which is referred to as varying radius pipeline modelling in this study, can 240 

then be implemented to re-evaluate the conductivity and permeability of the fracture. 241 
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 244 

4. Results and discussion 245 

4.1 Micro-structure alteration unveiled by CT images 246 

The orthogonal images of the two cement cores are shown in Fig. 2. The difference map revealing 247 

local grayscale alteration is also presented in Fig. 2 to demonstrate the performance of image 248 

registration. As it can be seen, the CO2‒cement interaction was more intense in the RF experiment. 249 

Large amount of dissolution due to H
+
 attack was observed on the surface of the fracture in the RF 250 

experiment; the external surface of the core, covered by rubber sleeve, however, was dominated by 251 

precipitation. In contrast to the core in the RF experiment, a large amount of calcite had precipitated 252 

on the fracture surface in the RD experiment, rendering a high frequency and low amplitude 253 

variation in fracture roughness; the external surface of the core, which was directly exposed to bulk 254 

CO2 solution, was distinguished by substantial dissolution. Distinctive laminated layers of 255 



degradation, carbonation and depletion commonly observed in aqueous CO2‒cement interaction 256 

experiments were also discovered on the “surface of dissolution” (i. e. the fracture surface in the RF 257 

experiment and the core’s external surface in the RD experiment); however, the degradation layer in 258 

the RF experiment was much thicker than that in the RD experiment, and the carbonate layer in the 259 

RF experiment was much looser than that in the RD experiment. This suggests that the laminated 260 

micro-structure in the RF experiment might be weaker than that in the RD experiment. Proof of 261 

weaker micro-structure was also revealed by significant micro-fractures on the surface of the fracture 262 

in the RF experiment, while almost no micro-fracture was observed on the external surface of the 263 

cement core in the RD experiment. The micro-fractures in the RF experiment are distinguished by a 264 

large amount of radial tensile micro-fractures and a small amount of axial shear-tensile 265 

micro-fractures at the half of the core adjoining the inlet. The development of these micro-fractures 266 

could be a result of uneven mechanical loading over heterogeneous chemical degradation which will 267 

require further hydro-chemo-mechanical coupled analysis. 268 

 269 



 270 

Fig. 2 X-ray CT images of cement cores before exposure to CO2 and after exposure to CO2. Each 271 

post-exposure core image is registered to its corresponding pre-exposure core image, and the 272 

difference image is obtained by subtracting the pre-exposure core image with the post-exposure core 273 

image. Note that the colour scale is normalised by the maximal of the absolute difference grayscale 274 

value. 275 



 276 

4.2 Direct pore-scale modelling based on virtual fracture geometry 277 

The 3D binary image of the fracture was segmented from the CT image of the cement core by 278 

thresholding after smoothing with 3D Gaussian blur (filter window size/image size is 2/1000); 279 

trimming of unconnected components was implemented to render a one-connected region; the 280 

reconstructed 3D binary fractures before and after exposure from the RD experiment and the RF 281 

experiment are presented on Fig. 3. 282 

 283 

 284 

Fig. 3 Reconstructed 3D binary fractures from X-ray CT images of cement cores. 285 

 286 

The surface mesh of the fracture was obtained by implementing the marching cubes surface 287 

reconstruction algorithm on the 3D binary fractures using the open-source image processing software 288 

FIJI/ImageJ [47]. After mesh cleaning, repairing and simplification using the open-source 3D 289 

triangular meshes processing software MeshLab [48], the surface mesh was then imported into 290 

Comsol Multiphysics to generate the 3D geometry of fracture. It is worth noting that the 3D fracture 291 

geometries (as shown in Fig. 4) are not 100% loyal to the real fractures due to limited CT resolution, 292 

image smoothing, and mesh simplification, however, smoothing and simplification are necessary 293 

procedures to improve local mesh quality for convergence and also to enhance the speed of 294 



computation. The guideline to mesh simplification here was a balance among mesh quality, capacity 295 

of computation facility and loyalty to structure detail. Simulation of incompressible Navier‒Stokes 296 

flow through the reconstructed fracture geometry under an inlet pressure of 17 MPa and flow rate of 297 

0.01 ml/min was implemented. The result exhibiting velocity streamline (colour coded by the 298 

magnitude of the velocity) through the fractures is plotted in Fig. 4. The Reynolds number for the 299 

flow through all fracture geometries was approximately 0.1; this means the Poiseuille’s equation 300 

suitable for creep flow (Reynolds number <1) should stand valid for the numerical investigation.  301 

 302 

The profiles of x-component velocity magnitude and the point permeability (along the x-axis) 303 

defined in Eq. 9 on three cross-sections of each fracture geometry are illustrated in Fig. 5. 304 

Comparing among different cross-sections, it is observed that higher average velocity magnitude 305 

occurs where the average permeability is lower, indicating strong relation of permeability to flow 306 

area (when the flow rate is constant the average velocity is determined by flow area). Looking at 307 

each fracture cross-section, it is discovered that higher point velocity magnitude occurs where the 308 

point permeability is higher; the contour of velocity magnitude is consistent with the contour of point 309 

permeability, in spite of small fluctuation; moreover, the value of point permeability shows strong 310 

dependence on the distance of the point to the wall, indicating strong relation of permeability with 311 

inscribed radius. It is also revealed on Fig. 5 that although the RFD14 cross-section at x = 0.05 L is 312 

large, substantial region of the cross-section is characterised by slow flow. This is because the large 313 

cross-section area also has a small maximal inscribed sphere due to steep variation in the 314 

morphology (further proof can be found in Fig. 7). 315 

 316 



 317 

Fig. 4 Demonstration of 3D fractures and velocity streamline. 318 

 319 



 320 

Fig. 5 Profiles of velocity and point permeability for the fracture in each sample. The contour surface 321 

is colour coded by the value of point permeability (along the x-axis) defined in Eq. 9, the contour 322 

line is colour coded by the magnitude of x-component velocity. 323 

 324 



4.3 Permeability and shape relation 325 

4.3.1 Visualisation of morphology and permeability relation 326 

The change in fracture shape, measured by cross-sectional area (A), perimeter (P) and inscribed 327 

radius for the virtual fractures (REQU1) is illustrated in Fig. 6 a & b; it should be noted that the 328 

topological data in Fig. 6 is sampled from 19 cross-sections at an interval of 0.05×L of each fracture. 329 

Although the virtual geometry is not loyal to the original image, the topological data is still capable 330 

of capturing the morphological change of the fracture: First, the virtual fracture in the RD process 331 

had shrunk after exposure and expanded after exposure in the RF process; second, the change of 332 

cross-section shape in the RF process is distinguished at the half of the fracture adjoining the fluid 333 

inlet and the change of cross-section shape in the RD process is relatively mild. The topological data 334 

also suggests that despite significant change in the cross-sectional area and perimeter in the RF 335 

process, the change of inscribed radius for the fracture is small. The change in the hydraulic 336 

tortuosity of the fractures is plotted in Fig. 6 c, showing small variation of tortuosity value roughly 337 

between 1 and 1.01, indicating the assumption of constant tortuosity is acceptable. 338 

 339 

 340 



 341 

 342 

Fig. 6 Alteration of fracture shape described by cross-sectional area, perimeter and inscribed radius 343 

for (a) fracture in RD experiment and (b) fracture in RF experiment; (c) alteration of local hydraulic 344 

tortuosity for fractures in both the RD and RF experiments; value of cross-sectional area perimeter 345 



and inscribed radius is normalised by the area, perimeter and inscribed radius respectively of a Ф 1 346 

mm circle for better comparison in one figure. 347 

 348 

The change in cross-sectional permeability and conductivity for the virtual fractures sampled from 349 

the same 19 cross-sections is shown in Fig. 7. The spatial variation in cross-sectional permeability is 350 

more in line with the change of area and perimeter. The cross-sectional permeability for the virtual 351 

fracture RFD14 shows large variation, especially at the half near the fluid inlet, due to developed 352 

micro-fractures that significantly break the continuity of the fracture as revealed on Fig. 7 b. The 353 

average permeability for the fractures before and after interaction are 4.09×10
-8

 m
2
, 3.08×10

-8
 m

2
, 354 

3.86×10
-8

 m
2
, 3.92×10

-8
 m

2
 respectively for RDD0, RDD14, RFD0 and RFD14. It is worth noting 355 

that the average permeability is higher than the minimum of the cross-sectional permeability in all 356 

virtual fractures. In general, the permeability of the fracture in the RD process had decreased after 357 

exposure and had increased after exposure in the RF process.  358 

 359 

 360 



 361 

 362 



 363 

 364 

Fig. 7 Alteration of cross-sectional permeability and conductivity of virtual fractures: (a) 365 

cross-sectional permeability for cement core from RD experiment; (b) cross-sectional permeability 366 

for cement core from RF experiment; (c) cross-sectional conductivity for cement core from RD 367 

experiment; (b) cross-sectional conductivity for cement core from RF experiment; value of 368 

cross-sectional permeability and conductivity is normalised by the permeability and conductivity 369 

respectively of a Ф 1 mm circle. 370 

 371 

Three types of equivalent radius (as presented in Eq. 11) and the effective radius ((REQU1+REQU2)/2) 372 

for the cross-sections of the virtual fractures were determined from the inscribed radius, area and 373 

perimeter of the cross-sections. The relation of the cross-sectional conductivity (κ‧A) to the different 374 

types of radius (REQUi) is visualised in Fig. 8. Expressions of the linear fitting curves and the 375 

performance of the fitting models are presented in Table 2. Based on the scatterplots in Fig. 8, these 376 

different types of radius show relatively convincing positive correlation with conductivity. According 377 

to the RMSE and R
2

adj value in Table 2, the second equivalent radius has the strongest correlation 378 

with conductivity, the third equivalent radius has the weakest correlation with conductivity, and the 379 

conductivity prediction using effective radius is generally no better than the prediction using the first 380 



or second equivalent radius alone. Based on the fitting performance in Fig. 8, all fitting models 381 

perform poorly for the conductivity-radius point clouds sampled from the RFD14; taking the point 382 

clouds of RFD14 out of the picture, the third equivalent radius could be the best predicator of 383 

conductivity. 384 

 385 

 386 



 387 

 388 



 389 

Fig. 8 Correlation between conductivity and equivalent radius: (a) the first equivalent radius (the 390 

inscribed radius); (b) the second equivalent radius (sqrt(A/π)); (c) the third equivalent radius (2A/P); 391 

(d) the effective radius ((REQU1+REQU2)/2). 392 

 393 

Table 2 Linear fitting model and fitting performance for correlation between fracture conductivity 394 

and different types of equivalent radius 395 

Fitting Equation  
4

8

R
f X bX c X


    

R B c RMSE R
2

adj 

REQU1 1.2041 -1.8906e-15 4.4071e-15 0.9782 

REQU2 9.9418 9.3466e-18 3.4266e-15 0.9868 

REQU3 1.0186 -1.2359e-17 6.0221e-15 0.9592 

REFF 9.6235 3.6148e-15 4.4910e-15 0.9773 

 396 

4.3.2 Optimisation of characteristic radius formulation 397 

In search for a reliable characteristic radius representation, optimisation of the characteristic radius 398 



formulation based on the ideal relation of conductivity with characteristic radius as proposed in Eq. 399 

11 was carried out. Different characteristic radius formulations derived from the optimisation and the 400 

RMSE of each formulation are provided in Table 3. Performance of the three best characteristic 401 

radius formulations (highlighted in italic font in Table 3) in predicating the conductivity is 402 

demonstrated in Fig. 9. 403 

 404 

Table 3 Characteristic radius formulations derived from optimisation and performance of the 405 

formulations in predicating conductivity 406 

Optimisation objective           

2
4

min A
8

R
b c



 

  
 

 

R a1 a2 a3 b c RMSE 

3

EQU

1

i i

i

a r


  
0.5479 0.4093 0.0428 1.0680 -1.9114E-16 4.8186E-15 

0.5943 0.4057 0 1.0017 2.1726E-15 2.4165E-15 

1.0000 0 0.0000 1.2041 -1.8906E-15 4.4071E-15 

0 0.4622 0.5378 0.9870 6.6792E-16 3.8297E-15 

1 4
3

4

EQU

1

i i

i

a r


 
 
 
  

0.5884 0.2560 0.1556 1.1253 -1.9727E-15 5.4607E-15 

0.7443 0.2557 0 1.0326 1.7114E-15 2.6284E-15 

0.8531 0 0.1469 1.0844 1.5370E-15 8.7149E-15 

0 0.2852 0.7148 1.0157 -2.5549E-16 3.4611E-15 

3

EQU

1

ia

i

i

r


  
0.1689 0.5903 0.2408 1.0126 1.5524E-16 3.0207E-15 

0.3968 0.6032 0 0.8699 6.2384E-15 2.4912E-15 

0.6919 0 0.3081 1.1360 -1.1074E-15 4.8140E-15 

0 0.6421 0.3579 0.9641 1.4822E-15 3.5759E-15 

 407 

According to the RMSE of each optimisation in Table 3, similar conclusion that the first equivalent 408 

radius and the second equivalent radius have more significant influence on the hydraulic 409 

conductivity can be arrived: The optimised characteristic radius formulation using the combination 410 

the first equivalent radius and the second equivalent radius generally prevails the optimised 411 

characteristic radius formulations using other combinations of the three types of equivalent radius. 412 



The optimal characteristic radius representation approximated by 0.5943‧REQU1 + 0.4057‧REQU2 413 

renders a minimal RMSE of 2.4165E-15. Compared to the effective radius which is the arithmetic 414 

mean of the first and the second equivalent radius, the optimal characteristic radius formulation 415 

suggests the weight of the first equivalent radius be higher than that of the second equivalent radius. 416 

It is unveiled from Fig. 9 a that the points beneath the fitting curve are more concentrated and the 417 

points over the fitting curve are more dispersed. As it can be deduced, if the optimal characteristic 418 

radius formulation was used to estimate the conductivity, the probability of underestimation is larger 419 

than overestimation. It is also observed that the second best candidate (with an RMSE slightly higher 420 

than the optimal characteristic radius formulation) for the characteristic radius is 421 

REQU1
0.3968

‧REQU2
0.6032

, which suggests the weight of second equivalent radius be higher than the first 422 

equivalent radius; however, the slope for the linear relation of the second best characteristic radius 423 

candidate and the conductivity is 0.8699, which is far from what the ‘slightly deviating from 1’ is 424 

expected.  425 

 426 

 427 



428 

 429 

Fig. 9 Three best-performance characteristic radius formulations from the optimisation of 430 



shape-conductivity relation using characteristic radius represented by: (a) 
3

EQU

1

i i

i

a r


 ; (b) 431 

1 4
3

4

EQU

1

i i

i

a r


 
 
 
 ; (c) 

3

EQU

1

ia

i

i

r


 . 432 

 433 

Based on the analysis above, 0.5943‧REQU1 + 0.4057‧REQU2 is the optimal characteristic radius 434 

formulation for reconstruction of the varying-radius pipeline model. The first equivalent radius and 435 

the second equivalent radius computed directly from each slice of the binary fractures, and the 436 

optimal characteristic radius determined for all slices of the binary fractures from the first equivalent 437 

radius and the second equivalent radius are illustrated in Fig. 10. Two selected cross-sections from 438 

the RF experiment and the corresponding cross-sections from the RD experiment are presented in 439 

Fig. 10 a to demonstrate where the fracture ends up with increased cross-sectional area (second 440 

equivalent radius in Fig. 10 b) yet reduced inscribed radius (first equivalent radius in Fig. 10 a) after 441 

exposure. As it can be seen from Fig. 10 c, although the varying-radius pipeline model simplifies the 442 

shape of flow cross-sections, it preserves the resolution of the cross-sectional variation along the 443 

dominate flow path: The characteristic radius of the post-exposure fracture in RD experiment is 444 

smaller than the characteristic pre-exposure radius and shows a high frequency and low amplitude 445 

variation; the characteristic radius of the post-exposure fracture in RF experiment is generally larger 446 

and shows a low frequency and high amplitude variation. 447 

 448 



 449 

 450 



 451 

Fig. 10 Re-evaluation of characteristic radius directly from binary fractures using the optimal 452 

characteristic radius formulation: (a) first equivalent radius; (b) second equivalent radius; (c) 453 

characteristic radius (R = 0.5943‧REQU1 + 0.4057‧REQU2). 454 

 455 

4.4 Varying-radius pipeline modelling and permeability re-evaluation 456 

One dimensional Navier-Stokes flow through a pipeline with varying characteristic radius was 457 

carried out to re-evaluate the hydraulic properties of the fractures. The numerical result revealing the 458 

change of the characteristic radius, velocity and pressure drop along the pipelines (fractures) is 459 

illustrated on Fig. 11.  460 

 461 



 462 

Fig. 11 Profiles of velocity and pressure drop obtained from varying-radius pipeline modelling for 463 

fractures: (a) RDD0; (b) RDD14; (c) RFD0; (d) RFD14. 464 

 465 

 466 

Local and average permeability, as well as conductivity, solved from the varying-radius pipeline 467 

modelling is plotted on Fig. 12. As it is revealed from Fig. 12, the varying-radius pipeline model is 468 

capable of addressing the heterogeneity of hydraulic properties along the flow path. The average 469 

conductivity (or permeability) is again higher than the minimum of the cross-sectional conductivity 470 

(or permeability), the phenomenon is also observed in direct pore-scale modelling. This indicates 471 

that using conductivity of the smallest cross-section to represent a single fracture or a pore-throat in 472 

Pore Network Model or Pipe Network Model might not be plausible. The average permeability 473 

according to varying-radius pipeline modelling are 3.93×10
-8

 m
2
, 2.73×10

-8
 m

2
, 4.14×10

-8
 m

2
 and 474 

4.68×10
-8

 m
2
 respectively for RDD0, RDD14, RFD0 and RFD14.  475 

 476 



 477 

 478 

Fig. 12 Conductivity and permeability re-evaluated for the fractures from varying-radius pipeline 479 

modelling. 480 

 481 

A comparison of the fracture permeability evaluated from permeability test, 3D direct pore-scale 482 

modelling and 1D varying-radius pipeline modelling is provided on Fig. 13. The ranges of relative 483 

error by simulation are -7.33%‒4.05% for the direct pore-scale modelling and -7.77%‒10.64% for 484 

the varying-radius pipeline modelling. As it can be seen, permeability predictions by the two 485 



simulation methods are close to permeability evaluated from the permeability test, and the prediction 486 

by direct pore-scale modelling is slightly better than the prediction by varying-radius pipeline 487 

modelling. However, the procedure for direct pore-scale modelling is more complicated, and more 488 

computationally demanding. The memory required for the direct pore-scale modelling was up to 70 489 

GB and the CPU time was up to 40 cores × 30 min for a single fracture image (up to 17322892 490 

unstructured mesh elements), while it took less than 40 cores × 10 sec CPU time to solve the 491 

varying-radius pipeline model in batch for all four fracture images (2000 mesh elements for each 492 

fracture) using about 1 GB memory.  493 

 494 

 495 

Fig. 13 Comparison of fracture permeability evaluated from different methods. 496 

 497 

5. Conclusion 498 

In this study, two types of aqueous CO2‒cement interaction experiments, a reactive-diffusion (RD) 499 

type of interaction and a reactive-flow (RF) type of interaction, were designed to investigate the 500 

different patterns of cement fracture morphological and aperture alterations as a result of aqueous 501 

CO2 attack with the aid of X-ray imaging. A large amount of cement dissolution due to H
+
 attack was 502 

observed on the surface of the fracture in the RF experiment, and notable precipitation of calcite on 503 

the surface of the fracture was unveiled in the RD experiment. Fracture patterns in the RF 504 

experiment after reaction with CO2 showed distinguished layers of degradation, carbonation, and 505 

depletion. [stop] A large number of radial tensile micro-fractures and a small number of axial 506 



shear-tensile micro-fractures on the surface of the fracture were also observed. The fracture in the 507 

RD experiment after reaction showed a roughness increase. 508 

 509 

Direct pore-scale modelling of Navier‒Stokes flow through the fractures was carried out to estimate 510 

the average fracture permeability before and after interaction and to study the relation between the 511 

shape (i. e. area, perimeter and inscribed radius) and the permeability of fracture cross-sections. The 512 

optimal characteristic radius formulation as a generalised average of the three types of equivalent 513 

radius (determined by area, perimeter and inscribed radius) for the fractures was derived by 514 

searching a characteristic radius formulation that results in the minimal distance between the 515 

conductivity evaluated from Darcy’s law (κ‧A) and the conductivity evaluated from Poiseuille’s 516 

equation (πR
4
/8). The formulation of the optimal characteristic radius (0.5943‧REQU1 + 0.4057‧REQU2) 517 

suggests that the first equivalent radius (inscribed radius) and the second equivalent radius (sqrt(A/π)) 518 

have significant influence on the hydraulic conductivity.  519 

 520 

Varying-radius pipeline model which is capable of addressing heterogeneous micro-structure 521 

alteration was reconstructed from the 3D binary image of fracture using the optimal characteristic 522 

radius formulation. Modelling of Navier‒Stokes flow through the varying-radius pipe representation 523 

of fracture was proposed to re-evaluate the permeability. Comparison of numerically derived fracture 524 

permeability and the experimental result showed that the relative error by simulation are -7.33%‒525 

4.05% for direct pore-scale modelling and -7.77%‒10.64% for varying-radius pipeline modelling.  526 

 527 

While both methods are capable of estimating local permeability evolution at comparable accuracy, 528 

direct pore-scale modelling prevails in visualisation of local velocity field distribution, but requires 529 

complicated procedure of constructing realistic geometry and large computation capacity. 530 

Varying-radius pipeline modelling prevails in fast computation but requires establishment of accurate 531 

shape-permeability relation to construct a representative varying-radius pipe. Direct pore-scale 532 

modelling with coupled hydro-chemo-mechanical processes could be a promising method to 533 

investigate the micro-scale mechanisms of permeability evolution and the varying-radius pipeline 534 

modelling has the potential to assess large-scale CO2 leakage. 535 

 536 
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