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Abstract

During the past 25 years, altimetric observations of the ocean surface from space have been mapped to provide two dimensional
sea surface height (SSH) fields which are crucial for scientific research and operational applications. The SSH fields can be
reconstructed from conventional altimetric data using temporal and spatial interpolation. For instance, the standard DUACS
products are created with an optimal interpolation method which is effective for both low temporal and low spatial resolu-
tion. However, the upcoming next-generation SWOT mission will provide very high spatial resolution but with low temporal
resolution. The present paper makes the case that this temporal-spatial discrepancy induces the need for new advanced map-
ping techniques involving information on the ocean dynamics. An algorithm is introduced, dubbed the BFN-QG, that uses a
simple data assimilation method, the back-and-forth nudging, to interpolate altimetric data while respecting quasigeostrophic
dynamics. The BFN-QG is tested in an observing system simulation experiments and compared to the DUACS products. The
experiments consider as reference the high-resolution numerical model simulation NATL60 from which are produced realistic
data: four conventional altimetric nadirs and SWOT data. In a combined nadirs and SWOT scenario, the BEFN-QG substan-
tially improves the mapping by reducing the root-mean-square errors and increasing the spectral effective resolution by 40km.
Also, the BEN-QG method can be adapted to combine large-scale corrections from nadirs data and small-scale corrections from
SWOT data so as to reduce the impact of SWOT correlated noises and still provide accurate SSH maps.
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ABSTRACT

During the past 25 years, altimetric observations of the ocean surface from space have been mapped to provide two dimensional sea
surface height (SSH) fields which are crucial for scientific research and operational applications. The SSH fields can be reconstructed
from conventional altimetric data using temporal and spatial interpolation. For instance, the standard DUACS products are created with an
optimal interpolation method which is effective for both low temporal and low spatial resolution. However, the upcoming next-generation
SWOT mission will provide very high spatial resolution but with low temporal resolution.

The present paper makes the case that this temporal-spatial discrepancy induces the need for new advanced mapping techniques involving
information on the ocean dynamics. An algorithm is introduced, dubbed the BFN-QG, that uses a simple data assimilation method, the
back-and-forth nudging, to interpolate altimetric data while respecting quasigeostrophic dynamics. The BFN-QG is tested in an observing
system simulation experiments and compared to the DUACS products. The experiments consider as reference the high-resolution numerical
model simulation NATL60 from which are produced realistic data: four conventional altimetric nadirs and SWOT data.

In a combined nadirs and SWOT scenario, the BFN-QG substantially improves the mapping by reducing the root-mean-square errors and
increasing the spectral effective resolution by 40km. Also, the BFN-QG method can be adapted to combine large-scale corrections from
nadirs data and small-scale corrections from SWOT data so as to reduce the impact of SWOT correlated noises and still provide accurate

SSH maps.

1. Introduction

Gridded maps of sea surface height (SSH) are widely
used to study mesoscale ocean dynamics and their impact
on global climate (Morrow and Le Traon 2012). SSH maps
enable the tracking of mesoscale eddies (Chelton et al.
2011) and the study of their variability in space and time
(Pascual et al. 2006). This leads to better quantification
of the transport of kinetic energy, heat and salt, which
are to a large extent driven by mesoscale eddies (Fu et al.
2010). SSH maps make it possible to quantify sea level rise
at global and regional scales (Ablain et al. 2017), are also
used for operational monitoring of the marine environment
(von Schuckmann et al. 2018) and are fundamental for
data-driven reconstructions of the 3D dynamics as those
provided by the Copernicus service (e.g. Muletet al. 2012;
Buongiorno Nardelli 2020).

The most commonly used SSH maps, the DUACS prod-
ucts, are derived from a statistical space-time interpolation
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of nadir altimeter observations. This intrinsically limits
the effective resolution (as defined in Skamarock (2004),
i.e. the fully resolved scales) of DUACS SSH maps to
150-200 km at middle latitudes (Ballarotta et al. 2019).
The SSH mapping algorithm was developed by CNES and
CLS in 1997, as part of the DUACS project (Develop-
ing Use of Altimetry for Climate Studies), and has been
continuously improved since then (Taburet et al. 2019).
The DUACS products are now distributed by the Coperni-
cus Marine Environment Monitoring Service (CMEMS).
DUACS algorithm implements a statistical interpolation of
SSH satellite data in space and time to produce global daily
maps (Le Traon et al. 1998). The data are collected by a
constellation of 2 to 4 nadir-looking altimeters (sometimes
referred to as conventional altimeters), and characterized
by large data gaps reaching 200 km in the zonal direction
at the equator.

The SWOT (Surface Water and Ocean Topography, Fu
et al. 2012; Morrow et al. 2019) altimetry mission, to be
launched in early 2022, will open the way to SSH maps
with resolution significantly higher than 150 km at mid-
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latitudes, but this perspective entails a thorough revisit of
the mapping algorithm. SWOT will considerably increase
the measurement density at the surface of the oceans thanks
to SSH measurements at a kilometric pixel resolution over
a swath 120 km wide. On the swath, SWOT is expected
to resolve scales down to 15 km at low latitude and 30-
45 km at mid and high latitudes (Wang et al. 2019). In
its science phase, SWOT will have a 21 days repeat orbit,
allowing an average revisit time of 11 days in most of the
globe. Some of the dynamical processes observable by
SWOT evolve over time scales on the order of one day,
much shorter than the satellite revisit time. Consequently,
the mapping method implemented in the current DUACS
system will certainly not be sufficient to draw the maximum
benefit from SWOT. A linear interpolation will filter most
of the observed small scale signals between two passes of
the satellite, as anticipated by Gaultier et al. (2015).These
authors advocate for using more advanced methods to build
SSH maps.

One particularly appealing option to derive SSH maps
from SWOT and nadir altimetry is to introduce information
on ocean dynamics in the mapping algorithm or, worded
differently, combine altimetry and a numerical model of the
ocean dynamics using some data assimilation technique.
The model provides a full, 2D gridded representation of
SSH, though not always consistent with observations. In a
data assimilation process, it acts as a physical interpolator
or extrapolator of observations in space and time. Data
assimilation aims at melding model data and observations
to produce full, 2D gridded SSH maps consistent with
observations and model dynamics at once. Assimilation
methods exhibit a wide range of complexity and diversity of
applications. The method often referred to as the simplest
one is nudging (Anthes 1974). Nudging consists of intro-
ducing an extra term in the model prognostic equations, to
elastically pull the simulated variables toward the obser-
vations. Several pioneering experiments of altimetry as-
similation actually started with nudging (e.g. Holland and
Malanotte-Rizzoli 1989; Verron 1990, 1992; Blayo et al.
1994). Much more advanced assimilation methods exist
to efficiently assimilate altimetric data in complex, general
circulation models (e.g. Leeuwenburgh 2005; Martin et al.
2007; Lea et al. 2008; Wan et al. 2010; Storto et al. 2011).
These methods are often designed to estimate the full, 3D
and multivariate state of the ocean, and tend to be compu-
tationally expensive. A belief shared among the authors
and driving the choices of tools for this work is that the
best method is the one that best responds to the problem
posed, and this is not always the most sophisticated one.

The relevance of using a more simple dynamical frame-
work has been shown in Ubelmann et al. (2015). Although
the model considered is representing a very reduced dy-
namic (based on the conservation of potential vorticity),
the quasigeostrophic (QG) dynamical framework is able to
capture a large part of the mesoscale dynamics for small

Rossby numbers (Vallis 2006). As a proof of concept,
Ubelmann et al. (2015) reconstructed the trajectory be-
tween two SSH fields 10-day apart from each other by
averaging a model forward run (initialized by the first
snapshot) and a backward run (initialized by the second
snapshot). They show a significant improvement of the
two dimensional reconstruction of SSH fields compared
with a linear interpolation (such as the one implemented
in the DUACS system). The method was then successfully
applied with synthetic nadir altimeter data (Ubelmann et al.
2016) and finally in a more operational context with real
data (Ballarotta et al. 2020).

Motivated by the conclusions drawn in this series of pa-
pers, we investigate an algorithm, dubbed the BFN-QG,
based on a 1.5-layer QG model and a data assimilation
method called the back and forth nudging (BFN, Auroux
and Blum 2008) to create high-resolution SSH maps from
nadir and SWOT altimetry. The goal of the studied algo-
rithm is to apply a QG dynamical constraint to the data
interpolation, using a conceptually simple and computa-
tionally reasonable data assimilation smoothing method.
The standard nudging method adds to the model equations
a feedback term which is a tunable nudging coefficient
multiplied by the difference between the observation and
the equivalent model quantity (Hoke and Anthes 1976).
The backward nudging applies the same procedure on the
backward-in-time model equations and the nudging term
with opposite sign. The BFN iteratively combines the
standard and the backward nudging to provide a smooth-
ing over a time period of the best fit to the observations
under the dynamical constraint (Auroux and Blum 2008).
In the present application, the QG model can be seen as a
weak constraint to the altimetric data interpolation.

The goal of this paper is to evaluate the SSH mapping
abilities of the BFN-QG in comparison with the interpola-
tion method, presently used in DUACS, with conventional
altimetry and SWOT data. The methods are tested with
simulated altimetric observations realistically distributed
in space and time using an Observing System Simula-
tion Experiments (OSSE) approach. The reference simu-
lation (Nature Run) is a very high resolution ocean simula-
tion of the North Atlantic (NATL60, Molines 2018) from
which simulated SSH observations are built considering
four nadir and one SWOT-like virtual altimeter sampling
along realistic orbits. The focus is made on one region of
the Gulf Stream characterized by strong mesoscale dynam-
ics. Three observational scenarios are investigated: the
four nadirs only (Nadirs), the SWOT data only (SWOT)
and the combination of the four nadirs and the SWOT data
(Nadirs+SWOT). For the SWOT data, in the latter two
scenarios, an alternative implementation of the BEN-QG
where the nudging is applied to the relative vorticity only —
named SWOT(¢) in opposition to the standard nudging on
the potential vorticity SWOT(g) that includes both relative



vorticity and vortex stretching — is also investigated in an-
ticipation of possibly strong correlated SWOT errors. This
alternative implementation is expected to reduce the impact
of correlated SWOT errors on the SSH reconstruction. In
each case, a systematic comparison with the DUACS prod-
ucts (made from the same synthetic data set) is carried out
to evaluate the relative performance of the new mapping
technique in terms of accuracy and spectral resolution.
The paper is structured as follows. Section 2 details
the data assimilation method, from the theoretical aspects
to the strategical implementation. Sections 3 presents the
experimental design, based on OSSE, to assess the ability
of the BFN-QG to derive SSH maps from SWOT and nadir
altimetry. In section 4, we evaluate the performances of the
BFN-QG technique in comparison with DUACS products.
Conclusions and perspectives are drawn in section 5.

2. Data assimilation technique
a. Dynamical model

In Ubelmann et al. (2015), the authors have shown the
relevance of PV conservation as a weak dynamical con-
strain to propagate high spatial resolution SSH data in
time. Thus, we decide to use the same QG model as in
Ubelmann et al. (2015) to dynamically propagate in space
and time the altimetric data. The model considers one layer
and a half and no atmospheric forcing. The reconstructed
circulation is then the combination of observations, QG
dynamics, and boundary conditions only. Note that the
collapse of energy due to numerical dissipation and the
absence of atmospheric forcing is compensated by data
assimilation.

The adiabatic QG dynamics in the 1.5 layer model are
governed by the conservation of PV ¢ (Vallis 2006):
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where J is the Jacobian operator and the streamfunction
is proportional to SSH:

+J(.q) =0 6]
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with g the gravity constant, and f the Coriolis parameter.
The PV is linked to the streamfunction by the elliptical
equation:

1
q=Vi- Y 3)

where V? is the Laplace operator and Ly is the first baro-
clinic Rossby radius of deformation.

A few properties of the QG model are worth being em-
phasized to anticipate the assimilation methodology. Two
terms appear in the expression of PV. The first one (V2
term), called the relative vorticity (£), is the vorticity of the

3

fluid as viewed in the rotating frame of the Earth. The sec-
ond one (—lel// term), called vortex stretching, describes

the mechanis];n of stretching of the fluid columns. There is
an interplay between these two terms in the conservation
of PV. The length scale on which relative vorticity and vor-
tex stretching make equal contributions to PV is the first
baroclinic Rossby radius of deformation Lg. The value of
L varies geographically (Chelton et al. 1998). It depends
on Earth rotation, stratification and water depth. We will
see in section 2c that, depending on the type of sensor,
one part, the other part, or the totality of the PV can be
observed and therefore assimilated.

The time stepping from time #; to ;41 is implemented
as follows. First, the streamfunction ; is computed by
equation (2) and PV g; is diagnosed from Equation (3).
Then, equation (1) is integrated in time to get g;4;. Finally,
Y+ (and therefore SSH;,1) is obtained by inverting the
elliptical equation (3) using a gradient conjugate technique.

b. The Back and Forth Nudging (BFN) algorithm

The nudging technique is a conceptually simple data
assimilation method first employed in the meteorological
context (Hoke and Anthes 1976). It consists in adding a
feedback term to the prognostic equation of the model. The
feedback term is proportional to the difference between the
observations and the state of the model. In our study, the
prognostic equation is Equation (1) and the state variable
of the model is PV, q. To make the method description
clear, we rewrite this equation as follows:

0X

) )
where X is the state variable (here, PV) and M represents
the physics of the model (here, the advection of PV by the
surface flow).

Now, let’s assume that observations Y°P of the model
state are available in the time window [0,7]. These obser-
vations can be used to nudge the model, i.e., pull the state
towards the observed trajectory.

1) FORWARD NUDGING

Assuming the initial state of the model Xy is given, the
forward nudging consists in resolving the system:

X(0) = Xo )

{%—’,‘ “MX,D)+K(Y—X), 0<t<T
where K, called the nudging coefficient, has the dimension
of the inverse of time. K determines the strength of the
relaxation: the higher the value, the more the observation
will impact the trajectory of the model.
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2) BACKWARD NUDGING

Now, we assume that the initial condition is replaced by
a final condition X7. In our QG model, no irreversible
phenomena, such as mixing, have been considered. It
is therefore possible to propagate the model backward in
time. In contrast to the forward nudging, the feedback term
is added with an opposite sign (Auroux and Blum 2008):
= M(X.)-KY™-X), T>t>0 ©

X(T)=Xr

3) BFN ALGORITHM

The BFN is the iterative combination of the forward
nudging and the backward nudging over the time interval
[0,7]. Assuming the initial state of the model is given,
the forward nudging is first computed. The final state ob-
tained by the forward propagation is then used as initial
condition to run the backward nudging. The algorithm
converges in several iterations towards a trajectory that
both fits the observations and complies with the model
dynamics (for example, a maximum of 10 iterations were
used in the following numerical experiments). This data
assimilation method shares analogies with 4-dimensional
varational (4DVar) assimilation, in that both solve the prob-
lem of finding a model trajectory over a fixed-time inter-
val, which best fits observations within this interval. The
implementation of the BFN is easier because it does not
require the minimization tools needed by the 4DVar.

c. Nudging strategy

The nudging technique is relatively easy to implement
if the assimilated data are direct observations of the prog-
nostic variables, or if they can be conveniently projected
onto the state space. Indeed, in equations (5) and (6), the
terms Y°P and X (which refer respectively to the observa-
tions and to the prognostic variable) have to be of the same
nature to be comparable. Depending on the state vari-
able and the type of observations available, it is sometime
necessary to use physical considerations to transform the
observation or the state variable and compute the nudging
term. For instance, in the adiabatic QG framework, the
prognostic variable is PV, which is not directly observable.
As mentioned previously, PV is the sum of two terms:
the relative vorticity (V> term) and the vortex stretching
(—Lléw term).

In this study, the data to be nudged in the QG model are
provided by conventional along-track (nadir) and SWOT
SSH data.

Three possible options are then to nudge the full PV,
which requires the computation of relative vorticity V2SSH
from the observations, or to restrict the nudging to the
vortex stretching component or to the relative vorticity
component.

In this work, the nudging from nadir altimetry data is
restricted to the vortex stretching component. These data
being distributed along one-dimensional tracks, the two
dimensional Laplace operator can not be applied as is.
Verron (1990) overtook this issue by assuming the relative
vorticity to be isotropic. In this case, the Laplace operator
reduces to 2 - g—i where s is the along track coordinate.
Verron (1992) showed that nudging the relative vorticity is
comparable to nudging SSH towards nadir altimetry mea-
surements. To keep the formulation as simple as possible
and save algorithm complexity, we implement the nudging
towards SSH only.

With SWOT data, nudging is carried out with both rela-
tive vorticity and vortex stretching. Nudging the model full
PV is possible, or the two PV components separately. An
experiment motivated in section 3c actually implements
the nudging of relative vorticity only. The general form of
the nudging term to be added to the prognostic equation
(1) can be written as:

i 1 !
K(Y™-X) = —L—ZKSSH(§SSHOM—¢/)+
R

Kg[v2<§SSH°bS>—V2<w>] %)

where SSH® is the observed SSH, ¥ is the streamfunc-
tion of the model, Lg the Rossby radius, g the gravitational
constant and f the Coriolis parameter. Kssy and K¢ are
the nudging coefficients, to be adjusted. This formula holds
for nadir observations, with K¢ =0.

The abrupt nudging towards observations that are dis-
crete in time and discontinuous in space can either generate
strong gradients, leading to numerical instabilities, or ap-
ply a too weak constraint on the model, leading to the
absence of observational constraints. A common recipe
to tackle this issue is to extend the space-time domain of
influence of each observation (Ruggiero et al. 2015).

To compute the nudging terms (one for SWOT, one for
nadir data), the observations are grouped together in as-
similation time windows (one hour in this study). For each
window presenting observations, the observation used to
compute the nudging term (relative to SWOT or nadir data)
at a model grid point is made from a weighted average of
all observations occurring in the assimilation time window
and within a spatial influence radius D (to be prescribed).
The weights are computed with the Gaspari-Cohn function
(Gaspari-Cohn 1998), which mimics a Gaussian function
with compact support. This means that the observations are
spatially extended across the satellite tracks by a distance
2D. The nudging coefficient K decreases exponentially as
the distance from the track increases. Figure 1 illustrates a
snapshot of available observations, their spatial influence
and the associated nudging coefficients.
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Fic. 1. left: Available SSH (in meters) measured by 4 nadir altimeters and SWOT in a ten by ten degrees region over a specific assimilation time
window; center: spatial influence of these observations; right: related nudging term. White regions indicate the absence of observations (left) and

the absence of nudging term (center and right)

Each nudging term, specific to one kind of sensor and
one assimilation time window, is applied along a time win-
dow that is longer than the assimilation time window and
centered on it. The length of this window is 27 (7 has to
be prescribed). The nudging coeflicient K decreases expo-
nentially as the distance (in time) from the middle of the
assimilation time window increases.

Mathematically, for each nudging operation, the nudging
coeflicient at time ¢ and at the model grid point x can be
written as:

_ 2
Hhay? -(452)?

K(x,t) = Koe = ®)
where Kj is the nominal value of the nudging coefficient
and ¢, is the middle of the assimilation time window. d(x)
is the distance between the considered grid point and the
observations. If this distance is below the grid resolution,
it is set to 0. In all the following experiments, D is set
to 10 km. Parameters K and 7 change according to the
type of observations and the variable nudged, as detailed
in section 3b.

The BFN-QG time window is set to seven days to re-
construct the dynamics over the three days in the middle.
The window is then shifted by three days, allowing to es-
timate the dynamics over the next three days, and so on.
The time window is prescribed from considerations on the
observation sampling, the decorrelation time of the dy-
namical model, and computational complexity. On the
one hand, this window should be long enough to include a
sufficient number of observations and correctly constrain
the dynamics, and make sure that the state estimations in
the middle of the window are influenced by both past and
future observations. On the other hand, the window must
be reasonably short to limit computational complexity, and
because a too long window would make some observations
useless at the window extremes. We estimate that seven
days are a good trade-off.

3. Experimental design
a. Data

In this study, we test the ability of the BFN-QG to dy-
namically interpolate altimetric observations by setting up
twin experiments based on virtual observation data drawn
from an ocean circulation model. First, we use a free model
run that we consider as our ground truth (called Nature Run,
NR). Second, the NR is used to generate synthetic altimet-
ric observations from current (nadirs) and future (SWOT)
observing systems. Then, the synthetic observations are
assimilated into the QG model by the BFN technique to
produce gridded SSH maps that can be compared with the
NR.

The NR has been drawn from the NATL60 configura-
tion (Molines 2018) of the NEMO (Nucleus for European
Modeling of the Ocean) model. With its 1/60° horizontal
resolution and 300 vertical levels over the North Atlantic
basin, it is one of the most advanced basin-scale high-
resolution simulation available today. For a detailed study
dealing with physical characteristics of NATL60, we refer
the reader to the paper of Ajayi et al. (2020). In short, these
authors have shown that NATL60 exhibits a strong space-
time variability in the size of small eddies (<100km). The
eddies are 2 times bigger in summer than in winter and
their sizes vary geographical consistently with the latitu-
dinal variation of the first Rossby radius of deformation.
NATL60 has been used in several studies such as Metref
et al. (2019), Metref et al. (2020), Fresnay et al. (2018),
Amores et al. (2018) and Ajayi et al. (2019). NATL60 re-
solves fine scale dynamical processes down to 15 km at the
surface (Ajayi et al. 2020), allowing us to test the mapping
capabilities in all scale ranges offered by SWOT.

The SSH field of this NR is sub-sampled by realistic syn-
thetic satellite constellations, simulating both nadir (con-
ventional) and SWOT altimetry. Existing simulator tools
(Gaultier et al. 2015) are used to generate the datasets.
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SSH Frequency-Wavenumber Spectrum
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Fic. 2. SSH Frequency-wavenumber spectra (in m?) of the studied
region from May 1, 2013 to July 1, 2013.
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As a first baseline to represent current observing capa-
bilities, we consider a constellation of 4 conventional nadir
altimeters following the theoretical groundtracks of two
interleaved Jason-like and Sentinel-3-like orbits. The data
are extracted with the SWOT simulator tool (Gaultier et al.
2015) in its nadir mode, at an along track resolution set to
6km for each satellite. The data are considered perfect, i.e.
no source of measurement error is simulated.

As a second main dataset of this study, we consider
SWOT-like observations also generated with the SWOT
simulator in its swath mode. The spatial resolutions are
set to 2 km, both in the along track and across track di-
rections, consistently with the anticipated resolution of the
future SWOT products. The observations provided by the
Nadir module (which will be part of the payload) are also
simulated, at a resolution of 6km. Here again, we do not
consider any kind of measurement error. Yet, it is clear
that the measurement errors will considerably affect the
quality of the signal. This is discussed in section 3c.

In order to provide a baseline for evaluating our new
mapping technique, the DUACS method has been applied
to the synthetic altimetry observations described previ-
ously. The parameters used for the computation are those
presented in Taburet et al. (2019). The generated maps are
regular in space (0.25°x0.25°) and time (daily outputs).

b. Configurations

We focus on a region of the North Atlantic basin, con-
taining a part of the Gulf Stream, dominated by energetic
mesoscale dynamics. Figure 2 provides a description of the
energy distribution both in space and time by showing the
frequency-wavenumber power spectral density. This figure
reveals that the energy is continuously spread out over all
frequencies and wavenumber, with the highest intensity for
large space (> 100 km) and time (> 10 days) scales. As
the region is a ten by ten degrees box, the Rossby radius

Satellites Kodt 7 (days)
Nadirs (SSH) 0.9 1
SWOT (SSH) 0.9 2
SWOT (&) 0.05 1

TaBLE 1. Nudging parameters used in the experiments according to
the kind of altimetric sensor (nadir or SWOT) and the variable nudged
(SSH/¢&)

of deformation is assumed constant in the domain, which
facilitates the implementation of the QG model. The pre-
scribed value for the Rossby radius of deformation is based
on Chelton et al. (1998): 30 km.

To compare the performance of BFN-QG with the cur-
rent mapping technique, the DUACS products, that were
computed with the same artificial observations on the entire
basin, are then extracted in the studied region over the same
time period. This time period extends over three months,
from April 1, 2013, to July 1, 2013. The first month is
considered as a spin-up period and is not considered in
the diagnostics. Note that other experiments have been
carried out in other time periods. The results, presented
in the Supplemental Material, show a strong robustness of
the BFN-QG according to the dynamical regime.

Boundary conditions for the QG model are prescribed
from the DUACS products. A relaxation zone, 1° wide,
induces a smooth integration of the boundary conditions
into the inner region. The relaxation is performed with
a Gaspari-Cohn function (Gaspari and Cohn 1999) taking
the DUACS product value at the outer boundary, and the
QG model value at the inner boundary of the relaxation
zone.

The nudging parameters (Ko and 7) are fixed after a set
of sensitivity experiments (not shown here). The nominal
nudging coefficient K defines how strong the nudging is
and the nudging temporal window 7 defines how long the
nudging is performed towards each observation. The re-
tained values, listed in Table 1, are specific to each nudging
operation (nudging on SSH or on ¢) and each kind of ob-
servations (Nadirs or SWOT). Note that in Table 1 we fix
the quantity Kodt (dt being the model time-step) which has
to be below 1 to ensure the numerical stability of equations
5 and 6. As mentioned in section 2c, we nudge only the
vortex stretching component of the PV towards nadir data.

Two aspects are worth mentioning to justify the choice
of the retained values. First, as the relative vorticity reveals
smaller structures than SSH, T and Ky are set smaller for the
nudging towards SWOT (&) than towards SWOT (SSH).
Second, 7 is set higher for SWOT (SSH) than for Nadirs in
order to compensate the poor temporal sampling of SWOT
in this region.



Some experiments are also conducted nudging only rel-
ative vorticity towards SWOT data, as explained in section
3c.

c. Observational scenarios

The mapping techniques (DUACS and BFN-QG) are
run in the studied region, over three months, and testing
three different observation scenarios: (i) four nadir altime-
ters (Nadirs), (ii) SWOT alone (SWOT) and (iii) nadir
altimeters and SWOT concomitantly (Nadirs+SWOT). It
is recalled that DUACS and BFN-QG algorithms are run
with the same synthetic observations, presented in section
3a, to make the reconstructed fields comparable with each
other.

To anticipate the processing of the real SWOT data,
possibly affected by strong spatially correlated errors,
two other BFN-QG experiments are introduced where the
SWOT data are assimilated by the relative vorticity com-
ponent of PV. The SWOT correlated errors, to a large part
specific to the satellite and instrument design (Esteban-
Fernandez, 2017), are particularly challenging for the map-
ping of altimetry because they can present significant am-
plitudes but cannot be easily filtered out using conventional
filters. Hopefully, these strong spatially correlated errors
are expected to have a much lower signature on ¢ than
on SSH (Gomez-Navarro, 2018). Ruling out the nudg-
ing of the vortex stretching component of PV, and keeping
only the relative vorticity component, is thus an option to
tackle the correlated-error issue. Practically, this means
that the SWOT observations is only used to nudge the sec-
ond term of the right hand side of equation (7). The two
additional experiments nudging only the relative vorticity
with SWOT are: one experiment nudging SWOT only,
SWOT (&), and one experiment nudging SWOT and nadir
altimeters, Nadirs+SWOT(¢).

In total, five BFN-QG experiments are run as described
previously in each domain: Nadirs, SWOT (g), SWOT (&),
Nadirs+SWOT(g) and Nadirs+SWOT(¢).

d. Diagnostics for evaluation

The reconstructed maps are interpolated to the (1/60°
x 1/60°) grid of the NR at a daily frequency in order to
compare them on the basis of the three diagnostics intro-
duced below. Examples of interpolated fields are shown
on Figure 3.

Three evaluation diagnostics are considered, providing
integrated and scale-dependent metrics on the algorithm
performance. For each of them, a relative score between 0
and 1 is defined to allow an easy comparison.

* The Root Mean Square Error :
The Root Mean Square Error (RMSE), first computed

as a function of time, is defined by:

N
D (SSH(1,i) = SSH'™e (1,1))?

i=1

©))
where SSH(t,i) and SSH'"™(t,i) are the values of
the reconstructed field and the true field at the grid
point i and time #; N is the number of grid points
included in the study domain. The RMSE diagnostic
is known to be sensitive to phase errors (due to struc-
tures misplacement) regardless of the spatial scales of
the structures.
For this diagnostic, the relative score RMSEy is de-
fined by:

1
RMSE(1) = |

RMSE(t)

RMSEs(t) = 1 — — 0B
SEs() = 1= pars(ssH™)

(10)
where RM S is the root mean square function. For a
given time, a score of 1 indicates a perfect reconstruc-

tion in terms of RMSE, while a score of 0 indicates
that the RMSE is as large as the RMS of the NR.

A time-mean score is also computed, as a single scalar
for each experiment.

The wavenumber power spectral density :

This second diagnostic, the Wavenumber Power Spec-
tra Density (WPSD) provides a spatial-scale depen-
dent metric. This is particularly useful to identify the
smallest scales resolved by the maps. To compute the
WPSD, we use the technique and the tool described
in Ajayi et al. (2019). First, the SSH fields are de-
trended and tapered using a Tukey window (with the
alpha parameter equal to 0.5) along both spatial axes.
Then, a 2D Fast Fourier Transform (FFT) is applied to
each SSH field. The WPSD is obtained by averaging
the 2D FFTs in the azimuthal direction first, and then
over time.

The score WPSDsg is presented as a function of
wavenumber, and defined by:

P D H— Htrue
WPsDg = 1 — WPSDISSHZSSH™) - )
WPSD(SSH™)

For a given wavenumber, a score of 1 indicates a
perfect reconstruction (the amplitude and phase of
the corresponding harmonic is right) and a score of 0
indicates no phase correlation. The definition of this
score slightly differs from Ballarotta et al. (2019) in
that (i) here, the PSD calculation is on the azimuthal
direction, and (ii) here, the best score is 1 instead of
0.

We also define the effective resolution (ER) of a re-
construction by the spatial scale at which WPS Dy is
equal to 0.5 (Ballarotta et al. 2019). This is also a
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single scalar, expressed in kilometers, characterizing
the spatial resolution of the maps.

e The frequency-wavenumber power spectral den-
sity:
The third diagnostic, the frequency-wavenumber
power spectral density (FWPSD), provides a descrip-
tion of the resolved scales both in space and time.
Figure 2 depicts the FWPSD of the NR in the studied
region over the evaluation time period.

As for the WPSD, the SSH data are first detrended and
tapered (here with a hanning window) in space and
time. The FWPSD is then computed by performing
the 3D FFT along space and time dimensions. To
compact the space dependence to one dimension, the
spectra are azimuthaly averaged as for WPSD.

Similarly to the WPSD, a score is defined, here in the
frequency-wavenumber domain. The formula is sim-
ilar to that of Eq. 11. This score will be represented
on a 2D plot highlighting the reconstruction skills as
a function of spatial and temporal scales.

4. Results and discussions

The mapping performance of DUACS and BFN-QG
techniques are compared in Figures 3 to 6 for the five exper-
iments carried out in the studied region. Figure 3 illustrates
snapshots of NR and the associated maps reconstructed by
DUACS and BFN-QG. Figures 4 to 6 are presented in a
common format: three horizontal panels corresponding to
the three diagnostics (see section 3d). For each diagnostic
(RMSE, WPSD, and FWPSD), the left panel presents the
absolute quantity, and the right panel presents the asso-
ciated scores. The time-mean RMSEs and the effective
resolutions are also reported. NR is plotted in continuous
thick black lines, the DUACS products in thin continuous
black lines, and the BFN-QG products in thin dash colored
lines. Figure 4 refers to the nadir-only scenario; Figure
5 to the SWOT-only scenario; and Figure 6 to the joint
nadir-SWOT scenario. As stated earlier, the two scenarios
involving SWOT include two experiments that differ by the
way SWOT is assimilated.

In all five experiments, the BFN-QG performs better
than DUACS, with one exception for the RMSE when only
SWOT is assimilated with the relative vorticity formulation
(Fig. 5, top panels).

The BFN-QG outperforms DUACS in the mapping of
SSH from nadir altimetry only, and this outperformance is
further increased when SWOT is introduced. For instance,
the ER of the maps computed with nadir data (136.7 km
for DUACS and 101.4 km for the BFN-QG) is improved by
26% with the BEN-QG in comparison to DUACS (Figure
4) and this improvement reaches 33% when adding SWOT
data (Figure 6). This confirms the idea of Ubelmann et al.

(2015) that adding information on ocean dynamics should
improve the mapping of SSH when wide-swath altimetry
is introduced.

In the scenario where only SWOT is assimilated, re-
stricting the nudging to & significantly degrades the re-
construction performance. Figure 5 shows a significant
increase of the RMSE when nudging only ¢£. The middle
panel of Figure 5 indicates that this degradation mostly
occurs at large spatial scales. In fact, the constraint ap-
plied to SSH only comes from the SWOT nadir altimeter
through the nudging on the vortex stretching part of the PV
and is not sufficient to constrain efficiently the large scales.
However, both approaches of BEN-QG improve the ER in
comparison with DUACS, what shows the relevance of this
method for the reconstruction of scales below 150 km with
SWOT.

In the nadir+SWOT scenarios, the BFN-QG partially
damps the time variations of the reconstruction errors in
comparison with DUACS, although these variations re-
main significant. The time variations of the reconstruction
errors are clearly visible on the RMSE plots. The in-
creasing phases coincide with time periods without SWOT
observations. During these periods, which last approxi-
mately 5 days, estimation errors grow due to imperfect dy-
namics (both QG for BEN-QG and linear interpolation for
DUACS). In the SWOT-only scenarios, the error-variation
amplitudes in DUACS and BFN-QG results are compara-
ble. Figure 6 shows that the nadir data helps to reduce this
amplitude with the BEN-QG, more than with DUACS.

The BFN-QG reconstructs structures at small scales with
finer details than DUACS, as illustrated in Figure 3. In par-
ticular, the discrepancies between DUACS and BFN-QG
appear more significantly on £ (depicting finer scale struc-
tures) than on SSH. This difference in resolution is con-
firmed by the frequency-wavenumber spectral diagnostics.
According to the FWPSDs, the BFN-QG can reconstruct
smaller space and time scales than DUACS in general; in
particular, when nadir and SWOT data are accounted for
simultaneously, BFN-QG reaches scales of 80-100 km and
10 days. In all scenarios, the energy distribution of the
DUACS reconstruction (upper left panels of frequency-
wavenumber PSD sections) is in agreement with the com-
monly known scales resolved by the maps (Ballarotta et al.
2019), around 120 km and 12 days. Above these scales
(typically above 150 km and 15 days), the scores (right
panels) indicate that all the reconstructions are reliable
(blue color) with more signal than errors, except perhaps
for the SWOT-only scenarios. Below these scales, three
aspects can be highlighted: (i) BEN-QG produces more en-
ergy than DUACS at short times scales (below 10 days); (ii)
DUACS and BFN-QG create comparable PSDs at scales
above 10 days and (iii) the scores (right panels) indicate
that the reconstructions of scales between 80 and 100 km
are more reliable in BEN-QG than in DUACS. The latter
statement remains true for time scales close to 10 days for
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Fic. 3. Snapshots of SSH (top), absolute geostrophic velocity (middle line) and normalized geostrophic relative vorticity (bottom) for the NR
(left), DUACS (middle column) and BFN-QG (right) on May 26, 2013 in the studied region. DUACS and BFN-QG are processing both nadir and
SWOT data. Velocity and relative vorticity maps are computed on the native grids, i.e. before the interpolation to the (1/60° x 1/60°) grid of the
NR.

the nadir + SWOT scenarios. This is corroborated by Fig-  ergy displayed in the FWPSDs of DUACS at scales above
ure 4 that shows that the discrepancies between DUACS
and BFN-QG are much more visible on & (depicting finer
scale structures) than on SSH. Note that the spurious en- of DUACS maps on the (1/60° x 1/60°) NR grid.

10 days and below 30 km is due to the spatial interpolation
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The conclusions on the performances of the mapping
methods obtained in this study seem to be robust to ge-
ographical region changes. The experiments in an other
region, namely the OSMOSIS region, presented in the Sup-
plementary Material, are very different in terms of mapping
challenges to the ones in the region presented here. De-
spite the difference in the nature of the mapping problem,
the improvement brought by the dynamical constraint, i.e.
the BFN-QG, in the mapping reconstruction is confirmed
in the OSMOSIS region. Although the conclusions might
not stand in very specific regions (e.g., tropical or coastal),
this result tends to show the robustness of the conclusions
to non-coastal mid-latitude regions.

5. Conclusions

This study aimed at testing the ability of a simple data
assimilation technique (namely the back-and-forth nudg-
ing, BFN) to map sea surface height (SSH) from real-
istic altimetric observations in the context of the future
SWOT mission. The proposed mapping technique uses a
1.5 layer QG model forced by observations of SSH. The
model is gradually nudged towards the observations while
running forward and backward within a temporal window
in an iterative process so as to overcome the problem of
time distribution of the observations. The performance of
this mapping technique, dubbed the BEN-QG, has been
evaluated and compared with the standard SSH mapping
products DUACS, for different satellite constellations that
include conventional nadir and SWOT altimetric data.

The first conclusion of this work is that the BFN-QG is
well suited to interpolate in space and time SSH provided
by conventional nadir altimetric data. It manages to both
reduce the root-mean-square errors (RMSE) and improve
the effective resolution (ER) of the maps in comparison
with the DUACS technique. Future works should test this
technique with real (or realistic) altimetric measurements
to test the ability of the BEN-QG to process noisy data.

The second conclusion is that the good performance of
the BFN-QG is increased when SWOT is added to the
constellation of nadirs, improving the space-time resolu-
tions of the maps by a factor comprised between 25%
and 30% over the DUACS mapping resolutions. It seems
that the BFN-QG is even more effective to interpolate the
small scale processes captured by SWOT than the DU-
ACS method. The BFN-QG damps the time variations
of reconstruction errors due to irregular satellite sampling
better than DUACS. This suggests that using a more com-
plex dynamical model (e.g. a 2 layers-QG model) could
make this process even more efficient.

Finally, if strong spatially correlated errors were to cor-
rupt the SWOT measurement, the BFN-QG allows an alter-
native formulation that only nudges the relative vorticity
derived from the SWOT data which should be less af-
fected by correlated errors. In that context, the results

show that this formulation produces relatively good qual-
ity SSH reconstructions under the crucial condition that
the SWOT data must be combined with nadir data. Future
works should expend this study by testing the BFN-QG
with noisy synthetic SWOT data.

Of course, many developments remain to be made before
the efficient mapping of SSH from SWOT. Some have been
suggested previously. The mapping methods must be tested
with more realistic error-containing observations. More
sophisticated dynamical models may further improve the
mapping.

A specific limitation of the work exposed in this pa-
per lies in the assumption of a fixed deformation radius
in the model, associated with the small size of the ocean
domains considered. For SSH reconstructions over wider
domains, we would have to deal with space-and-time vari-
ations (Guinehut et al. 2012)) of the deformation radius
and its compatibility with the QG model assumptions.

One particularly challenging development is related to
the presence of Internal Gravity Waves (IGWs) in the
ocean. To maintain the focus of this study to a proof-
of-concept, the Nature Run (NR) did not simulate IGWs
therefore the impact of IGWs on SSH reconstruction was
not a concern. However, it is strongly suspected that IGWs
will affect the signal measured by SWOT. Even though, in
many regions, IGWs should not be the dominating compo-
nent of the signal at the scales reconstructed by the BFEN-
QG system, their impact on SSH reconstruction should be
considered in further studies. For instance, an interesting
idea would be to extend the BFN approach to IGWs by
replacing the QG model with a gravity-wave permitting
model.

Another challenging development is how to extend dy-
namical mapping approaches such as BEN-QG to coastal
and tropical regions. Once again, a possible development
would be to replace the QG model with a model more ap-
propriate to simulate the dynamics of these regions. One
particular limitation of this task is that the employed re-
duced models have to be reversible to work with BFN.
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Supplemental Material

1 Introduction

In the main document, we have shown the relevance of a data assimilation algorithm, the BFN-QG, to map SSH from
nadir and SWOT data in a highly dynamical region (namely the GULFSTREAM region). The BFN-QG has been tested
in the framework of OSSE with current (nadir) and future (SWOT-like) realistic altimetric observations. The SSH maps,
provided by different observational scenario, have been systematically compared to conventional DUACS products.
The comparison has been made during a time period extending over two months, from April 1, 2013, to July 1, 2013.

We propose in this document to assess the robustness of the BFN-QG algorithm to geographical region and seasonal
changes. In section [2] we present the results of the mapping performances obtained in winter (February-March)
and summer (August-September). Only the scenario where Nadir and SWOT data are assimilated all together is
presented. In section[3| we focus on another region, namely the OSMOSIS region. All experiences performed for the
GULFSTREAM region remain the same, with a few adjustments to some of the parameters of the algorithm.

2 Robustness to seasonal change

Recent model-based studies suggest that the ocean upper layer (sub)mesoscale dynamics has a strong seasonality (Ajayi
et al.,[2020; Uchida et al.,|2017)). In particular, winter is marked by the apparition of small vortices (<50km) associated
with mixed layer instabilities. In Ajayi et al. (2020), the authors have shown that the mean eddy scale in summer is
twice as large as in winter in the NATL60 simulation.

In the main document, we chose to compare the BFN with DUACS over one intermediate season, in spring, in order to
be as general as possible. However, it is scientifically interesting to test our mapping technique over other time periods,
to check the consistency of the method over different dynamical regimes.

Two other experiments have been carried out in the GULFSTREAM region: one in winter (from January 1, 2013, to
April 1, 2013), the other in summer (from July 1, 2013, to October 1, 2013). As in the main article, the first month
of each period is considered as a spin-up period and is not considered in the diagnostics. We focus here only on the
constellation of SWOT and Nadir satellites. All the parameters relative to the BFN-QG algorithm are identical to the
ones used in the main document.

Figures |1| and |2] illustrate examples of snapshots of the nature run (NR; i.e. the "true" state of the ocean) and the
reconstructions from DUACS and BFN-QG for the two seasons. We can clearly see on the vorticity snapshots (bottom
left panels) the increase of the number of submesoscale vortices in winter compared to summer.



The performances of the reconstructions for the two seasons are reported on Figures @ and 3] The diagnostics show
that whatever the season (winter, spring, summer), the BFN-QG outperforms the DUACS method, whether in terms of
RMSE or PSD. One particularly interesting feature is that the spatial resolution of the maps derived by the BFN-QG
algorithm is the same in winter and summer, what shows a strong robustness of the method according to the dynamical
regime.
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Figure 1: Snapshots of SSH (top), absolute geostrophic velocity (middle line) and normalized geostrophic relative vorticity (bottom)
for the NR (left), DUACS (middle column) and BFN-QG (right) on February 25, 2013 in the GULFSTREAM region. DUACS and
BEN-QG are processing both nadir and SWOT data. Velocity and relative vorticity maps are computed on the native grids, i.e. before
the interpolation to the (1/60° x 1/60°) grid of the NR.
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Figure 3: RMSE (top), wavenumber PSD (middle) and frequency-wavenumber PSD (bottom) on SSH, for DUACS and BFN-QG
with SWOT and nadir altimeters altogether in winter (February and March 2013).
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Figure 4: Same as Figurebut in summer (August and September 2013).



3 Robustness to geographical region change

3.1 The OSMOSIS region
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Figure 5: SSH snapshots (in m) of the two studied regions from the NR on May 26, 2013. On the left, the GULFSTREAM region,
with SSH ranging from —0.4m to 1m. On the right, the OSMOSIS region, with SSH ranging from —0.4m to 0.2m.

The OSMOSIS region is a ten by ten degrees box located on the Porcupine Abyssal plain, as represented in figure 5]
The choice of this regions is made essentially for two reasons. First, the OSMOSIS region is less energetic than the
GULFSTREAM region, with more discernible small scale processes. Figure[6]illustrates this dynamical difference
by showing the frequency-wavenumber power spectral density, which provides a description of the resolved scales
both in space and time. In this figure, we clearly see that the GULFSTREAM region exhibits physical processes 100
times more energetic at scales < 10~2cpkm (> 100km) and that this high energy is associated with physical processes
presenting a higher temporal variability compared to the OSMOSIS region. Besides, the spatial gradient of energy
around 100km is less pronounced in the OSMOSIS region, revealing finer structures at scales < 100km. Second, the
OSMOSIS region differs from the GULFSTREAM region by the difference in temporal samplings of SWOT due to
their different latitude locations, with a regular sampling in the OSMOSIS region (one SWOT observation every day)
versus an irregular sampling in the GULFSTREAM region (time periods of several days without observations).

3.2 Configuration of the BFN-QG

In this section, we detail the tunable parameters of the BFN-QG algorithm that differ in the two regions: the Rossby
radius of deformation L i, the nominal nudging coefficient Ky and the nudging temporal window 7.

Following Chelton et al. (1998)), L is set equal to 20km in the OSMOSIS region (versus 30km in the GULFSTREAM
region). This corroborates the fact that the OSMOSIS displays finer mesoscale structures than the GULFSTREAM
region.

The nudging parameters (K and 7) are listed in table [T} As a reminder, we show also the parameters set for the
GULFSTREAM region. The OSMOSIS region being less energetic than the GULFSTREAM region, the correlation
time scale of the flow is longer. That is why 7 is higher in OSMOSIS than in GULFSTREAM for nadir data. Yet, for
SWOT data, 7 was set higher in GULFSTREAM to compensate its poor temporal sampling in this region.

3.3 Results

Figures [7][8] [0} and [I0]are in the same format than in the main document, but for the OSMOSIS region. The results are
qualitatively similar to the GULFSTREAM region, so that the analysis conducted in Section 4 in the main document
holds. The main two differences are:
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. Kodt T (days)
Satellites GS OSMO GS OSMO
Nadirs (SSH) 0.9 0.1 1 2
SWOT (SSH) 0.9 07 2 1
SWOT (¢) 0.05 005 1 0.5

Table 1: Nudging parameters used in the experiments according to the kind of altimetric sensor (nadir or SWOT), the studied region
(GS for GULFSTREAM, OSMO for OSMOSIS) and the variable nudged (SSH/E)

* The effective resolution is generally better in the OSMOSIS region than in the GULFSTREAM region. This is
very likely due to a less intense dynamics in the former, and to more frequent revisits of the satellite in the
OSMOSIS region, located at latitudes higher than the GULFSTREAM region;

* The RMSE time series for the experiment including SWOT do not exhibit regular oscillations as in the
GULFSTREAM region. In the latter, the oscillations are due to a five-day period without any SWOT pass.
This is not the case in the OSMOSIS region, because of the region location again.

Although the experiments in the OSMOSIS region are very different in terms of mapping challenges to the ones in
the GULFSTREAM region, the improvement brought by the dynamical constraint, i.e. the BEN-QG, in the mapping
reconstruction is confirmed in the OSMOSIS region.



NR DUACS BFN-QG

-0.1

latitude (®)

latitude (°)

0.0

53

52

51

50

latitude (°)

40

a8 48 - % ,. fa |
w oy ° ‘\g}‘f

a7 - 4 e N

. . v SNSes |
4z 343 344 345 346 M7 342 343 344 345 N L) M7 342 343 344 M5 & 347

longitude (*) longitude (*) longitude (*)
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DUACS: SWOT

s

frequency (cpd)

=1
4

10

__BFN-QG: SWOT (q)

1071

frequency (cpd)

1077

107

BFN-QG: SWOT (£}

10

frequency (cpd)

1072
wavenumber (cpkm)

i
PSD (m?)

ge=2 RMSE i RMSE-based score
/ & N\ N\ -~ #\ PP R TP LW e
I 1 A i - - - "
af="~ k¥ WY MmN oey o e g e T
3 — DuAcs: swaT s .
E ==« BFN-QG: SWOT (q) e WA TVr W L P
z WMETE] i 0.8 L 3 P T
* /|
% e A 0.78
1 A \U/" N =’ 02| 0.85
) 10 20 30 40 50 60 O'UO 10 20 0 40 50 ]
Time {days) Time idays)
wavenumber PSD b PSD-based score
"“-.\ Effective resolution:
08! e 81.8 km
¥ 49,9 km
061 55
— 0.4 %
—— DUACS: SWOT Y
10| === BFN-QG: SWOT (q) 02! i
~
— - BFN-OG: SWOT (£} Mo N
10 10t Ak 102
wavenumber (cpkm) wavenumber (cpkm)
Frequency-wavenumber PSD

DUACS: SWOT

frequency (cpd)

frequency [cpd)

1w

BFN-QG: SWOT (£)

frequency (cpd]

1072 1071
wavenumber (cpkm)
a.0 2 X 0E 10

04 06
PSD-based score

Figure 9: Same as Figurewith SWOT only instead of the nadir altimeters. The BEN-QG is performed by nudging SWOT data on

PV (SWOT (q), purple dash line) or on relative vorticity (SWOT (&), orange dash line)
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Figure 10: Same as FigureElwith SWOT and nadir altimeters altogether.
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