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Abstract

Sedimentary basins can strongly amplify seismic waves from earthquakes. To better predict strong ground motions, thorough

knowledge of sediment thickness and internal basin structure is required. This study maps the deep and complex bedrock shape

of the Kanto Basin, Japan, using ambient seismic noise and earthquake autocorrelation functions (ACFs). Noise ACFs are

computed using one month of continuous data recorded by the vertical component of 287 MeSO-net stations located in the

greater Tokyo area. Earthquake ACFs are obtained from the P-wave records at the MeSO-net stations of 50 Mw 6+ teleseismic

earthquakes. Both noise and earthquake ACFs exhibit great similarity in P-wave reflections, confirming that the same wavefield

is extracted with both methods. We finally map the basin bedrock geometry and find that it is comparable with that from an

existing 3-D velocity model.
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Key Points:7

• Noise and earthquake autocorrelation functions from a dense seismic network are8

used to map the bedrock depth of the Kanto Basin, Japan9

• Both methods recover similar P-wave reflections from the basin bedrock10

• Our study is the first urban-basin-scale mapping of a complex seismic basement11

using passive data from a dense seismic network12
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Abstract13

Sedimentary basins can strongly amplify seismic waves from earthquakes. To better predict14

strong ground motions, thorough knowledge of sediment thickness and internal basin struc-15

ture is required. This study maps the deep and complex bedrock shape of the Kanto Basin,16

Japan, using ambient seismic noise and earthquake autocorrelation functions (ACFs). Noise17

ACFs are computed using one month of continuous data recorded by the vertical component18

of 287 MeSO-net stations located in the greater Tokyo area. Earthquake ACFs are obtained19

from the P-wave records at the MeSO-net stations of 50 Mw 6+ teleseismic earthquakes.20

Both noise and earthquake ACFs exhibit great similarity in P-wave reflections, confirming21

that the same wavefield is extracted with both methods. We finally map the basin bedrock22

geometry and find that it is comparable with that from an existing 3-D velocity model.23

Plain Language Summary24

Sedimentary basins, which lie beneath numerous urban areas, can significantly increase25

seismic hazard by amplifying incoming seismic waves from earthquakes. This study focuses26

on the deep and complex Kanto Basin, Japan, which is well known to amplify long-period27

ground motions that are a potential threat to the numerous urban infrastructures of the28

greater Tokyo area. We combine measurements from ambient seismic noise and earthquake29

records at seismic stations of a dense network to derive a map of the sedimentary basin30

bedrock. We find that both methods yield similar results, which had not been reported31

before, and that they can be used to infer the geometry of the complex Kanto Basin.32
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1 Introduction33

Sedimentary basins have the potential to strongly amplify and extend the duration of34

seismic waves from earthquakes, which can pose a threat to urban infrastructures (Anderson35

et al., 1986; Koketsu & Kikuchi, 2000; Koketsu et al., 2005). The Kanto Basin, Japan, is36

a large-scale sedimentary structure that underlies the highly populated greater Tokyo area.37

The basin has a sediment-to-bedrock interface that is locally deeper than 4 km (Figure 1a)38

and is well known to amplify long-period seismic waves (e.g., Denolle et al., 2014; Furumura39

& Hayakawa, 2007; Kudo, 1978, 1980; Mamula et al., 1984; Viens et al., 2016). During40

the last decade, several velocity models have been constructed from various geological and41

geophysical datasets and have revealed the complex bedrock shape and the internal structure42

of the basin (Fujiwara et al., 2012; Koketsu et al., 2012; Yamada & Yamanaka, 2012).43

Among these models, the Japan Integrated Velocity Structure Model (JIVSM, Koketsu et44

al., 2008, 2012) divides the basin into three layers with P- and S-wave velocities increasing45

with depth. While the JIVSM is a recent and well used velocity model, seismic wave46

simulations showed that the model cannot fully explain the long-period ground motions47

from earthquakes (Takemura et al., 2015; Yoshimoto & Takemura, 2014).48

Active seismic surveys are generally used to obtain high-resolution images of the Earth’s49

shallow subsurface, but are expensive and rather impractical in urban areas (Morrice et al.,50

2001). During the past two decades, passive seismic methods have become very popular to51

map shallow structures using dense seismic networks. For example, the receiver function52

(Langston, 1979; Leahy et al., 2012; Liu et al., 2018) and horizontal-to-vertical (H/V) spec-53

tral ratio (Guéguen et al., 2007; Nakamura, 1989) methods have been used to obtain detailed54

images of sedimentary basins. However, both techniques require 3-component seismometers,55

which are not yet fully standard for temporary station deployments.56

Autocorrelation functions (ACFs) of vertical seismic noise records can be used to re-57

trieve the P-wave reflectivity response of the underlying medium, from which the geometry58

of the structure can then be inferred. The theoretical framework of the method was first59

introduced by Claerbout (1968) for acoustic waves in 1-D media and later extended to 3-D60

media (Wapenaar, 2003). Noise ACFs are particularly powerful to image interfaces with61

strong seismic impedance contrasts, such as sedimentary basin bedrocks (Clayton, 2020;62

Romero & Schimmel, 2018; Saygin et al., 2017), the Mohorovičić (Moho) discontinuity63

(Clayton, 2020; Gorbatov et al., 2013; Oren & Nowack, 2016; Tibuleac & von Seggern,64

2012), and subducting slabs (Ito et al., 2012).65

ACFs can also be computed using P-waves (and their coda) from teleseismic events66

(e.g., Pham & Tkalčić, 2017). This method takes advantage of the near vertical incidence67

of teleseismic P-waves beneath seismometers to retrieve the P-wave reflectivity response of68

the underlying medium. Earthquake ACFs have been used to image shallow structures such69

as ice sheets (Pham & Tkalčić, 2017; Pha.m & Tkalčić, 2018), the crust structure (Delph et70

al., 2019; Tork Qashqai et al., 2019), and the Moho discontinuity (Delph et al., 2019; Pham71

& Tkalčić, 2017; Tork Qashqai et al., 2019), as well as deep structures such as the Earth’s72

inner core (Huang et al., 2015; Wang et al., 2015).73

One major difference between the noise and earthquake ACF methods resides in the74

nature of the wavefield that is correlated (Tkalčić et al., 2020). While P-waves and their75

coda from teleseismic earthquakes arrive with an almost vertical incidence angle beneath76

seismic stations, the seismic noise is mainly generated at the Earth’s surface by the coupling77

of oceans with the solid Earth at long periods (> 1 s) and human activities at short periods78

(< 1 s). This results in a noise wavefield that is generally dominated by surface waves79

and that only contains weak body wave energy (Bonnefoy-Claudet et al., 2006; Clayton,80

2020). Practically, the different nature of the wavefield affects the convergence of the ACFs.81

Days-to-weeks of continuous records can be necessary to retrieve a clear P-wave reflectivity82

response using noise ACFs, whereas the P-wave ACFs from only a few teleseismic events can83

yield an accurate response of the medium (e.g., Lin & Tsai, 2013, for a station-to-station84
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correlation setting). Physically, the different nature of the signals that are autocorrelated85

challenges the interpretation of the extracted seismic wavefield.86

To our best knowledge, the literature currently lacks a comparison of the P-wave reflec-87

tivity response obtained by both ambient noise and earthquake P-wave coda ACFs. This88

study fills this gap by taking advantage of a dense seismic network to map the complex89

Kanto Basin bedrock with both methods. We show that despite having different waveform90

shapes, both noise and earthquake ACFs can be used to image the bedrock depth. We91

finally compare our results with the JIVSM and discuss the different features obtained with92

both the noise and earthquake ACFs.93

2 Data and Methods94

2.1 Noise ACFs95

We use 30 days of data recorded by 287 accelerometers of the Metropolitan Seismic96

Observation network (MeSO-net, Kasahara et al., 2009; Sakai & Hirata, 2009) from Jan-97

uary 1 to 15 and July 1 to 15, 2019. The sensors are buried in 20-m deep boreholes and98

shown in Figure 1a. The data are first band-pass filtered between 0.05 and 5 Hz (4-pole99

2-pass Butterworth bandpass filters are used for all filtering operations), corrected for their100

instrument response, down-sampled from 200 Hz to 20 Hz, and split into 20-min time series.101

Each 20-min acceleration waveform is then zero-padded to four times its original length and102

noise ACFs are calculated in the frequency domain (ω) as103

ACFZ,Z(t) = F−1(âZ(ω)â∗Z(ω)), (1)

where â is the Fourier transform of a vertical (Z) zero-padded 20-min acceleration record.104

The ∗ symbol is the complex conjugate and F−1 is the inverse Fourier transform applied to105

retrieve ACFs in the time domain (represented by t). For each station, the stacking of noise106

ACFs is performed after rejecting 20-min ACFs with potentially overwhelming amplitudes107

that would dominate the stack. To do so, we compute a metric as the sum of the mean108

and the standard deviation of all the 20-min ACF absolute peak amplitudes. Then, we only109

stack the 20-min ACFs with absolute peak amplitudes smaller than the metric using the110

phase-weighted stack (PWS, Schimmel & Paulssen, 1997) method (power: 2 and smoothing:111

0.1 s). Finally, we band-pass filter the stacked ACFs between 1 and 10 s and only consider112

the causal part of the ACFs given their strict symmetry. To demonstrate that seasonality113

has little influence on the noise ACF stability, we show a comparison of the noise ACFs114

computed either from the data recorded in January or from July in Supplementary Material115

Figure S1.116

To remove the effect of the source function (e.g., zero-time lag spike) and enhance the117

contribution of the reflectivity response of the medium, we follow the procedure introduced118

by Clayton (2020). For each station, we subtract the noise ACF with a linear average of all119

ACFs within a 25-km radius of the site. The 25-km radius is chosen empirically as a trade120

off between spatial resolution and number of ACFs to average (i.e., number of surrounding121

stations). We exclude stations/sites with fewer than 10 ACFs to average within that radius122

to ensure the stability of the average trace. An example of the average trace removal process123

is shown in Supplementary Material Figure S2. Finally, the noise ACFs are normalized by124

their absolute peak amplitude.125

2.2 Earthquake ACFs126

To compute earthquake ACFs, we select 244 Mw 6+ earthquakes which occurred be-127

tween May 2017 and April 2020 within 30 and 95 degrees of angular distance from the128

Kanto Basin using the USGS (National Earthquake Information Center, NEIC) catalog129

(Figure 1b). For each earthquake, we download 120 s-long vertical waveforms at the MeSO-130

net stations with a 20 Hz sampling rate, starting 20 s before the predicted direct P-wave131
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arrival calculated using the AK135 model (Kennett et al., 1995). We then select earthquakes132

with signal-to-noise ratio (SNR) values averaged over the 287 MeSO-net stations larger than133

2.5. The SNR is defined as the ratio of the peak absolute amplitude within a 6 s window134

after the direct P-wave divided by the root-mean-square of a 15 s noise window starting 20135

s before the direct P-wave. Finally, we remove a few of the selected events with no clear136

P-wave onsets after visual inspection. The final selection contains the 50 events shown in137

Figure 1b.138

To compute ACFs from P-waves and their coda, we follow the procedure described in139

Pham and Tkalčić (2017). For each earthquake, we correct the data for their instrument140

response, select a 45 s-long window starting 15 s before the P-wave arrival, and remove141

both the mean and trend of the data. Similarly to noise ACFs, earthquake ACFs are142

computed in the frequency domain after zero-padding the data to four times their initial143

duration. The only difference is that the earthquake spectra are pre-whitened after being144

Fourier transformed to mitigate biases towards low frequencies that dominate the earthquake145

spectra (Pham & Tkalčić, 2017). Data pre-whitening is performed using the running-mean146

average algorithm of Bensen et al. (2007) with a sliding-spectral window of 30 samples147

(i.e., 0.67 Hz). The length of the sliding-spectral window does not considerably impact the148

time-domain ACFs (Supplementary Material Figure S3). After applying the inverse Fourier149

transform, the time-domain ACFs are tapered with a 10-sample (i.e., 0.5 s) Tukey window150

to suppress the zero-time-lag spikes and are band-pass filtered between 1 and 10 s. Finally,151

the PWS algorithm (power: 2 and smoothing: 0.1 s) is applied to stack the ACFs from the152

50 earthquakes. Similarly to noise ACFs, only the causal part is analyzed and the waveforms153

are normalized by their absolute peak amplitudes. Note that the average trace removal step154

is not performed for the earthquake ACFs.155

3 Results and discussion156

We show the noise and earthquake ACFs along Lines 1 to 4 (locations in Figure 1a)157

together with the corresponding JIVSM velocity profiles in Figures 2 and 3. For each station,158

we first use the JIVSM to compute three theoretical arrival times of P-waves traveling159

between the surface and the bedrock interface (Figure 2b). The 2p arrival time corresponds160

to a P-wave traveling from the station down to the bedrock interface and back up to the161

station. The 2p2 and 2p3 arrival times are twice and three times the down-then-up path162

and therefore have their arrival times being twice and three times that of 2p, respectively.163

Along the four lines, noise ACFs show clear negative phases near the theoretical 2p164

and 2p3 arrival times and positive phases near the 2p2 arrivals (e.g., Figures 2b, 2f, 3b, and165

3f). The polarity changes for the 2p2 and 2p3 phases are caused by free-surface reflections.166

Earthquake ACFs primarily exhibit consistent negative phases near the theoretical 2p arrival167

time (Figures 2c, 2g, 3c, and 3g). Moreover, clear positive phases near the theoretical 2p2
168

arrival time can also be observed at some stations along Lines 1–3 (Figures 2c, 2g, and 3c).169

The stations that exhibit strong multiples for both noise and earthquake ACFs are generally170

located in the area where the four lines intersect.171

In the following, we focus on the negative phases near the theoretical 2p3 and 2p arrival172

times for the noise and earthquake ACFs, respectively. For the noise ACFs, the phases near173

the theoretical 2p3 arrival time are more stable than that near the 2p and 2p2 arrival times.174

This can be explained by the fact that the 2p and 2p2 arrival times are closer to the zero175

time lag and therefore more likely to be affected by the average trace removal process and/or176

by potential weak reflections from the three internal layers of the basin. To measure the177

travel time of the 2p3 phase from noise ACFs, we simply select the negative peak values178

between the theoretical 2p3 arrival time ±2.5 s. If several negative peaks are found within179

the empirically chosen 5-s window, we select the negative peak that is the closest to the180

theoretical 2p3 arrival time. Note that we also visually inspect the waveforms to manually181

adjust a few values (list of manually adjusted stations in Supplementary Material Table S1).182
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The selected travel times are finally divided by three to retrieve the P-wave two-way travel183

times shown in Figures 2d, 2h, 3d, and 3h. For the earthquake ACFs, we select the negative184

peaks within the theoretical 2p phase ± 0.65 s. For both methods, no value is assigned if185

there is no negative peak within the considered time windows (e.g., Figure 3b at 58 km).186

Along Lines 1 and 2, the bedrock depth varies relatively smoothly along the lines and187

we obtain P-wave two-way travel time values from both the noise and earthquake ACFs that188

are consistent with the theoretical 2p arrival times (Figures 2d and 2h). Along Line 3, which189

crosses the western basin edge, the bedrock depth changes more rapidly (Figure 3a). This190

leads to slightly more complex noise and earthquake ACFs, especially near the deepest part191

of the basin along the line. Nevertheless, the measured P-wave two-way travel time values192

from both methods agree well with that predicted from the JIVSM. Along Line 4, which has193

its southern end close to the Sagami Trough, noise and earthquake ACFs are also relatively194

complex (Figures 3f and 3g). For the first 20 km along Line 4, the bedrock depth from195

the JIVSM rapidly increases from 1.5 km to 3 km (Figure 3e). While the measured P-wave196

two-way travel times from the noise and earthquake ACFs seem to agree with that from197

the JIVSM, the autocorrelograms in Figures 3f and 3g do not exhibit clear phases of such198

depth variations. Between 20 and 50 km from the south-western end of Line 4, there is a199

rather large discrepancy between the two types of ACFs, with clear negative phases near the200

theoretical 2p arrival time for the earthquake ACFs compared to the weak amplitude of the201

noise ACFs near the theoretical 2p3 arrival time. Moreover, the measured P-wave two-way202

travel times computed from earthquake ACFs are shorter than that from the noise ACFs203

and the JIVSM for this part of Line 4 (Figure 3h). We show in Supplementary Material204

Figure S4 that slightly earlier negative peaks could also be chosen for the noise ACFs, which205

would yield P-wave two-way travel times consistent with that measured from earthquake206

ACFs.207

For each MeSO-net station, we migrate the P-wave two-way travel time values to depth208

using a constant P-wave velocity of 2.53 km/s. This value corresponds to the JIVSM209

surface-to-bedrock P-wave velocity averaged over the 287 station locations and is relatively210

constant within the basin with a one standard deviation to the mean of 0.1 km/s. We show211

the JIVSM, noise ACF, and earthquake ACF bedrock depths in Figures 4a, 4b, and 4c,212

respectively. Note that 11 and 17 stations are not displayed in Figures 4b and 4c as no213

negative peak was found within the theoretical 2p3 ± 2.5 s and 2p ± 0.65 s time windows,214

respectively. Both methods show consistent bedrock depths with the JIVSM, with a shallow215

bedrock beneath the eastern part of the basin and the mountainous region to the west.216

The deepest part of the basin is also well retrieved by both the noise and earthquake ACF217

methods. To quantify the depth differences between the models, we finally compute residuals218

as the JIVSM bedrock depth minus that from the noise and earthquake ACFs and show219

them in Figures 4d and 4e, respectively. The mean of the residuals over all the MeSO-net220

stations (µ) is less than 100 m for both methods and the one standard deviations to the221

mean (σ) are 290 m and 327 m for the noise and earthquake ACFs, respectively. This222

confirms that both noise and earthquake ACFs can be used to map the complex shape of223

the Kanto Basin bedrock.224

The major difference between Figures 4d and 4e is the shallower bedrock area in the225

Tokyo/Yokohama region obtained with earthquake ACFs (e.g., cluster of red circles in Figure226

4e). As mentioned above, this region corresponds to the area along Line 4 where earlier227

negative peaks could also be picked for noise ACFs. This would lead to consistent P-wave228

two-way travel times for both methods and a bedrock depth that is up to 1.3 km shallower229

than that predicted by the JIVSM (Supplementary Material Figure S4). Such a shallower230

bedrock depth in the southern part of the basin is consistent with the results from Yoshimoto231

et al. (2009), who used the autocorrelation of S-waves from near-field earthquakes to infer232

the bedrock depth using the same stations. Finally, Denolle et al. (2018) showed that the233

southern part of the basin is expected to yield strong, complex, and highly variable long-234

period ground motions during potential future crustal earthquakes. Therefore, future work235

–6–



manuscript submitted to Geophysical Research Letters

is required to refine our understanding of the basin structure in this region and better assess236

seismic hazard.237

The noise ACFs computed in the Kanto Basin are relatively different from that in238

other studies (e.g., Saygin et al., 2017; Romero & Schimmel, 2018; Clayton, 2020) as their239

frequency content is primarily limited to the 1 to 10 s period range. At higher frequencies240

(e.g., 1-3 Hz), noise ACFs do not contain any clear surface-to-bedrock phases (Supplemen-241

tary Material Figure S5). A potential explanation is that the attenuation of high-frequency242

P-waves in the Kanto Basin is stronger than in other sedimentary basins. This hypothesis is243

consistent with the weak and noisy high-frequency (1-3 Hz) earthquake ACF phases (Sup-244

plementary Material Figure S5), which are generally well retrieved in other regions (e.g.,245

Pham & Tkalčić, 2017). We also note that high-frequency earthquake ACF phases only246

appear where the 2p2 phases are clearly observed in the 1 to 10 s period range (e.g., in the247

region where the four lines intersect).248

To investigate the cause of the multiples observed at some stations, we simulate the249

elastic wave propagation in layered 2-dimensional media at the HYHM and STHM stations250

using the SOFI2D package (Supplementary Text and Figure S6 and Table S2, Bohlen et251

al., 2016). Both stations are located above relatively flat sedimentary layers to limit the252

unwanted contributions from 3-D wave propagation effects (Figures 1a and 2e). We compute253

the ACFs of simulated waveforms from two different sources and show that they reproduce254

well the noise and earthquake ACFs at the two stations. The ACFs at the STHM station,255

where clear multiples can be observed, have a higher frequency content than that at the256

HYHM station. The different frequency contents, which are caused by different bedrock257

depths, make the multiples appear more or less clearly in the ACFs. Therefore, the difference258

of layer thickness and the bedrock depth at the two station locations can explain the presence259

(or absence) of P-wave multiples in the noise and earthquake ACFs. However, our 2-260

D simulations cannot fully reproduce the noise and earthquake ACFs and future work is261

required to better explain the Kanto Basin structure.262

4 Conclusions263

We showed that noise and earthquake ACFs computed from the stations of a dense264

seismic network can be used to image the bedrock of the complex Kanto Basin. Both265

noise and earthquake ACFs contained clear P-wave reflections from which the P-wave two-266

way travel time between the surface and the bedrock can be extracted. After migrating267

the measured P-wave two-way travel time to depth, we confirmed that the bedrock depth268

obtained with both methods agrees well with that from the JIVSM. Our results also showed269

that the bedrock in southern part of the basin could be shallower than that predicted by270

the JIVSM, which could be critical for seismic hazard assessment. Finally, this study is, to271

our best knowledge, the first to use both noise and earthquake ACFs to map the bedrock272

shape of an entire basin.273

In the future, the results from this study could be combined with the promising results274

of Chimoto and Yamanaka (2020), who used the autocorrelation of S-waves from nearby275

earthquakes to compute the S-wave reflectivity response at several sites in the Kanto basin.276

Moreover, a clear next step of this work is to couple the P- and S- reflectivity responses277

from ACFs with H/V ratio and/or receiver function analyses to better constrain local 1-D278

velocity structures. Such results could finally be combined with a classical ambient noise279

surface-wave tomography to refine images of the Kanto Basin and other sedimentary basins280

worldwide with dense instrumentation, such as Los Angeles, Seattle, and Mexico City.281
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Figure 1. (a) Topographic map of Kanto region including the 287 MeSO-net stations (circles)

and 250-m-spaced bedrock iso-depth contours (VP = 5.5 km/s) from the JIVSM (colored lines,

Koketsu et al., 2008, 2012). The stations aligned along Line 1 (red), Line 2 (orange), Line 3

(green), and Line 4 (purple) are also highlighted. The HYHM and STHM station locations are

shown by the red edge circles. The four JIVSM profiles in Figures 2 and 3 are taken along the

back dashed lines. The inset map shows the Japanese Islands (black lines), the region of interest

(red rectangle), and the plate boundaries (gray lines). (b) Azimuthal equidistant projection map

centered on the Kanto Basin including the 244 Mw 6+ earthquakes which occurred within 30 and

95 degrees from the Kanto Basin between May 2017 and 2020 (gray circles). The locations of the

50 selected earthquakes are shown by red circles.
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Figure 2. (a) JIVSM velocity profile along Line 1 including the P-wave velocity of each layer.

The basin bedrock is highlighted by the thick black line and the orientation of the profile is also

indicated (e.g., NW: north-west; SE: south-east). (b) Noise ACFs along Line 1 bandpass filtered

between 1 and 10 s. The dotted blue and light blue lines highlight the theoretical 2p and 2p2 arrival

times between the surface and the bedrock, respectively. The thick orange line shows the theoretical

2p3 arrival time and the dashed orange lines are the 2p3 arrivals ±2.5 s. The red filled circles are

the selected negative peaks used in this study. (c) Earthquake ACFs bandpass filtered between 1

and 10 s. The thick blue and dotted light blue lines represent the theoretical 2p and 2p2 arrival

times. The dashed blue lines are the blue line ± 0.65 s. The green dots are the negative peaks

selected in this study. Note that the vertical time axes in (b) and (c) are different. (d) Theoretical

P-wave two-way travel time (2p, blue line) and the values obtained from noise ACFs divided by

three (red circles) and that from earthquake ACFs (green circles). (e-h) Same as (a-d) for Line 2.

The HYHM and STHM station locations along Line 2 are also indicated.
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Figure 3. Same as Figure 2 for the stations along Line 3 (a-d) and Line 4 (e-h).
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Figure 4. Basin bedrock depth beneath each station from (a) the JIVSM, (b) noise ACFs, and

(c) earthquake ACFs. The noise and earthquake bedrock depths are obtained by migrating the

P-wave two-way travel times to depth with a constant P-wave velocity of 2.53 km/s. Residuals

between the JIVSM bedrock depth minus that from (d) noise ACFs and (e) earthquake ACFs.

Blue and red filled circles indicate that the JIVSM bedrock depths are shallower and deeper than

that from the ACFs, respectively. The mean of the residuals over all the stations (µ) and the one

standard deviation to the mean (σ) are also indicated.
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Löıc Viens1, Chengxin Jiang2, and Marine A. Denolle3

1Disaster Prevention Research Institute, Kyoto University, Uji, Japan

2Research School of Earth Sciences, The Australian National University, Canberra, ACT, Australia

3Department of Earth and Planetary Sciences, Harvard University, Cambridge, MA, USA

Contents of this file

1. Texts S1 to S6

2. Figures S1 to S6

3. Tables S1 and S2
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Introduction

The supporting information includes:

1. Text and Figure S1 discussing the seasonal stability of the noise autocorrelation

functions (ACFs)

2. Text and Figure S2 showing the effect of the average trace removal for the stations

along Line 1

3. Text and Figure S3 showing the effect of the length of the sliding-spectral windows

on earthquake ACFs.

4. Text and Figure S4 showing noise and earthquake ACFs with clipped amplitudes

along Line 4

5. Text and Figure S5 showing the noise and earthquake ACFs in the 0.33-1 s (1-3 Hz)

period range

6. Table S1 showing the station names and locations for which the noise ACF 2p3

values are manually picked

7. Text and Figure S6 and Table S2 showing the results of the 2-D SOFI2D simulations.

Text S1.

To demonstrate the stability of noise ACFs with seasonality, we independently stack the

20-min ACFs for the 2-week periods of January and July with the phase-weighted stack

(PWS) method (Schimmel & Paulssen, 1997). We show the noise ACFs as well a the

selected negative peak values between the theoretical 2p3 phase ±2.5 s from the JIVSM

for the stations along Line 1 in Figure S1. The P-wave two-way travel times obtained
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independently from the January and July data are consistent with that from the stack

over the entire dataset.

We also compare the difference between the JIVSM and January/July noise ACF

bedrock depths over the entire network after migrating the P-wave two-way travel times

from the noise ACFs to depth using a constant P-wave velocity of 2.53 km/s (e.g., average

of the surface-to-bedrock P-wave velocity from the JIVSM over the 287 station locations).

For the January noise ACFs, the mean of the depth difference with the JIVSM (µ) is -0.09

km and the one standard deviation (σ) is 0.28 km. For the July noise ACFs, µ is equal to

-0.12 km and σ is 0.29 km. These values are very similar to that obtained with the stack

over the entire dataset shown in the main manuscript (µ = −0.091 km and σ = 0.290

km), confirming that noise ACFs are relatively stable through the year.

Text S2.

In Figure S2, we show the effect of the average trace removal on the noise ACFs for

the stations along Line 1. The raw noise ACFs are primarily dominated by the near

zero-time-lag spikes. By removing an average trace to each ACF, we remove the effect of

the source function and enhance the signal-to-noise ratio of the reflectivity response.

Text S3.

Earthquake spectra are pre-whitened using the running-mean average algorithm of

Bensen et al. (2007) before computing earthquake ACFs. In the main manuscript, we

present the results using a sliding-spectral window of 30 samples (i.e., 0.67 Hz). In the
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Supplementary material, we also compute earthquake ACFs with sliding-spectral window

of 20 and 45 samples. For the 20-, 30-, and 45-sample sliding-spectral windows, we first

measure the two-way travel times from the earthquake ACFs within the theoretical 2p

arrival time ±0.65 s time window. We then migrate the two-way travel times to depth

using a constant P-wave velocity of 2.53 km/s and show the bedrock depth maps in Sup-

plementary Material Figure S3. The maps have similar bedrock depths and similar lateral

variations. For the 20- and 45-sample sliding-spectral windows, the means of the depth

residuals with the JIVSM (µ) are 0.057 km and 0.085 km and the standard deviations

to the mean (σ) are 0.334 km and 0.314 km, respectively. These values are very similar

to that obtained with a 30-sample sliding-spectral window (µ = 0.085 km and σ = 0.327

km), which confirms that the degree of smoothing does not significantly impact our re-

sults. Finally, a 30-sample sliding-spectral window allows us to measure the 2p travel time

at more stations (e.g., 270 out of 287 stations) than if 20- or 45-sample sliding-spectral

windows are used (e.g., 259 and 268 out of 287 stations, respectively).

Text S4.

In Figure S4, we show the noise and earthquake ACFs along Line 4 and clip their

amplitudes for visibility. In Figure S4b, a clear consistent phase near the theoretical 2p3

phase can be observed along Line 4 after clipping the waveforms amplitudes, which is not

the case in Figure 3f of the main manuscript. Moreover, several negative peaks can be

observed within the theoretical 2p3 ± 2.5 s time window between 20 to 50 km from the

south-western end of Line 4. In the main manuscript, we automatically select the negative
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peaks that are the closest to the theoretical 2p3 phase. In Figures S4b and S4d, we show

that by selecting ∼0.5 to 1 s earlier negative peaks, the resulting P-wave two-way travel

times are very similar to that obtained from the earthquake ACFs. This indicates that

the basin bedrock could be up to 1.3 km shallower than that predicted by the JIVSM in

this region by considering a constant P-wave velocity of 2.53 km/s.

Text S5.

In Figure S5, we show the noise and earthquake ACFs in the 0.33 to 1 s period range

(e.g., 1–3 Hz) at the stations along Lines 3 and 4. For both methods, the only difference

with the main manuscript is the frequency range of the bandpass filter applied after

autocorrelating and stacking the waveforms. The high-frequency noise ACFs do not show

any clear phases near the theoretical 2p, 2p2, and 2p3 arrival times. On the other hand, the

high-frequency earthquake ACFs have clear arrivals near the theoretical 2p arrival time

in some parts of the basin (e.g., mainly where the four lines intersect), but are noisier

than in the 1 and 10 s period range.

Text S6.

To explain the presence (or absence) of the multiples observed at some stations in

the noise and earthquake ACFs, we simulate the elastic wave propagation in layered 2-

dimensional media with the finite difference modeling SOFI2D package (Figure S6, Bohlen

et al., 2016). The velocity models are taken from the JIVSM at the location of the HYHM
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and STHM stations, which are located above relatively flat sedimentary layers to limit

the unwanted contributions from 3-D wave propagation effects.

The two velocity models are shown in Figures S6a and S6e and detailed in Table S2.

Note that the top boundary is the free surface and the sides and bottom (depth: 25 km)

of the model have perfectly matched layers to damp the waves and avoid reflections. For

the two models, a receiver is located at a depth of 20 meters. To simulate the noise and

earthquake ACFs, we use Ricker source functions with a dominant frequency of 2 Hz

(0.5 s) located at two different depths: 20 m to reproduce the noise ACF and 20 km to

reproduce the earthquake ACF and simulate the near vertical incidence of teleseismic P

waves.

The waveforms of the deep and surface sources recorded at the station for the two

velocity models are shown in Figures S6b and S6f. For the HYHM and STHM stations,

we bandpass filter the synthetic waveforms between 4 and 10 s and 3 and 10 s, respectively.

We focus on slightly different period ranges as the noise and earthquake ACFs at the two

stations have different predominant period ranges, with the ACFs at the HYHM stations

having a lower frequency content compared to that at the STHM station.

In the following, the 40-s waveform recorded at the surface station is considered for

the deep source as earthquake ACFs contain the direct P-waves and their coda. For the

shallow source, however, we only consider the part of the waveforms after approximately

9 s (after the green dashed lines in Figure S6b and S6f), as the ambient noise generally

does not contain any strong direct arrivals. The considered synthetic waveforms are

then autocorrelated in the frequency domain after zero-padding them to four times their
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original duration. Finally, we taper the first 0.5 s of the causal part of the simulated ACFs

and normalize their amplitudes.

We show the simulated with the deep source and earthquake ACFs for the two stations

in Figures S6c and S6g. For both stations, the simulated ACFs reproduce relatively well

the earthquake ACFs. The first negative peak of the earthquake ACFs (Figures S6c and

S6g), which corresponds to the 2p arrival time, is well retrieved. Moreover, the following

positive peak, which we attribute to the 2p2 arrival time in the main manuscript, is also

retrieved. More interestingly, the higher frequency content of the ACF at the STHM

station makes the 2p2 phase appear more clearly compared to that at the HYHM station.

This is coherent with the earthquake ACFs at the two stations, with the earthquake ACF

at the STHM station having a stronger 2p2 phase compared to that at the HYHM station.

Therefore, the difference of layer thickness and the bedrock depth can explain the presence

(or absence) of P-wave multiples in the earthquake ACFs through a different frequency

content.

In Figures S6d and S6h, we show the simulated with the surface source and noise ACFs

for the two stations. Similarly to the earthquake ACFs, the simulated ACFs reproduce well

the noise ACFs at the two stations and the 2p3 phase is also well retrieved. Moreover, the

simulated ACF at the HYHM station has fewer multiples than that at the STHM station,

which is consistent with the noise ACFs. For both stations, the noise ACF phases are also

slightly delayed compared to that of the simulations, which is consistent with the slightly

delayed measured P-wave two-way travel times shown in Figure 2h.
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While the simulated ACFs reproduce well the noise and earthquake ACFs, some differ-

ences in terms of both phase and amplitude of the waveforms can be observed, which we

can be attributed to following factors. 1) The layered 2-D velocity models might be too

simple and do not capture 3-D wave propagation effects. 2) The internal layering from

the JIVSM (above the seismic basement) may not be accurate enough.
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Table S1: List of stations where the negative peaks of noise ACF near the theoretical 2p3 arrival
time are manually adjusted.

Station name Latitude Longitude
KMHM 35.37081 139.51450
KSGM 35.72642 139.78508
KYTM 35.55539 140.18094
NBKM 35.95800 140.58061
SMGM 35.38658 139.52344
TMHM 35.51506 140.15281
YYIM 35.71855 139.76035
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Table S2: Details of the two velocity models used in Figure S6. The “JIVSM layer depth” column
shows the depth of the top and bottom of each layer in kilometers. The “used layer depths” are
slightly different due to computational constrains. Vp, Vs, and ρ are the P-wave and S-wave
velocities and the density of each layer, respectively.

Model
JIVSM layer Used layer Vp Vs ρ
depth (km) depth (km) (km/s) (km/s) (g/cm3)

Model 1
HYHM
station

0.00–0.400 0.00–0.40 1.8 0.5 1.95
0.400–1.455 0.40–1.46 2.3 0.9 2.1
1.455–2.667 1.46–2.67 3.0 1.5 2.25
2.667–25.000 2.67–25.00 5.5 3.2 2.65

Model 2
STHM
station

0.0–0.420 0.0–0.42 1.8 0.5 1.95
0.420–1.104 0.42–1.10 2.3 0.9 2.1
1.104–1.788 1.10–1.78 3.0 1.5 2.25
1.788–25.000 1.78–25.00 5.5 3.2 2.65
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Figure S1: Noise ACFs along Line 1 computed from the data recorded in (a) January and July
(e.g., main manuscript), (b) January, and (c) July. All the ACFs are bandpass filtered between
1 and 10 s and an average trace has been subtracted to each ACF to enhance the reflectivity
response. The thick orange lines represent the theoretical 2p3 arrivals from the JIVSM and the
dashed orange lines are the 2p3 arrivals ±2.5 s. The selected negative peaks are shown by the
red, blue, and purple filled circles. (d) Theoretical P-wave two-way travel time from the JIVSM
(2p, blue line) and the values obtained from (a), (b), and (c) divided by 3 (colored circles).
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Figure S2: (a) Raw noise ACFs along Line 1 computed over the 30 days of continuous vertical
records. (b) Noise ACFs along Line 1 after removing an average trace to each noise ACF. All the
waveforms are normalized by their peak absolute amplitude. The amplitude of the waveforms
in (a) is 3 times that of the waveforms in (b) for visibility. The blue, light blue, and orange
lines represent the theoretical 2p, 2p2, and 2p3 arrival times from the JIVSM. All the ACFs are
bandpass filtered between 1 and 10 s.
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Figure S3: Earthquake ACF bedrock depths obtained with pre-whitening sliding-spectral win-
dows of (a) 20-, (b) 30-, and (c) 45-samples. The bedrock depths are obtained by migrating
the two-way travel times measured from earthquake ACFs to depth using a constant P-wave
velocity of 2.53 km/s. Note that 259, 270, and 268 stations (out of 287) are used in (a), (b), and
(c), respectively, as some waveforms do not contain any negative peaks within the theoretical 2p
arrival time ±0.65 s time window.
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Figure S4: (a) JIVSM P-wave velocity profile along Line 4. (b) Noise ACFs along Line 4 bandpass
filtered between 1 and 10 s with clipped amplitudes for visibility. The orange thick and dashed
lines highlight the theoretical 2p3 arrival time and the 2p3 arrival ±2.5 s, respectively. The
red and orange filled circles are the negative peaks used in the main manuscript and in the
Supplementary Material Text S4, respectively. The yellow filled circles are other negative peaks
found within the theoretical 2p3 arrivals ±2.5 s window. (c) Vertical earthquake ACFs filtered
between 1 and 10 s with clipped amplitudes for visibility. The blue line represents the theoretical
2p arrival time and the dashed lines are the blue line ± 0.65 s. The green dots are the negative
peaks selected within the considered time window. Note that the vertical time axes in (b) and
(c) are different. (d) Theoretical P-wave two-way travel time (2p, blue line), measured 2p travel
time from earthquake ACFs (green circles), measured noise ACF values within the theoretical
2p3 ± 2.5 s window divided by 3 (red circles, used in the main manuscript), and early noise ACF
measurements discussed in Supplementary Material Text S4 (orange circles).
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Figure S5: (a) JIVSM P-wave velocity profile along Line 3. (b) Noise ACFs bandpass filtered
between 0.33 and 1 s (1-3 Hz) for the stations along Line 3. The theoretical 2p, 2p2, and
2p3 arrival times from the JIVSM are also highlighted. (c) Earthquake ACFs bandpass filtered
between 0.33 and 1 s (1-3 Hz) for the stations along Line 3. (e-f) Same as (a-c) for the stations
along Line 4.
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Figure S6: (a) 2-D velocity model used for the SOFI2D simulations at the HYHM station,
including the surface and deep source locations of the Ricker functions (green start and blue
arrow) and the recording station (inverted blue triangle). (b) Recorded waveforms from the
surface and deep sources at the station (green and blue traces). For the surface source, only the
part of the waveform after the vertical green dashed line is considered to compute the simulated
ACF shown in (d). (c) ACF of the simulated waveform from the deep source (blue trace),
earthquake ACF at the HYHM station (red trace), and theoretical 2p and 2p2 arrival times
(vertical black thick and dashed lines) from the JIVSM calculated from the 2-D velocity model
in (a). (d) ACF of the simulated waveform from the shallow source (green trace), noise ACFs
at the HYHM station (orange trace), and theoretical 2p3 arrival from the JIVSM from the 2-D
velocity model in (a). (e-h) Same as (a-d) for the velocity model below the STHM station. Note
that the period range in (g) and (h) is slightly different from that in (c) and (d).
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