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Abstract

A data set of concurrent measurements of sea spray aerosol concentration, wind speed, sea state, and air and water temperature

was acquired across all sectors of the Southern Ocean during the Antarctic Circumnavigation Expedition (Austral summer

2016/2017). In addition to the established dependence on wind speed, our observations demonstrate that sea spray aerosol

concentrations depend on sea state and the stability of the marine boundary layer. Besides driving sea spray emissions, wind

speed and sea state strongly influence the deposition onto the ocean surface and thus aerosol lifetime even for smaller particles.

Stable atmospheric conditions allow a typical lifetime of up to 4 days, while tropospheric air entrainment in unstable conditions

reduces the residence time of sea spray aerosol in the marine boundary layer to less than 2 days.
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1Extreme Environments Research Laboratory, École Polytechnique Fédérale de Lausanne, School of5

Architecture, Civil and Environmental Engineering, Lausanne, Switzerland6
2Paul Scherrer Institute, Laboratory of Atmospheric Chemistry, Villigen, Switzerland7

3Swiss Data Science Center, ETH Zurich and EPFL, Switzerland8
4Department of Infrastructure Engineering, The University of Melbourne, Parkville, Victoria 3010,9

Australia10
5School of Mathematical Sciences, University of Adelaide, Adelaide, 5005, South Australia, Australia11

6Department of Physics, Università di Torino, Turin, 10125, Italy12
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Abstract20

A data set of concurrent measurements of sea spray aerosol concentration, wind speed,21

sea state, and air and water temperature was acquired across all sectors of the South-22

ern Ocean during the Antarctic Circumnavigation Expedition (Austral summer 2016/2017).23

In addition to the established dependence on wind speed, our observations demonstrate24

that sea spray aerosol concentrations depend on sea state and the stability of the ma-25

rine boundary layer. Besides driving sea spray emissions, wind speed and sea state strongly26

influence the deposition onto the ocean surface and thus aerosol lifetime even for smaller27

particles. Stable atmospheric conditions allow a typical lifetime of up to 4 days, while28

tropospheric air entrainment in unstable conditions reduces the residence time of sea spray29

aerosol in the marine boundary layer to less than 2 days.30

Plain Language Summary31

We present a data set of concurrent measurements of sea spray aerosol concentra-32

tion, wind speed, sea state, as well as air and water temperature, which was acquired33

across all sectors of the Southern Ocean during the Antarctic Circumnavigation Expe-34

dition (Austral summer 2016/2017). In addition to the established dependence on wind35

speed, our observations demonstrate that sea spray aerosol concentrations correlate with36

the sea state and depend on the stability of the marine boundary layer (the lowest layer37

in the atmosphere). Besides driving sea spray emissions, wind speed and sea state in-38

fluence the loss of particles onto the ocean surface and thus the time that sea spray aerosols39

spend in the marine boundary layer. The aerosols’ lifetime is further affected by atmo-40

spheric stability. When the air is colder than the water, the atmosphere is unstable and41

vertical mixing leads to the dilution of sea spray aerosols, which reduces their residence42

time in the marine boundary layer to less than two days. When the air is warmer than43

the water, the atmosphere is stable and weak vertical mixing allows the sea spray aerosols44

to accumulate in the marine boundary layer, enhancing their lifetime up to four days and45

consequently increasing their concentration.46

1 Introduction47

Sea spray aerosol particles (SSA) are hygroscopic mixtures of salts, organic mat-48

ter, and water whose size changes depending on relative humidity (RH; Lewis, 2006; Zieger49

et al., 2017; Lewis, 2019). SSA form at the sea surface through breaking waves, via bub-50

ble bursting or wind shear on wave crests (Monahan et al., 1986; Veron, 2015). SSA pro-51

vide the largest aerosol mass flux to the atmosphere (e.g. Gong et al., 2002; Seinfeld &52

Pandis, 2006) and affect the Earth’s radiative balance and climate through directly scat-53

tering radiation (e.g. de Leeuw et al., 2011; Paulot et al., 2020) and by acting as cloud54

condensation nuclei (CCN) as described in Andreae and Rosenfeld (2008). Carslaw et55

al. (2013) estimate the global net radiative forcing (RF) of SSA to be approximately −1.1 W m−2;56

for comparison, CO2 exerts an RF of +1.68(±0.35) W m−2.57

Uncertainties in aerosol properties and concentrations lead to biases in predicting58

RF in climate models (Trenberth & Fasullo, 2010; Flato et al., 2013). Lack of model re-59

liability is especially exacerbated over the Southern Ocean (Myhre et al., 2013) due to60

notable under-estimation of cloud coverage. The issue is partly attributed to the over-61

prediction of ice nucleating particles in the cold sector of frontal systems (Vergara-Temprado62

et al., 2018), but this process alone cannot explain the full extent of the bias. Observa-63

tions and modelling studies suggest that modulation of CCN by SSA concentration re-64

mains a notable source of uncertainties for cloud coverage and hence RF (Myhre et al.,65

2013; McCoy et al., 2015; Humphries et al., 2016; P. K. Quinn et al., 2017; Schmale, Bac-66

carini, et al., 2019; Fossum et al., 2020).67
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SSA concentrations in the marine boundary layer (MBL) are controlled by emis-68

sion fluxes as well as various removal and dispersion processes (Lewis & Schwartz, 2004;69

Zheng et al., 2018). All these processes are parameterized in climate models. Emission70

fluxes are historically considered to depend on wind speed (Gong, 2003). After emissions,71

vertical mixing induced by shear driven turbulence counteracts the particle settling, pro-72

ducing SSA concentrations profiles in the MBL with a weak height dependence for small73

particles and a stronger gradient for large particles (Clarke & Kapustin, 2002; Lewis &74

Schwartz, 2004). If atmospheric conditions are unstable, i.e. when the air is colder than75

the water, turbulence is enhanced through convection (Monin & Obukhov, 1954). Con-76

vective processes intensify the exchange across the capping inversion often present at the77

top of the MBL and lead to entrainment of free tropospheric, air (Stull, 1976; Wood &78

Bretherton, 2004). In the free troposphere air is typically depleted of SSA (Murphy et79

al., 2019) because they serve as CCN and are easily washed out by rain during convec-80

tive events (Yu et al., 2019). Therefore the reduction of the SSA concentration in the81

MBL is proportional to the rate of free tropospheric air entrainment, characterized by82

the entrainment velocity (ve). In stable near-surface atmospheric conditions, i.e. when83

the air is warmer than the water, stratification reduces the vertical mixing within the84

lower MBL and restrains or even inhibits the entrainment process, i.e. ve is very small85

or zero. Over the global ocean, the MBL is primarily unstable throughout the year, while86

stable conditions occur more frequently at high latitudes (> 45◦) during summer (Young87

& Donelan, 2018).88

In addition to air entrainment, particles can be removed via wet and dry deposi-89

tion processes. The former includes activation of SSA as CCN in clouds, if followed by90

washout (Wood, 2006) and, to lesser extent, scavenging by falling rain drops (Seinfeld91

& Pandis, 2006; Pripachkin & Budyka, 2020). These processes can be described quan-92

titatively with a wet deposition velocity (vw) and typically result in an SSA lifetime of93

a few days (Lewis & Schwartz, 2004). The deposition of aerosols at the (water) surface94

in dry conditions is quantified in terms of the dry deposition velocity (vd), which depends95

on the gravitational settling velocity (vs), particle size, ambient RH, and the air friction96

velocity (u∗) (S. A. Slinn & Slinn, 1980; T. L. Quinn & Ondov, 1998). S. A. Slinn and97

Slinn (1980) parameterized vd by accounting for the different size-dependent transport98

efficiencies in the turbulent flux layer a few meters above the water surface and in the99

diffusion layer a few millimeters above the water surface. The model was further extended100

and refined for the effects of interception and impaction (see W. G. N. Slinn, 1982; Zhang101

et al., 2001; Giardina & Buffa, 2018). Williams (1982), however, suggests sea state as102

an important driver of dry deposition. His model predicts that, in rough seas with high103

whitecap fraction, vd is almost size-independent for particle diameters between 0.01 and104

≈ 3µm and increases with whitecap fraction.105

While wind remains the primary forcing for SSA emission, recent observations sug-106

gest that emission is driven by a combined effect of wind speed and sea states (Ovadnevaite107

et al., 2014; Lenain & Melville, 2016; Yang et al., 2019). Nevertheless, the specific im-108

pact of sea state on emission fluxes and removal processes, and thus SSA concentrations,109

has remained elusive due to a lack of extensive collocated measurements.110

Here, we present an unparalleled data set consisting of more than 650 hours of open111

ocean concomitant observations of SSA concentrations, atmospheric conditions, and sea112

state variables that were acquired during the Antarctic Circumnavigation Expedition (ACE).113

The voyage took place from December 2016 to March 2017 aboard the research vessel114

Akademik Tryoshnikov (Walton & Thomas, 2018; Schmale, Baccarini, et al., 2019) and115

covered all sectors of the Southern Ocean, including regions that were hitherto unsam-116

pled (in situ) in terms of aerosols and sea state. Observations are used to demonstrate117

dependencies of open ocean SSA concentrations and deposition processes on both wind118

speed and sea state characteristics under stable and unstable atmospheric conditions.119
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2 Field Observations120

Observations cover a wide range of atmospheric, meteorological, and sea state con-121

ditions. Wind speed, air temperature (Tair) and RH were measured using an automated122

weather station (Landwehr, Thomas, et al., 2019). The wind speed was corrected for air-123

flow distortion and converted into the corresponding wind speed at 10 meter height and124

neutral conditions (u10N; Landwehr, Thurnherr, et al., 2019). Sea surface temperature125

(SST) was measured with an underway system (Haumann et al., 2020). The air-sea tem-126

perature difference (∆T = Tair − SST) is used to classify the atmospheric stability of127

the MBL: ∆T < 0◦C for unstable conditions, representing 75% of the observations; and128

∆T > 0◦C for stable conditions, the remaining 25% of the data.129

Aerosol number size distributions sampled at a height of approximately 15 m a.s.l130

with a Global Atmosphere Watch whole air inlet (Schmale et al., 2017), were measured131

with a TSI 3321 Aerodynamic Particle Sizer (APS), covering the aerodynamic diame-132

ter (Da) range from 0.7µm to 19µm with a time resolution of five minutes (Schmale, Bac-133

carini, et al., 2019; Schmale, Henning, et al., 2019a). For this analysis, the size range was134

restricted to Da< 6 µm, due to insufficient counts for larger diameters. Note that par-135

ticles with Da> 0.7µm are considered to be SSA, as no coarse particles from other sources136

(e.g., mineral dust) were observed (Schmale, Henning, et al., 2019a). Observations con-137

taminated by the ship’s exhaust were excluded (Schmale, Henning, et al., 2019b). Air138

mass history was inferred using the Lagrangian analysis tool LAGRANTO (Wernli &139

Davies, 1997; Sprenger & Wernli, 2015; Thurnherr et al., 2019, 2020) and only observa-140

tions with trajectories spending more than 24 hours over the open ocean were used. Pe-141

riods where the ship was within 10 km of the coast were excluded. SSA concentrations142

were obtained by integrating the distribution over the size range.143

A correlogram of the SSA number concentrations per size bin (see SI Figure S1)144

revealed two sub-populations within the coarse mode, separated approximately at Da ≈145

3 µm, exhibiting independent variation of concentration over time. We use the integrated146

number concentration N1..2 to represent the “medium” and N4..5 to represent the “large”147

SSA, where the suffixes provide the diameter ranges in µm.148

Sea state conditions are represented in the form of the wave energy spectrum (Swave(f),149

with f the wave frequency) as described in (Holthuijsen, 2010). Swave(f) was reconstructed150

every five minutes using ship motion records from the Inertial Measurement Unit IMU151

(see Alberello et al. (2020) for the data base and Nielsen (2017) for the reconstruction152

methods). The following parameters were computed from the wave spectrum: signifi-153

cant wave height Hs = 4
√
m0, where m0 =

∫
S(f)df is the zero-th order moment of154

the wave energy spectrum (i.e. the variance), mean energy period Tm−1,0 = m1m
−1
0 ,155

where m1 =
∫
f−1S(f)df , the corresponding wavelength Lm−1,0 = g T 2

m−1,0 (2π)−1,156

and wave steepness (β = πHs L
−1
m−1,0). The latter is a measure of the shape of the waves157

and is more related to whitecaps and wave breaking probability, and thus SSA emission,158

than Hs (Toffoli et al., 2010). Note that the sea state refers to the total sea and no dis-159

tinction between wind sea and swell is accounted for.160

All measurements were averaged over 20-minute intervals to remove turbulence-161

related variability.162

3 Results and Discussion163

3.1 SSA Concentration Versus Wind Speed, Sea State, and Atmospheric164

Stability165

Figure 1 shows the relation between N1..2 and N4..5 with u10N and β subdivided166

into stable and unstable atmospheric conditions. Under stable atmospheric conditions,167

N1..2 and N4..5 are on average larger than during unstable conditions for the same wind168
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speed and sea state. For N1..2, the global average (median) of the concentrations dur-169

ing stable atmospheric conditions is 90% (160%) higher than during unstable conditions.170

For N4..5 the difference is 60% (90%). Regardless of atmospheric stability N1..2 and N4..5171

increase monotonically for u10N ' 3 m s−1 and β ' 0.045. Notably, for u10N / 3 m s−1172

and β / 0.045, the bin-median concentrations show little or even negative trends with173

the forcing parameters.174

Together, emission flux, removal and dilution processes determine the observed num-175

ber concentrations leading to the complex relationship of the SSA number concentra-176

tion with wind speed wave steepness, and atmospheric stability, shown by Figure 1. For177

low wind, the ocean surface is smooth (Toffoli et al., 2010) and the SSA emission flux178

is negligible due to the absence of wave breaking and hence changes in the SSA concen-179

tration are driven by deposition and dilution. With increasing wind speed and larger wave180

steepness, wave breaking probability and hence SSA emissions increase rapidly (Monahan181

et al., 1986). Note that growing wind speed also leads to faster vertical transport in the182

MBL, while the increase in wave steepness leads also to an enhanced impaction of par-183

ticles at the water surface (S. A. Slinn & Slinn, 1980) and enhanced deposition over the184

area covered by whitecaps (Williams, 1982).185
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Figure 1. (a): N1..2 as a function of u10N and ∆T . The lines and shaded areas show u10N-

binned median and the IQR for stable and unstable atmospheric conditions, respectively. They

are calculated over bins with an equal logarithmic width of log(1.3), i.e., each bin covers a 30%

increase in u10N. Bin-centres are placed every log(1.15), producing a 50% overlap. The marker

size denotes the number of observations per bin; (b): same as (a) but for β instead of u10N; (c)

and (d): same as (a) and (b), respectively for N4..5 instead of N1..2.
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3.2 The Joint Effect of Wind Speed and Sea State186

Figure 2 shows the separate contributions of u10N and β to sea spray aerosol con-187

centration: the correlation with wind speed for clusters of wave steepness is presented188

in panels a and c, and correlation with wave steepness for different bins of wind speed189

is in panels b and d. Despite the obvious relation between u10N and β (see SI Figure S3),190

the positive relation between concentration and wind speed is not conditional on wave191

steepness. Likewise, the dependence of concentrations on wave steepness is not constrained192

by wind speed and higher SSA concentrations occur for higher wave steepness at the same193

wind speed. These observations provide evidence that the two forcing variables have in-194

dependent contributions. Interestingly, Figure 2 identifies two distinct regimes, which195

emerge more clearly here compared to Figure 1: (i) for u10N / 3 m s−1, the median con-196

centrations show no variation with u10N (see Figure 2a and c), as wind-driven wave break-197

ing does not occur at such low wind speeds. For β / 0.045, on the other hand, the con-198

centrations show a predominately negative trend with β, while the trend with u10N is199

consistently positive (see Figure 2b and c); (ii) with increasing wind speed and wave steep-200

ness, wave breaking increases and a positive trends of the concentrations with both u10N201

and β emerge.202

To measure the individual and joint correlations of u10N and β to the SSA concen-203

tration, a single (cyan dashed lines in Figure 2) and two-parameter fit (blue dashed lines)204

of the form205

log (N) = A · log (u10N) +B · log (β) + C (1)

are applied to the data. Only observations for u10N > 3 m s−1 and β > 0.045 are used206

to focus on the regime, where SSA concentrations are driven by emissions. The curve207

fitting indicates that a combination of wind speed and wave steepness explains the ob-208

servations better than the single parameter fits; the coefficient of determination (R2) is209

larger when using both variables than when using only one variable. Although u10N and210

β have similar exponents (A,B) in the two parameter fits, it is worth noting that N1..2211

and N4..5 appear to be more sensitive to u10N as indicated by the higher R2 of the sin-212

gle parameter fits. The fewer observations during stable atmospheric conditions preclude213

a more detailed analysis of the trends. However they appear to be similar to those found214

under unstable atmospheric conditions (see SI Figure S4).215

3.3 Sea State Related Enhancement of the Dry Deposition Velocity216

The SSA concentrations are a product of the local and upwind meteorological con-217

ditions that determine the emission and removal fluxes. Owing to the rapid variability218

of environmental conditions (in the order of hours), steady state cannot be achieved dur-219

ing the lifetime of SSA (in the order of days). Nevertheless, an equilibrium between emis-220

sion and removal can be hypothesized if observed SSA concentrations are treated as av-221

erage values over a large number of observations made under similar environmental con-222

ditions. Therefore, a balance between the size-dependent SSA emission flux (F ) and the223

total loss rate can be expressed as:224

〈F 〉 = 〈N · (vd + ve + vw)〉 , (2)

where the angular brackets denote the expected values and (vd + ve + vw) is the total225

loss rate. Here vw denotes the loss rate due to wet removal within the MBL. We assume226

vw to be approximately constant, based on the observation that SSA concentrations showed227

no correlation with precipitation observed locally or predicted upwind by the ERA-5 re-228

analysis (see SI Text S4 and Figures S5, S6, and S7). For simplicity we assume that free229

tropospheric air does not contain SSA, i.e., there is complete wet removal when marine230

air enters the free troposphere (Yu et al., 2019).231
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Figure 2. (a): N1..2 as function of u10N and β during unstable conditions. The lines and

shaded areas show u10N×β-binned median and IQR, which are calculated over bins with an equal

logarithmic with of log(1.3), i.e., each bin covers 30% increases in u10N and/or β. The bins have

a 50% overlap for u10N and are non-overlapping for β. The line and marker colors indicate the

bin-median of β and the marker size denotes the number of observations per bin; (b) same as (a)

with swapped roles for β and u10N; (c) and (d): same as (a) and (b), but for N4..5; Blue and cyan

lines show the result of single and two parameter fits based on equation (1) with u10N > 3 m s−1

and β > 0.045. The two parameter fit is displayed using a fixed u10N=8 m s−1 (β = 0.08) and

varying β (u10N).

The influence of atmospheric stability on the concentration profiles, the emission232

flux, and the deposition velocity can be neglected, since the range of atmospheric sta-233

bility observed during the expedition was limited (see Figure 1). This allows to equate234

the emission fluxes under stable and unstable conditions. Considering ve,Stable ≈ 0 we235

obtain236

〈vd + vw〉
〈ve〉

=
〈NUnstable〉

〈NStable〉 − 〈NUnstable〉
, (3)

which relates the observed concentrations and removal processes.237

Equation (3) is used to derive vd. The steps are as follows. First, the process re-238

quires pairs of observations during stable and unstable atmospheric conditions at sim-239

ilar wind speed, sea state, and RH. Such pairs are selected applying a K-means cluster-240

ing (Macqueen, 1967), resulting in 9 cluster pairs, with 7 to 70 observations per cluster.241

For each cluster pair, median concentrations (〈NStable〉 and 〈NUnstable〉) are calculated242

and the variability is measured via bootstrapping (see SI Text S6 for details). Second,243

because better agreement between the deposition velocity models exist at large diam-244

eters (Lewis & Schwartz, 2004), N4..5 is used to initially estimate ve from equation (3).245
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In this step vw is neglected because it is much smaller than vd for these diameters. Third246

ve, is used to estimate vd+vw for the entire size range. The Williams (1982) model pre-247

dicts (vd − vs) to increase proportionally to the white cap fraction, which also scales the248

SSA emission flux and is related to both wind speed and sea state. Hence we separate249

vd and vw by fitting coefficients A, B, and C to250

(vd − vs)1..2 = A · (β · u10N)
B

+ C, (4)

where the offset C = 0.7(±0.2) mm s−1 represents vw (cyan line in Figure 3 a), which251

was used to obtain an estimate of vd(Da) alone for each cluster pair always using equa-252

tion (3).253

Figure 3 shows estimates of vd(Da) from the observations as well as the predicted254

deposition velocities (v̂d) following S. A. Slinn and Slinn (1980) and (ṽd) following Williams255

(1982) for three wind speeds: 6 m s−1 (black curves), 10 m s−1 (purple), and 12 m s−1 (or-256

ange). The models are in relatively good agreement for large diameters Da > 3 µm but257

deviate for smaller sizes. Note that the Williams (1982) model produces notably higher258

deposition velocities, for smaller particles, as it takes the contribution of white caps at259

higher wind speeds into account. However a stronger sea state related enhancement of260

ṽd would be required to match our observations.261

The inset in Figure 3 demonstrates that the deposition velocity enhancement (vd − vs)262

scales with the product of wind speed and wave steepness, following equation 4. This263

is in line with the model of Williams (1982), which suggests such an enhancement due264

to higher transfer rates in rough sea conditions. This result substantiates the claim that265

a rough sea surface significantly enhances the dry deposition velocity and thus reduces266

the lifetime of SSA.267

3.4 Dependency of the SSA Lifetime on Atmospheric Stability268

According to Lewis and Schwartz (2004), the SSA lifetime (τ) can be estimated by269

the ratio of the MBL height and the sum of the loss rates:270

τ =
zi

(vd + vw + ve)
. (5)

We use equation (5) with the estimates of vd, vw, and ve from the 9 cluster pairs.271

The estimates of τ1..2 (τ for N1..2) range from 1 to 5 days, for stable atmospheric con-272

ditions, and from 0.5 to 1.7 days, for unstable conditions. The estimates of τ4..5 range273

from 0.7 to 1.3 days and from 0.4 to 0.9 days, for stable and unstable atmospheric con-274

ditions respectively (see Figure 4a).275

Conceptually, the correlation of SSA concentrations with SSA emissions upwind276

should be high for the duration of their lifetime and then drop. To obtain a benchmark277

estimation of the lifetime of SSA particles, ERA5 reanalysis data (Hersbach et al., 2020)278

are used along the air mass back trajectories to calculate SSA emissions upwind based279

on the Gong (2003) parametrization. We correlate the in situ measured concentrations280

with model concentrations (N int), which are derived by accumulating the upwind emis-281

sions up to an integration times (τint), i.e. assuming zero loss rates (see SI Text S7 for282

model description).283

Figure 4b shows the Pearson correlation coefficient R as function of τint, for N1..2284

and N4..5, respectively. For N1..2 and unstable atmospheric conditions the correlation285

coefficient is highest for τint ≈ 0.4 days and shows a second optimum at τint ≈ 1.4 days286

after which the correlation drops quickly for longer integrations times. Under stable con-287

ditions for N1..2, the highest correlations are reached between 1 and 4 days and the cor-288

relation does not decrease significantly with longer integration times. For N4..5 the op-289
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Figure 3. Deposition velocity as function of Da: Squared markers denote the estimate of

vd using equation (3) from the clusters with a low and high value of u10N·β. The shaded area

denotes the IQR of the bootstrap analysis. Lines and dashes show vd based on (S. A. Slinn &

Slinn, 1980) and (Williams, 1982), respectively; inset: cluster average values of vd−vs as function

u10N·β for (vd − vs)1..2 and (vd − vs)4..5. The curves indicate the trend lines in log-space.

timal correlations are reached earlier than for N1..2, between τint ≈ 0.3 days and 1 day290

in unstable conditions and between 1 and 2 days in stable conditions. These estimates291

match with the lifetimes calculated with equation (5) for each of the cluster pairs. For292

robustness, we repeated the exercise with the Spearman rank coefficient and obtained293

similar results (see SI Figure S11).294

The shorter lifetime of SSA in unstable atmospheric conditions is ascribed to the295

entrainment of free tropospheric air at the top of the MBL, which is predominantly driven296

by convection. In fact, ve estimated with equation 3 correlates strongly with −u∗·∆TUnstable,297

a tracer for the sensible heat flux at the ocean surface (see SI Figure S10). In stable con-298

ditions (ve = 0) SSA lifetimes are only controlled by dry and wet deposition, which leads299

to a much larger variability. The effect of atmospheric stability is less pronounced for300

large SSA, for which the lifetime is mainly limited by dry deposition.301
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Figure 4. (a) τ1..2 and τ4..5 calculated form equation (5) for the 9 cluster pairs. The shaded

squares indicate the IQR; (b) Pearson correlation coefficient between the observed number con-

centrations N1..2 and Nint(τint) as function of the integration time τint for stable and unstable

atmospheric conditions. Correlation reached for τint=10 days is indicated by the transparent

markers; (c) same as (b) but for N4..5.
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4 Conclusions302

Collocated observations of wind speed, sea state, and water and air temperature303

(atmospheric stability) over the Southern Ocean are used to determine effects on SSA304

concentrations and lifetime. Results show that both wind speed and wave steepness, in-305

fluence SSA number concentration through emission and deposition processes. SSA num-306

ber concentration correlated positively with wind speed and wave steepness, for wind speeds307

> 3 m s−1 and wave steepness > 0.045. For increasing wind speed and wave steepness308

the dry deposition velocity of particles / 3 µm is greatly enhanced compared to model309

estimates. Our analysis provides evidence that not only higher wind speed increases the310

dry deposition velocity, as is known, but also higher wave steepness. This aligns with the311

dry deposition model of Williams (1982), who suggests enhanced deposition over a wa-312

ter surface covered by white caps compared to an undisrupted water surface. Although313

our observations cover a limited size range (0.7 µm<Da< 6 µm), these findings may be314

of high relevance for the estimation of lifetimes of smaller particles over the ocean. Re-315

sults also show that atmospheric stability notably influences the SSA number concen-316

tration. During stable atmospheric conditions N1..2 were 90% higher, and N4..5 60%, com-317

pared to unstable conditions. This relates to the air entrainment from the free tropo-318

sphere to the MBL in unstable conditions, which dilutes the SSA concentration. We es-319

timate an enhancement of SSA atmospheric lifetime of approximately a factor of 2 for320

stable conditions. Wet deposition within the MBL plays only a minor role for this dataset.321

The summer Southern Ocean is characterized by a significant fraction of atmospheric322

stable conditions (occurring 25% of the time during the ACE voyage), a particularity of323

high latitudes compared to the remaining global ocean (Young & Donelan, 2018). At the324

same time, the region is subject to much higher wave steepness (Badulin et al., 2018).325

SSA is an important contribution to CCN over the Southern Ocean and hence relevant326

for cloud properties (Schmale, Baccarini, et al., 2019). Correctly simulating cloud cover327

over the Southern Ocean is important to represent the energy balance of the region and328

improving SSA representation in global models is likely to help reduce the bias (Regayre329

et al., 2020). The presented results highlight that the correct simulation of sea state to-330

gether with atmospheric stability are key to estimating the lifetime and resulting climatic331

effects of SSA.332
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6Deparment of Physics, Università di Torino, Turin, 10125, Italy

Contents of this file

1. Text S1 to S7

2. Figures S1 to S11

Introduction

This supporting information is intended to provide additional details that may be rel-

evant to further studies. Texts S1 provides additional details on the measurements of
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the aerosol number concentrations; Text S2 motivates the classification of the observed

SSA based on their size; Text S3 provides details on the settling and deposition veloc-

ity parametrizations; Text S4 elaborates on the lack of correlation found between SSA

number concentrations and precipitation observed locally or predicted upwind by the

ERA-5 reanalysis; Text S5 provides the relation between ERA-5 reanalysis estimates of

the boundary layer height and the observed wind speed and atmospheric stability as well

as the relation between wave steepness and u10N during stable and unstable atmospheric

conditions; Text S6 provides further detail on the analysis presented in Section 3.3; and

Text S7 provides the details to the air mass back trajectory analysis and the inferring of

the aerosol life-time from the correlation of the observed number concentration with the

conditions encountered upwind.

Text S1: Details on the Aerosol Measurements and Size Conversions

The TSI 3321 Aerodynamic Particle Sizer (APS) was installed in a container on the

foredeck behind a standard Global Atmosphere Watch whole air inlet, which cleared the

container top by 1.5 m placing the sample height approximatly at 15 m a.s.l. The RH in

the sampling line did not exceed 40% and it can be expected that efflorescence of the SSA

particles has occurred before they were sized by the APS measured, which consequently

measured the dry aerodynamic diameter of the particles. A test of the particle sizing in

August 2018 showed high accuracy for Da ≤ 1 µm and a potential overestimation of Da

by 22% for Da> 3 µm. The number concentrations (n(Da) := dN/d logDa |Da) have been

corrected for experimentally determined inlet line losses (17%) as described in Schmale et

al. (2019).
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The conversion of Da into the volume equivalent dry diameter (Dve) is given by:

Dve = Da

√
χc · ρ0

ρss

, (S1)

where χc = 1.08 is the shape factor for cubic particles and ρss = 2.017 kg m−3 is the

density of sea salt (Zieger et al., 2017). For SSA particles one obtains Dve ≈ 0.7Da.

The diameter of the aerosols at ambient conditions (Dp(RH)) is given by

Dp(RH) = Dve · ge(RH), (S2)

were ge(RH) denotes the RH dependent hygroscopic growth factor of the particles.

Text S2: Classification into “Medium” and “Large” SSA

We define the number concentration integrated over a certain size range as

Nx..y :=

∫ y

x

n(Da)d logDa (S3)

and use N1..2 (Diameter in µm) to represent the “medium” and N4..5 to represent the

“large” SSA, respectively. Our classification of the observed size range in “medium” and

“large” SSA is motivated by the different relation of the two parts of the number size

distribution with RH. This is also reflected in the correlation of n(Da) from the different

size bins. Figure S1 shows the correlogram (pair wise correlation coefficients) of the

number concentrations measured at the different APS size bins. Two distinct groups of

aerosol populations are visible within the size range covered by the APS, that separate at

Da ≈ 3 µm. The correlation between neighbouring size bins is higher for “medium” SSA,

where removal and dilution processes are size independent. The cross correlation between

the “large” SSA size bins decays quicker, as these are subject to stronger removal with
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increasing particle size. For Da ' 6 µm the low concentrations approach the detection

limit of the APS, which results in a very low correlation of neighbouring bins. For the size

bins with Da < 1 µm number concentrations are also less correlated, which may indicate

that these number concentrations may have been influenced by other processes potentially

unrelated to SSA.

Text S3: Settling and Deposition Velocity Parametrizations

The settling velocity that describes the slow falling of the particles depends on the

density (ρp) and cross section (∝ D2
p) of the particle and is given by

vs = g · (ρp − ρair) ·D2
p · Cc · (18µa)

−1, (S4)

were g is the constant of gravity, Cc is the Cunningham slip correction factor, ρair the

density of air, and µa the dynamic viscosity of air.

The density and diameter of the SSA are both dependent on RH. Here we utilize the

parametrisation of ge(RH) for inorganic sea salt particles provided by (Lewis, 2006). Our

data set covers the range 60%<RH< 100% and we make the assumption that the SSA

have not undergone efflorescence during their life-time. We further neglect the size de-

pendence of ge(RH) based on the Kelvin effect (e.g., Lewis, 2006), which would suggest

about 3% higher ge(RH) for the observed size range. In order to account for the change

in ρp we assume additivity of the volumina, compare Eq. (3) in (Quinn & Ondov, 1998),

i.e.,

ρp(RH) = ρss [ge(RH)]−3 + ρH2O

(
1− [ge(RH)]−3) (S5)

Inserting Eqations (S2) and (S5) in (S4) and neglecting the density of air, we obtain
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vs(RH) = vs0

(
g2
e

ρH2O

ρss

+
1

ge
(1− ρH2O

ρss

)

)
, (S6)

where vs0 denotes the settling velocity of dry SSA particles. For this data set, the un-

certainty of Da for larger diameters (22%) leads to a relative uncertainty in vs of about

44%.

Text S4: No Correlation with Precipitation

During ACE precipitation > 10−3 mm hr−1 was observed for less than 20% of the time.

During unstable atmospheric conditions weak precipitation events < 10−1 mm hr−1 where

about two times more frequent than during stable atmospheric conditions. However,

strong precipitation occurred at approximately the same frequency under both conditions

(See Figure S5).

The efficiency of below-cloud scavenging has been found to be strongly dependent on

aerosol size (Pripachkin & Budyka, 2020), however negligible compared to the in-cloud

scavenging (Seinfeld & Pandis, 2006), which is assumed to be rather independent of size

once the aerosols are large enough to act as CCN (Wood, 2006). The wet deposition

velocity (within the MBL) is given by:

vw = λi hcloud + λb (zi − hcb) ≈ λi hcb, (S7)

where hcb is the cloud base height, and λi and λb are the in and below cloud scavenging

coefficients, which are both a function of rain rate, however λi depends additionally on the

nucleation efficiency and λb on the size dependent scavenging efficiency. Albeit modulated

by nucleation efficiency, wet removal scales with the precipitation rate and one would

expect a negative correlation of the SSA number concentrations with precipitation. During
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ACE a correlation with precipitation was not observed neither for local precipitation rates

(Figure S6 a) nor for precipitation values from the ERA-5 reanalysis (Figure S6 b), also not

if they were integrated along the air mass back trajectories for 12 or 24 hours (Figure S7 a,

and b). This leads us to the conclusion that wet deposition within the MBL did not

modulate the observed SSA concentration significantly and that we can incorporate wet

deposition in Eq. (1) as an unknown constant term for which we assume: (i) vw,Stable ≈

vw,Unstable based on the similar distributions of the rain rate over the two subsets of stable

and unstable atmospheric conditions (See Figure S5), (ii) vw is independent of particle size

within the observed size range, and (iii) vw � vd for (Da > 4 µm). Note that the efficient

wet removal occurring in convective up-drafts (Yu et al., 2019) does not contribute to vw

because the thereby depleted air will predominantly leave the MBL.

Text S5: Relation of Boundary Layer Height and Wave Steepness to Wind

Speed and Atmospheric Stability

The ECMWF reanalysis product ERA-5 (Hersbach et al., 2020) provides estimates of

zi based on the Richardson number method. Figure S2 shows zi as a function of u10N and

∆T . The data shows a strong correlation between zi and u10N with similar median values

for stable and unstable atmospheric conditions.

Figure S3 shows β as a function of u10N and ∆T . The data shows a strong correla-

tion between β and u10N with similar median values for stable and unstable atmospheric

conditions.

Text S6: Details on the Number Concentration Ratio Analysis for the Esti-

mation of Entrainment and Deposition Velocities
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In order to ensure similar emission flux and dry deposition velocities, the analysis pre-

sented in Sec. 3.3 requires pairs of observations made at similar wind speed, sea state,

and RH, but under stable and unstable atmospheric conditions. To obtain such pairs a

k-means cluster analysis on the parameter space X = [log(u10N), log(β), log(vs(RH))] was

performed on the subset with ∆T > 0◦C in order to obtain groups of data with similar

conditions. For each cluster center observations with (d < log(1.3)) where attributed to

the cluster. This leads to a small overlap between neighbouring clusters. Corresponding

observations under unstable atmospheric conditions were selected based on the euclidean

distance to the cluster centres of the stable subset (d = |XUnstable −Xc,Stable|), requiring

(d < log(1.3)). From the unstable subset only observations with ∆T < −0.2◦C were

used, in order to ensure ve > 0. The resolution of APS is nmin = 3.9 · 10−3 counts per size

bin. In order to reduce the uncertainty due to counting statistics only observations with

n(Da) > 4 · 10−2 for Da≤ 5 µm, where used.

The analysis was started with 25 cluster seeds, of which 16 could not be used due to

insufficient number of observations in clusters for either stable or unstable atmospheric

conditions. Consequently nine cluster pairs remained with observations per cluster ranging

from 7 to 70 for both stable and unstable atmospheric conditions. The [log(u10N), log(β)]

coordinates of the cluster centres span a subset of the parameter space covered during

ACE (Figure S8 a), since extreme values were not sampled often enough. For interme-

diate conditions, however, similar parameter combinations were sampled several times

(Figure S8 b), so that the average of concentrations can be assumed to be similar to the

steady state value.
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The ratio NUnstable(NStable−NUnstable)
−1 was calculated for each cluster pair and used to

estimate ve and then vd(Da) + vw (see Figure S9). The uncertainty of the estimates was

inferred by running 50 bootstrap samples with 66% of the observations randomly selected

from the stable and unstable cluster. The median of the bootstrap samples is used as best

estimate and the IQR to infer the uncertainty. After this first iteration vw was inferred

form a fit to Eq. (4) (see inset in Figure S9).

The cluster median estimates of ve show a strong correlation with the magnitude of

the air sea temperature gradient during unstable conditions (−∆TUnstable) (R2 = 0.74)

and wind speed (R2 = 0.92), but the strongest correlation (R2 = 0.97) to the prod-

uct −∆TUnstable · u∗ that defines the sensible heat flux during unstable conditions (see

Figure S10).

Text S7: Air Mass Back Trajectory Analysis

Air mass history was inferred using the Lagrangian analysis tool LAGRANTO (Wernli

& Davies, 1997; Sprenger & Wernli, 2015; Thurnherr et al., 2019). Trajectories where

released at various pressure levels and all back trajectories with release height h < zi were

used to estimate the mean travel time over the open ocean and the time when the air

masses had last been in contact with land (when they have passed a grid cell where the

ERA-5 land sea mask (LSM) was non zero).

Back trajectories with release height h < zi were also used to calculate an estimated

SSA concentrations base on a simplified source flux and deposition assumption: For each

time step ∆t = 3 h along the trajectory an incremental contribution to the concentration

was estimated as
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δN =
F ∆t

zi
(1− LSM), (S8)

where the source flux F is parametrised as F = u3.41
10N (Gong, 2003) and the dilution

in the local boundary layer is scaled with the term z−1
i , based on the assumption of

efficient mixing within the MBL. The ERA-5 land sea mask (LSM) is used to restrict SSA

production to the water surface. The predicted concentration is now calculated, for each

back trajectory, by summing up all contributions along the trajectory up to an integration

time τint and averaged over all trajectories:

Nint(τint) =

〈
j=τint(∆t)

−1∑
j=0

δNj

j∏
k=0

σk

〉
, (S9)

were the source sensitivity factor (σ) is set to one as long as the trajectory remains within

the boundary layer ((h < zi)t=tj) and to zero once the boundary layer has been left,

assuming that air masses outside of the MBL are depleted in > 0.7 µm particles. In other

words the deposition velocities are neglected.

By computing the correlation between the measured (N1..2 and N4..5) and Nint(τint) we

can achieve a rough approximation of the average life time of the SSA. Figure 4 shows

the Pearson correlation coefficient of N1..2(N4..5) and Nint(τint) as function of τint while

Figure S11 show the Spearman rank coefficient.
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Figure S1. Correlogram of the number concentrations per size bin (correlation coefficients of

the pairwise correlations).
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Figure S2. Boundary layer height predicted by the ERA-5 reanalysis as a function of wind

speed and air-sea temperature gradient. Bin-median values and IQR, calculated over 2 m s−1

wide wind speed bins with 75% overlap are shown separately for stable and unstable conditions.

Only data points, for which aerosol and sea state measurements where available, are shown in

this figure.
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Figure S3. Wave steepness as a function of wind speed and air-sea temperature gradient.

Bin-median values and IQR, calculated over 2 m s−1 wide wind speed bins with 75% overlap, are

shown separately for stable and unstable conditions.
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Figure S4. Pendant to Figure 2 but for stable atmospheric conditions.
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Figure S5. Histogram of total precipitation rate (rain and snow fall) observed under stable

and unstable atmospheric conditions. The shading indicates the IQR estimated with a bootstrap

analysis (100 runs with 66% sample size).
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Figure S6. (a) Box and whiskers plot of N1..2 for ranges of wind speed and observed total

precipitation rate (rain and snow fall); (b) same as (a) but for total precipitation from the ERA-5

reanalysis.
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Figure S7. (a) Box and whiskers plot of N1..2 for ranges of wind speed and ERA-5 total

precipitation rate (rain and snow fall) averaged along the airmass back trajectories over the

previous 12 hours; (b) same as (a) but for averaging over the previous 24 hours;
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Figure S8. (a) Cluster centres as [log(u10N), log(β)] coordinates, symbols denote stable and

unstable atmospheric condition. Only the 9 clusters, which are used in the analysis are shown

in color, the other cluster centres are shown in gray; (b) Centres of the used clusters (left axis)

and N1..2 (right axis) plotted as function of time.
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Figure S9. (a) Deposition velocities as function of Da: the solid lines denote (vd(Da) + vw)

estimated from each cluster pair via Eq. (4) (first iteration), with the color indicating u10N · β

and the shading the IQR from the bootstrap analysis. Dashed lines in matching color show v̂d

based on (Slinn & Slinn, 1980). The cyan line indicates the offset from the fit to Eq. (4), which

we equate to vw; (b): the scatter shows (vd(Da) + vw)1..2 as function of u10N · β and the line the

best fit to Eq. (4).
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Figure S10. Entrainment rate ve estimated from each cluster pair via Eq. (4) as function of

−∆TUnstable · u∗. The small dots denote the results from the individual bootstrap runs and the

squares the median values per cluster.
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Figure S11. (a) τ1..2 and τ4..5 calculated form Eq. (5) for the cluster pairs. The shaded squares

indicate the ranges; (b) Spearman rank coefficient between the observed number concentrations

N1..2 and N1..2predicted(τint) as function of the integration time τint for stable and unstable

atmospheric conditions. R reached for τint=10 days is indicated by the transparent markers; (c)

same as (b) but for N4..5.
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