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Abstract

Coastal salt marshes store large amounts of carbon but the magnitude and patterns of greenhouse gas (GHG; i.e., carbon

dioxide (CO) and methane (CH)) fluxes are unclear. Information about GHG fluxes from these ecosystems comes from studies

of sediments or at the ecosystem-scale (eddy covariance) but fluxes from tidal creeks are unknown. We measured GHG

concentrations in water, water quality, meteorology, sediment CO efflux, ecosystem-scale GHG fluxes, and plant phenology; all

at half-hour time-steps over one year. Manual creek GHG flux measurements were used to calculate gas transfer velocity ()

and parameterize a model of water-to-atmosphere GHG fluxes. The creek was a source of GHGs to the atmosphere where tidal

patterns controlled diel variability. Dissolved oxygen and wind speed were negatively correlated with creek CH efflux. Despite

lacking a seasonal pattern, creek CO efflux was correlated with drivers such as turbidity across phenological phases. Overall,

night-time creek CO efflux (3.6 ± 0.63 μmol/m/s) was over two times higher than night-time marsh sediment CO efflux (1.5

± 1.23 μmol/m/s). Creek CH efflux (17.5 ± 6.9 nmol/m/s) was four times lower than ecosystem-scale CH fluxes (68.1 ± 52.3

nmol/m/s) across the year. These results suggest that tidal creeks are potential hotspots for CO emissions and could contribute

to lateral transport of CH to the coastal ocean due to supersaturation of CH (>6000 μmol/mol) in water This study provides

insights for modelling GHG efflux from tidal creeks and suggests that changes in tide stage overshadow water temperature in

determining magnitudes of fluxes.
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 A creek was a hotspot for CO2 efflux compared to the surrounding landscape 19 

 Changes in tide stage, not water temperature variability, regulated diel creek CO2 and 20 
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 The relative influence of non-tidal drivers of creek CO2 and CH4 efflux varied by plant 22 

phenological phases  23 
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Abstract 24 

Coastal salt marshes store large amounts of carbon but the magnitude and patterns of greenhouse 25 

gas (GHG; i.e., carbon dioxide (CO2) and methane (CH4)) fluxes are unclear. Information about 26 

GHG fluxes from these ecosystems comes from studies of sediments or at the ecosystem-scale 27 

(eddy covariance) but fluxes from tidal creeks are unknown. We measured GHG concentrations 28 

in water, water quality, meteorology, sediment CO2 efflux, ecosystem-scale GHG fluxes, and 29 

plant phenology; all at half-hour time-steps over one year. Manual creek GHG flux 30 

measurements were used to calculate gas transfer velocity (k) and parameterize a model of water-31 

to-atmosphere GHG fluxes. The creek was a source of GHGs to the atmosphere where tidal 32 

patterns controlled diel variability. Dissolved oxygen and wind speed were negatively correlated 33 

with creek CH4 efflux. Despite lacking a seasonal pattern, creek CO2 efflux was correlated with 34 

drivers such as turbidity across phenological phases. Overall, night-time creek CO2 efflux (3.6 ± 35 

0.63 µmol/m
2
/s) was over two times higher than night-time marsh sediment CO2 efflux (1.5 ± 36 

1.23 µmol/m
2
/s). Creek CH4 efflux (17.5 ± 6.9 nmol/m

2
/s) was four times lower than ecosystem-37 

scale CH4 fluxes (68.1 ± 52.3 nmol/m
2
/s) across the year. These results suggest that tidal creeks 38 

are potential hotspots for CO2 emissions and could contribute to lateral transport of CH4 to the 39 

coastal ocean due to supersaturation of CH4 (>6000 µmol/mol) in water. This study provides 40 

insights for modelling GHG efflux from tidal creeks and suggests that changes in tide stage 41 

overshadow water temperature in determining magnitudes of fluxes. 42 
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1 Introduction 51 

Coastal salt marshes are becoming increasingly of interest to carbon cycle science due to 52 

the large amounts of carbon sequestered in their sediments (Howard et al., 2017). These systems 53 

are disproportionately important to the global carbon cycle relative to their small global area 54 

(22,000-400,000 km
2
); on average they store 10 times more carbon per unit area than terrestrial 55 

forests (McLeod et al., 2011). However, stored carbon is vulnerable to increased erosion and 56 

decomposition due to sea level rise (Jones et al., 2018; Ruiz-Fernández et al., 2018), habitat 57 

disturbance from land cover change and seagrass accumulation, (Macreadie et al., 2013; 58 

Pendleton et al., 2012), and increased heterotrophic respiration due to rising temperatures (Bond-59 

Lamberty et al., 2018; Kirwan et al., 2014). The vulnerability of these large carbon stocks 60 

requires detailed research into the magnitudes, patterns, and drivers of carbon exchange across 61 

different landscape features in salt marshes. 62 

Coastal salt marshes are hotspots for carbon storage because they are sub-to-anoxic, 63 

which decreases the rate of heterotrophic decomposition of soil organic carbon (SOC). In wet 64 

sediments, limited oxygen supply drives anaerobic metabolism by soil microbes, which lowers 65 

CO2 emissions compared to upland terrestrial environments where aerobic metabolism 66 

dominates (Greenwood, 1961; Raich & Schlesinger, 1992). Moreover, sulfate-reducing bacteria 67 

compete with methanogens for substrate, thereby lowering CH4 production (Tobias & Neubauer, 68 

2009). The slow rate of carbon oxidation in marsh sediments thus results in large accumulations 69 

of SOC within these ecosystems (Chmura et al., 2003). However, there is a delicate balance 70 

between anaerobic and aerobic conditions in these tidal systems due to the tidal ebb and flood, 71 

which changes the redox conditions of the sediments near tidal channels (Baumann et al., 2015). 72 

These dynamic conditions could promote emissions of CO2 and CH4 from the land surface and 73 
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water-to-atmosphere via changes in oxygen concentrations and redox oscillations (Moseman-74 

Valtierra 2012). Therefore, understanding the patterns and drivers of salt marsh greenhouse gas 75 

(GHG; i.e., CO2 and CH4) efflux is important to understand how SOC in salt marshes will 76 

respond to weather variability and global environmental change. 77 

The majority of salt marsh GHG efflux studies have focused on soils/sediment (Chmura 78 

et al., 2011, 2016; Tong et al., 2010, 2013; Capooci et al., 2019) or used eddy covariance towers 79 

at ecosystem-scale (Forbrich et al., 2015, 2018; Moffett et al., 2010), but the dynamics of GHG 80 

efflux from tidal creeks are currently unknown. Past studies on soil GHG fluxes revealed that 81 

tidal patterns play an important role in GHG dynamics in these ecosystems. These tidal patterns 82 

affect both CO2 (Huertas et al., 2017) and CH4 emissions (Tong et al., 2010) by increasing the 83 

aerobic zone in the sediment profile near tidal creeks with the ebbing tide and decreasing the 84 

aerobic zone with the flooding tide. Tides also affect the conditions for GHG efflux by moving 85 

sediments, organic matter, and nutrients into and out of the marsh (Fagherazzi et al., 2013). 86 

Despite the knowledge of tides as an important GHG efflux control, to our knowledge there have 87 

been no studies of GHG efflux directly from marsh tidal channels or creeks. These landscape 88 

features have been shown to be important sources of dissolved inorganic carbon to estuaries 89 

(Neubauer & Anderson, 2003; Wang & Cai, 2004; Wang et al., 2016), and may be important 90 

contributors of CH4 and CO2 efflux in marsh ecosystems. 91 

Previous studies on GHG efflux from terrestrial streams, mangrove tidal creeks, and 92 

coastal rivers found that flowing waters have high GHG efflux and suggest that GHG efflux 93 

from salt marsh creeks could be higher per unit area than the surrounding landscape (Call et al., 94 

2015; Lauerwald et al. 2015; Linto et al., 2014; Raymond et al., 2013; Yang et al., 2017). 95 

Therefore, our overarching goal was to characterize the temporal dynamics and magnitudes of 96 
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CO2 and CH4 efflux from a temperate salt marsh tidal creek. In particular, we aimed to a) 97 

measure the temporal patterns and magnitudes of CO2 and CH4 efflux from a salt marsh creek; b) 98 

identify the biophysical drivers for CO2 and CH4 efflux throughout the year; and c) determine 99 

how the magnitudes of CO2 and CH4 efflux compare to those from sediments and at the 100 

ecosystem-scale.  101 

We explored four interrelated hypotheses: First, we hypothesized that creek GHG 102 

emissions would be higher in the summer due to the temperature dependence of heterotrophic 103 

respiration (Zhong et al., 2013) and methanogenesis (Yvon-Durocher et al., 2014). Second, 104 

water-to-atmosphere GHG efflux would be highest during ebb and flood tides as the water is 105 

moving faster than compared to the low flows at high and low tides. This hypothesis is supported 106 

by the fact that faster water velocity usually has a higher gas transfer velocity (Raymond et al., 107 

2012). Third, dissolved oxygen and salinity are likely negative controls on CH4 emissions due to 108 

their inhibiting effect on methanogenesis (Poffenbarger et al., 2011; Tobias & Neubauer, 2009). 109 

Fourth, the creek’s CO2 emissions (per unit area) could be higher than the surrounding soil 110 

emissions because of the high GHG efflux potential of flowing waters (Lauerwald et al., 2015; 111 

Linto et al., 2014). We addressed this research by taking advantage of automated measurements 112 

of CO2 and CH4 concentrations (alongside a wide array of ancillary information) which provided 113 

unprecedented information about temporal patterns of GHG emissions in tidal salt marshes. 114 

 115 

2 Materials and Methods 116 

2.1 Study Site 117 

This study was carried out in the St. Jones Reserve, a component of the Delaware 118 

National Estuarine Research Reserve in Dover, Delaware, U.S.A. The study site is part of the 119 
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AmeriFlux (site ID: US-StJ) and Phenocam (site ID: stjones) networks. The GHG concentration 120 

and efflux sampling location was located at Aspen Landing within a microtidal (mean tide range 121 

of 1.5 m), mesohaline (typical salinity of 5-18 ppt) salt marsh (Delaware Department of Natural 122 

Resources and Environmental Control, 2006) tidal creek. The creek makes up 6.9% of the area of 123 

the study site (Supplementary Figure 1). Spartina alterniflora is the dominant plant species, 124 

making up 62.2% of the marsh’s land cover with the invasive Phragmites australis representing 125 

13.4% (Delaware Department of Natural Resources and Environmental Control, 2006). The 126 

reserve is located on the Atlantic Coastal Plain geologic unit (DNREC, 2006) and made up of 127 

40% Transquaking and 40% Mispillon soils consisting of layers of mucky peat, muck, mucky silt 128 

loam, and silt loam (Soil Survey Staff, 2019). The climate is temperate with four distinct seasons 129 

and an average maximum July temperature of 31.7 °C and an average minimum January 130 

temperature of 4.4 °C (Delaware Department of Natural Resources and Environmental Control, 131 

2006). Average precipitation is 117 cm/yr with an average snowfall of 40 cm/year (Delaware 132 

Department of Natural Resources and Environmental Control, 2006). 133 

 134 

2.2 Plant Phenological Stages  135 

The phenological stages were identified using the greenness index (GI), a vegetation 136 

index derived from a time lapse of Red, Green and Blue (i.e., RGB) photographs of vegetation 137 

cover that quantifies the number of green pixels relative to the overall brightness (Gillespie et al., 138 

1987). Data were divided by phenophase as plant phenology determines primary productivity of 139 

terrestrial ecosystems (Flanagan, 2009; Richardson et al., 2010; Wu et al., 2013), and influences 140 

fluxes of dissolved organic carbon between salt marsh sediments and the water column (Dausse 141 

et al., 2011). The study site follows the PhenoCam network’s protocol for data collection, storage 142 
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and processing (Seyednasrollah et al., 2019). A NetCam SC camera (StarDot Technologies, 143 

Buena Vista, CA, USA) took RGB photographs every half hour, and we identified a region of 144 

interest (ROI) adjacent to the creek. The ROI was represented mainly by S. cynosuroides with 145 

some S. alterniflora. Phenocam data were analyzed from March 3
rd

, 2017 to December 13
th

, 146 

2017. Phenology data were revised, analyzed, and divided into phenophases using the Phenopix 147 

R package (Filippa et al., 2016). Data revision consisted of calculating the daily averages of the 148 

greenness index and filtering out images that were too dark. Four distinct phenophases were 149 

identified based on the greenness index: a) Dormant for when the plants were inactive during 150 

winter; b) Greenup for when the plants were initially growing following the Dormant 151 

phenophase; c) Maturity for when the plants reached a peak in greenness; and d) Senescence for 152 

when the plants started losing greenness as they moved into the Dormant phenophase.  153 

 154 

2.3 Creek CO2 and CH4 Fluxes 155 

The concentrations of CO2 (pCO2) and CH4 (pCH4) within the water of the creek were 156 

measured from March 3
rd

, 2017 to December 13
th

, 2017. We used an eosGP CO2 Concentration 157 

Probe (Eosense, Dartmouth, NS, Canada) with a calibration range of 0-20,000 µmol/mol, an 158 

equilibration time of < 90 seconds, and an accuracy of +/- 200 µmol/mol, and a Mini-Pro CH4 159 

Probe (Pro Oceanus, Bridgewater, NS, Canada) with a calibration range of 0-10,000 µmol/mol, 160 

an equilibration time of four minutes, and an accuracy of +/- 200 µmol/mol. Data were collected 161 

every minute, corrected for changes in pressure and temperature, and averaged into 30-minute 162 

intervals. Probes were cleaned with deionized water every two weeks to prevent sediment 163 

accumulation and biofilm build-up in the sensor membranes.  164 
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Manual measurements of CO2 and CH4 efflux from the creek were taken every two 165 

weeks from September 2017 to December 2017 along with four 24-hour sampling campaigns 166 

(two neap tides; 9/1/17, 11/9/17, two spring tides; 9/18/17, 11/3/17) to capture tidal diel patterns. 167 

Each campaign sampled over the course of two tidal cycles, with measurements at low, flood, 168 

high, and ebb tide, for a total of eight measurements. Low tide was defined as the half-hour 169 

before and after the local minima of the water level, while high tide used the local maxima. Each 170 

local minima and maxima were calculated using the Tides package in R (Cox & Schepers, 2017). 171 

Flood tide was assigned to all measurements taken after low tide but before high tide, and ebb 172 

tide was assigned to all measurements taken after high tide but before low tide. Low tide ranged 173 

from -0.26 to -0.16 meters above sea level, flood and ebb tide ranged from -0.16 to 0.665 meters 174 

above sea level, and high tide ranged from 0.665 to 1.16 meters above sea level. 175 

 A closed-system floating flux chamber (20 cm in diameter; Rawitch, 2016) was coupled 176 

with an Ultraportable Greenhouse Gas Analyzer (Los Gatos Research, Santa Clara, CA, USA) 177 

with a range and error of 1–20,000 ± 0.3 ppm for CO2 and 0.01–100 ± 0.002 ppm for CH4 for 178 

flux measurements. Each manual measurement lasted 3 minutes to allow the gases to accumulate 179 

and the change in concentration within the chamber was recorded every two seconds. Creek 180 

GHG effluxes were calculated with a linear equation using the change in gas concentration over 181 

time, chamber volume and area, atmospheric pressure, water temperature, and the ideal gas law 182 

constant as described in previous studies (Pearson et al., 2016; Warner et al., 2017). Three 183 

consecutive manual measurements were taken and averaged to represent one measurement in 184 

time for subsequent analyses. A total of 38 averaged measurements were recorded and included 185 

in the final model calibration. 186 

 187 
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2.4 Water-to-Atmosphere Flux Model 188 

Automatic concentrations and manual flux measurements of each GHG were used with 189 

Equations 1 and 2 (Van Dam et al., 2019; Wanninkhof 2014) to build a model of water-to-190 

atmosphere GHG efflux from the tidal creek. First, the gas transfer velocity was calculated as: 191 

𝒌 =  
𝒇𝑮𝒂𝒔(𝒎𝒆𝒂𝒔𝒖𝒓𝒆𝒅)

∆𝒑𝑮𝒂𝒔∗𝒌𝟎
    (Equation 1) 192 

 193 

where k is the gas transfer velocity (m/s), ΔpGas is the difference between the concentrations of 194 

the GHG of interest in the water and the atmosphere (µmol/mol), k0 is the solubility coefficient 195 

of the GHG of interest (mol/L/atm), and fGas(measured) is the measured flux (from manual 196 

measurements) of the GHG of interest (µmol/m
2
/s). For each GHG, a k was calculated for each 197 

of the four tide stages using the mean of all measurements taken at each tide stage. Then 198 

fGas(modelled), representing the predicted GHG efflux (µmol/m
2
/s), was calculated as: 199 

 200 

𝒇𝑮𝒂𝒔(𝒎𝒐𝒅𝒆𝒍𝒍𝒆𝒅) = 𝒌 ∗ 𝒌𝟎 ∗  𝜟𝒑𝑮𝒂𝒔   (Equation 2) 201 

 202 

where k is the gas transfer velocity for a specific tidal stage, and ΔpGas is the difference between 203 

the concentrations of the GHG of interest in the water and the concentration of the GHG in the 204 

atmosphere for a specific tidal stage (associated with the respective k). Site-specific k values 205 

were used for the gas flux model calculation but standardized k600 values were calculated for 206 

easier comparison with other gas transfer studies using Equation 3 with n as 0.5 (Lorke et al., 207 

2015) and a temperature and salinity dependent Schmidt number (Sc; Wanninkhof 2014): 208 

𝒌𝟔𝟎𝟎 =  𝒌 ∗
𝟔𝟎𝟎

𝑺𝒄

−𝒏
     (Equation 3) 209 

 210 
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2.5 Ancillary Measurements 211 

 Ecosystem-scale CO2 and CH4 fluxes were measured by the Eddy Covariance (EC) 212 

technique. The EC tower is equipped with a WindMaster Pro anemometer, model 160724 (Gill 213 

Instruments, Lymington, Hamisphere, UK), a LI-7200RS enclosed path CO2/H2O Analyzer and 214 

a LI-7700 open path CH4 analyzer, both sensors from LI-COR (LI-COR Environmental, Lincoln, 215 

NE, USA). All data were collected at 10 Hz, processed in EddyPro 6.2.0 Software from LI-COR 216 

(LI-COR Environmental, Lincoln, NE, USA) and corrected for potential misalignments of the 217 

anemometer, turbulence fluctuations, and air density fluctuations following AmeriFlux protocols. 218 

For this study we used nighttime net ecosystem exchange (NEE) as a representation of 219 

ecosystem respiration (Barba et al., 2018; Mahecha et al., 2010) and compared it solely to 220 

nighttime soil and creek CO2 efflux. All available data, both nighttime and daytime, were used 221 

for comparing ecosystem-scale CH4 fluxes to creek CH4 fluxes. 222 

Soil CO2 fluxes (representing total soil respiration) were measured from bare sediments 223 

within a vegetated plot every 5 minutes with the eosFD Soil CO2 Flux Sensor (Eosense, 224 

Dartmouth, NS, Canada) at two different locations – approximately 13 and 51 m from the creek 225 

bank. The chamber footprint measured 10.2 cm in diameter and measurements from both 226 

chambers were averaged together for all analyses. The eosFD uses forced diffusion to regulate 227 

gas flow through a diffusive membrane rather than a more traditional mechanical pump, as seen 228 

in other closed chamber set-ups (Risk et al., 2011). The water quality parameters (measured in 15 229 

min intervals) of temperature, salinity, water level, turbidity, and dissolved oxygen were 230 

measured with a YSI 6600 sonde (YSI Inc., Yellow Springs, OH, USA) The weather parameters 231 

(measured in 15 minute intervals) of barometric pressure, wind speed, total photosynthetically 232 

active radiation, and total precipitation, were measured with a CR1000 Meteorological 233 
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Monitoring Station (Campbell Scientific, Logan, UT, USA).  Both the water quality and weather 234 

parameters followed the Centralized Data Management Protocol from the National Estuarine 235 

Research Reserve System (NERRS) (NERRS, 2015). All measurements underwent QA/QC (e.g., 236 

check for outliers, data inconsistencies) and were averaged into 30 minute and daily averages for 237 

further data analysis. 238 

 239 

2.6 Data Analysis 240 

All data was processed and analyzed using R 3.4.3 (R Foundation for Statistical 241 

Computing, Vienna, Austria). Nonparametric Kruskal-Wallis tests followed by Dunn post-hoc 242 

tests were used for all analyses involving manual GHG flux data. Parametric ANOVA tests 243 

followed by Tukey HSD post-hoc tests were used for all other analyses.  244 

A canonical correlation analysis (CCA) using the R CCA package (González & Déjean, 245 

2012) was performed on daily averages to test the influence of various independent variables on 246 

the dependent variables of creek CO2 and CH4 efflux. One CCA was performed using all 247 

available data and one was carried out for each phenophase, making for a total of 5 separate 248 

analyses. A p-value < 0.05 was used to determine if each CCA found a statistically significant 249 

relationship between the independent and dependent variables. The CCA method was chosen as 250 

the correlation between CO2 and CH4 effluxes can be examined, unlike with two separate 251 

multiple linear regressions (Thomas, 1984). This was intended to determine how the selected 252 

drivers may affect only one or both GHGs considering potential intercorrelations. 253 

The independent variables consisted of temperature, salinity, water level, turbidity, 254 

dissolved oxygen, barometric pressure, wind speed, total photosynthetically active radiation, and 255 

total precipitation. The CCA reduced all the independent variables to one independent canonical 256 
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variate, and all the dependent variables to one dependent canonical variate (Thomas, 1984). The 257 

relationship between all the independent and dependent variables was represented by a linear 258 

correlation coefficient calculated between the independent canonical variate and the dependent 259 

canonical variate. The contribution of each variable to that overall correlation was represented by 260 

the linear correlation coefficient calculated between that variable and its’ respective variate. 261 

 262 

3 Results 263 

Daily averages of ancillary measurements from March to December were typical of a 264 

Mid-Atlantic tidal salt marsh (Figure 1). The greenness index (GI, unitless; 0.34 ± 0.02) peaked 265 

on DOY 219 (0.40; 08/07/17) with an initial Dormant phase of 116 days, a Greenup phenophase 266 

of 74 days, a short Maturity phenophase of 32 days, a Senescence phenophase of 78 days, and a 267 

second Dormant phenophase of 65 days (Figure 1a). Water temperature (Figure 1b; 17.6 ± 6.87 268 

°C) and GI roughly followed the same seasonal pattern while dissolved oxygen (Figure 1c; 4.62 269 

± 1.71 mg/l) showed an inverse pattern of being lowest in July (0.36 mg/l) when temperature 270 

(29.52 °C) and GI (0.40) were highest. Other measured variables did not show a seasonal pattern, 271 

despite having differences among phenophases. Water level (Figure 1e; 0.28 m ± 0.12 above sea 272 

level), wind speed (Figure 1d; 1.9 ± 0.89 m/s), and salinity (Figure 1f; 10.0 ± 3.54 ppt) were 273 

dominated by shorter period variability (days to weeks) pattern. Salinity did tend to increase 274 

slowly during the first half of the record, but no clear seasonal cycle was discernible. 275 

 276 
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 277 

 278 

Figure 1. Time series of daily averages of greenness index (a), water temperature (b), dissolved 279 

oxygen (c), wind speed (d), water level above sea level (e), and salinity (f) during 2017. The time 280 

series are divided into Dormant, Greenup, Maturity, and Senescence phenophases marked by 281 

vertical dotted lines. 282 

 283 

 284 

 Modelled creek GHG efflux was tested against the corresponding manual measurements. 285 

There were no statistically significant differences between means of modelled (CO2; 3.88 ± 2.52 286 

µmol/m
2
/s , CH4; 25.4 ± 21.6 nmol/m

2
/s) and manual measurements (CO2; 4.11 ± 4.51 287 

µmol/m
2
/s, CH4; 28.71 ± 31.93 nmol/m

2
/s) overall (i.e., all available measurements) and when 288 

analyzed for each tide stage (Kruskal-Wallis test; p > 0.05; Figure 2), but manual measurements 289 
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had a larger range (CO2; 0.26 - 20.1 µmol/m
2
/s , CH4; 1.3-123 nmol/m2/s) than modelled values 290 

(CO2; 0.53-8.0 µmol/m
2
/s , CH4; 2.05-66.9 nmol/m

2
/s). The magnitude of both manual and 291 

modelled GHG fluxes decreased in the order low tide > ebb tide > flood tide > high tide 292 

(Kruskal-Wallis test; p< 0.05; Figure 2). Gas transfer velocities, standardized to k600 values, 293 

followed the same tidal pattern and were generally two orders of magnitude smaller for CH4 294 

(Table 1). 295 

 296 

Figure 2. Boxplots comparing modeled and measured efflux of CO2 (a) and CH4 (b) divided by 297 

tide stage. All box plots by tide stage were significantly different from each other (p < 0.05) 298 

while there were no statistically significant differences between modelled and measured efflux 299 

within each tidal stage (p > 0.05). 300 

Table 1.  Gas Transfer Velocities (k600) of CO2 and CH4 by Tide Stage 301 

 302 



Confidential manuscript submitted to JGR: Biogeosciences 

 

GHG High Tide k600 

(m/d) 

Low Tide k600 

(m/d) 

Ebb Tide k600  

(m/d) 

Flood Tide k600 

(m/d) 

CO2 
113.2 +/- 17.8 1330.7 +/- 626.5 1223.9 +/- 328.65 363.2 +/- 98.1 

CH4 
2.48 +/- 0.59 61.59 +/- 14.2 29.2 +/- 9.95 10.32 +/- 4.52 

 303 

Daily averages of pCO2 in the creek (8729 ± 622.2 µmol/mol) exhibited a seasonal trend 304 

with a peak in the Maturity phenophase (Figure 3a). Half-hourly averages of creek pCO2 were 305 

highest at low tide (9110 ± 810 µmol/mol), lowest at high tide (8410 ± 776 µmol/mol), and 306 

roughly equal between flood (8730 ± 805) and ebb tides (8690 ± 780 µmol/mol) (Figure 4a-d). 307 

Daily averages of modelled creek CO2 efflux (3.7 ± 0.63 µmol/m
2
/s), however, did not show a 308 

clear seasonal trend (Fig 3b). Half-hourly averages of modelled creek CO2 efflux consistently 309 

showed higher variability at low tide (7.32 ± 0.52 µmol/m
2
/s) than at high tide (0.56 ± 0.04 310 

µmol/m
2
/s) (Figure 4e-h). 311 

 312 
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 313 

Figure 3. Time series of daily averages of creek pCO2 (a) and pCH4 (c). Time series of modelled 314 

CO2 efflux (b) and modelled CH4 efflux (d) divided into daily averages for high and low tide 315 

values, and a daily mean calculated with all available data. The shaded grey area (in a and c) 316 

represents the 95% confidence intervals for the daily average. The time series are divided by 317 

phenophase into Dormant, Greenup, Maturity, and Senescence phenophases marked by vertical 318 

dotted lines. 319 

 320 

 321 

 322 

 323 

 324 
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 325 

 326 

Figure 4. Box plots comparing CO2 concentration (a-d) or CO2 flux (e-h) between tide stages for 327 

each phenophase: Dormant (a, e), Greenup (b, f), Maturity (c, g), and Senescence (d, h). 328 

Different letters located above or below each box plot represent statistical significance (p < 0.05) 329 

among values in that panel. 330 

 331 

 332 

Daily averages of pCH4 in the creek (2100 ± 782.9 µmol/mol) exhibited a seasonal trend 333 

with a peak in the Maturity phenophase and then declined at a slower rate than it peaked (Figure 334 

3c). Half-hourly averages of pCH4 also demonstrated a slight trend of being highest at high tide 335 

(2180 ± 840 µmol/mol), lowest at low tide (1900 ± 7.4 µmol/mol), and roughly equal between 336 
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flood (2130 ± 898 µmol/mol) and ebb tides (2020 ± 708 µmol/mol) with slight differences in 337 

trends between phenophases (Figure 5a-d). Daily averages of modelled CH4 efflux (17.4 ± 6.9 338 

nmol/m
2
/s) held a similar seasonal pattern to pCH4 albeit with a lower peak (Figure 3d). Half-339 

hourly averages of modelled creek CH4 emissions were consistently more variable at low tide 340 

(48.5 ± 17.1 nmol/m
2
/s) than high tide (2.13 ± 0.78 nmol/m

2
/s) (Figure 5e-h). 341 

 342 

 343 

 344 

Figure 5. Box plots comparing pCH4 (a-d) or CH4 efflux (e-h) between tide stages for each 345 

phenophase: Dormant (a, e), Greenup (b, f), Maturity (c, g), and Senescence (d, h). Different 346 

letters above each box plot represent statistical significance (p < 0.05) among values in that 347 

panel. 348 
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 349 

Statistically significant relationships (CCA; p < 0.05) were found between the daily 350 

averages of independent variables and modelled GHG efflux during the whole growing season 351 

and within each phenophase save for Senescence (due to data gaps). During the whole growing 352 

season, the CCA showed that dissolved oxygen and wind speed held notable, hereby defined as a 353 

statistically significant correlation coefficient > |0.4|, negative correlations with creek CH4 efflux 354 

(Figure 6a). Across phenophases, dissolved oxygen remained a notable factor for creek CH4 355 

efflux except during the Maturity phenophase (Figure 6b-d), and wind speed remained a notable 356 

factor for CH4 efflux only during the Dormant phenophase (Figure 6b). Salinity emerged as a 357 

notable factor for CH4 efflux during the Dormant and Greenup phenophases, solar radiation only 358 

during the Dormant phenophase, and temperature only during the Greenup phenophase (Figure 359 

6b-c). During the Dormant phenophase, dissolved oxygen, wind speed, solar radiation, and 360 

salinity were also notable factors for CO2 efflux (Figure 6b). During the Maturity phenophase, 361 

turbidity was the only variable notably associated with either GHG (Figure 6d).  No notable 362 

correlations between any independent variables and creek CO2 efflux for the whole growing 363 

season were found as CO2 efflux’s linear correlation coefficient with the dependent variate was 364 

only 0.22 (Figure 6a).  365 

 366 

 367 

 368 

 369 

 370 

 371 
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 372 

 373 

 374 

Figure 6. Results of a canonical correlation analysis (CCA) between measured environmental 375 

variables and modelled creek CO2 and CH4 efflux during: the whole growing season (a), 376 

Dormant phenophase (b), Greenup phenophase (c), the Maturity phenophase (d). The 377 

Senescence phenophase was found to not have any statistically significant relationships between 378 

factors (p > 0.05). Numbers represent the linear correlation coefficients between factors with 379 

negative correlation coefficients going to the left and positive correlation coefficients going to 380 

the right. fCO2 is CO2 efflux (µmol/m
2
/s),  fCH4 is CH4 efflux (nmol/m

2
/s), Temp is water 381 

temperature (°C), Sal is salinity (ppt), Level is water level (m), Turb is turbidity (NTU), DO is 382 
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dissolved oxygen (mg/l), BP is barometric pressure (mb), WSpd is wind speed (m/s), TotPAR is 383 

total photosynthetically active radiation (mmol/m
2
), and Precip is precipitation (mm). 384 

 385 

Statistically significant differences were found between ecosystem-scale, creek, and 386 

sediment efflux within each phenophase for CO2 and between ecosystem and creek efflux within 387 

each phenophase for CH4 (Figure 7, ANOVA; p<0.05). Only CO2 efflux measurements (for 388 

sediment and creek) taken at night-time were considered for comparison with nighttime 389 

ecosystem-scale CO2 efflux measurements (NEE). During the whole year, night-time creek CO2 390 

efflux (3.6 ± 0.63 µmol/m
2
/s) was significantly higher than nighttime sediment efflux (1.5 ± 1.23 391 

µmol/m
2
/s) but lower than nighttime NEE (5.4 ± 3.9 µmol/m

2
/s). However, during the Dormant 392 

period, night-time creek CO2 efflux (3.7 ± 0.45 µmol/m
2
/s) was higher than both night-time 393 

sediment efflux (0.95 ± 0.81 µmol/m
2
/s) and NEE (2.1 ± 1.1 µmol/m

2
/s). Creek CH4 efflux (17.5 394 

± 6.9 nmol/m
2
/s) was consistently lower than ecosystem-scale CH4 efflux (68.1 ± 52.3 395 

nmol/m
2
/s) across the whole growing season, with the gap between the two widening as the 396 

season progressed.  397 

 398 
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Figure 7. Box plots comparing ecosystem-scale CO2 efflux (nighttime NEE), creek nighttime 399 

CO2 efflux, and nighttime sediment CO2 efflux (a). Box plots comparing ecosystem-scale and 400 

creek CH4 fluxes (b). Box plots are arranged based on each phenophase. All box plots within 401 

each phenophase were significantly different from each other (p < 0.05). Sediment CH4 efflux 402 

was not measured. 403 

 404 

 405 

4 Discussion 406 

 The first hypothesis, that GHG efflux from the creek would peak in the summer, was 407 

supported for CH4 but not for CO2 as the creek lacked significant seasonal variability for CO2 408 

efflux but showed some seasonal variability for CH4 efflux (Figure 3). This differs from 409 

observations in temperate terrestrial environments such as forests where both CO2 and CH4 410 
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emissions exhibited strong seasonal trends driven by changing temperatures (Yvon-Durocher et 411 

al., 2012, 2014). Inland temperate aquatic environments like rivers have also exhibited seasonal 412 

trends in CO2 efflux (Laruelle et al., 2015). However, the concentrations of both GHGs in the 413 

creek did exhibit more of a seasonal pattern than the efflux (Figure 3). The lack of a seasonal 414 

trend for GHG efflux compared to the concentrations suggests the influence of confounding and 415 

competing factors beyond the concentration gradient between water and air. These factors were 416 

tidally linked, likely influencing the gas transfer velocity (k; see below), as the efflux of both 417 

GHGs differed markedly by tidal stage (Figures 4-5). Both GHG effluxes also lacked the 418 

expected high correlations with water temperature (Figure 6), suggesting that creek GHG efflux 419 

has drivers that are fundamentally different from those of inland terrestrial and aquatic 420 

ecosystems. This lack of temperature dependency should be tested across other salt marsh creeks 421 

but, if it proves to be persistent, then this could be an important mathematical and conceptual 422 

formulation for ecosystem-process models across terrestrial-aquatic interfaces.  423 

The influence of tides may explain why the second hypothesis (that ebb and flood tides 424 

would have the highest GHG efflux) was only partially supported. One relevant tidal factor is 425 

likely water velocity changing with tide stage. Water velocity has been observed to increase the 426 

gas transfer velocity (k) of air-water gas efflux in terrestrial streams (Raymond et al., 2012). A 427 

higher k during flood and ebb tides may explain why there is a higher GHG efflux during those 428 

tide stages. Many tidal channels also experience tidal asymmetry between ebb and flood tides 429 

(Pethick, 1980) where one stage has a faster velocity than the other. This tidal asymmetry in 430 

velocity may explain the observed difference in flux magnitude between ebb and flood tides 431 

(Figures 2-4). However, low tide exhibited higher mean efflux than both ebb and flood tide 432 

despite its slower velocity. Thus, turbulence may be an additional tidal factor that affects GHG 433 
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efflux in tidal creeks. As water level falls in a tidal channel, more flow is directed along the 434 

channel axis, rather than across, which generates higher turbulence between the creek bed and 435 

the water body (Ralston & Stacey, 2006). Laboratory experiments have demonstrated that 436 

increased turbulence at the bottom of water bodies 48-48.6 cm in depth increases the k at the 437 

surface (Herlina & Jirka, 2008). At low tide, the creek surface can range from 10-28 cm above 438 

the creek bed and thus the surface k may be more sensitive to turbulence changes at the creek 439 

bed. This suggests velocity-based GHG efflux models, as typical for inland streams, will not be 440 

accurate for tidal creeks without taking turbulence into account. 441 

Standardized k600 values for CO2 for all tide stages were one to two orders of magnitude 442 

higher than those observed in estuaries and deep (>1 m depth) rivers (Bianchi 2006, Borges et 443 

al., 2004). High tide k600 values were similar to k600 values in shallow streams and rivers, flood 444 

tide values were three times higher, while low and ebb tide values were an order of magnitude 445 

higher than the highest k600 values in these shallow systems (Lorke et al., 2015; Raymond et al., 446 

2012). CH4 k600 values fell within the typical range for shallow streams and rivers save for low 447 

tide which averaged twice as high as the highest shallow system observations (Lorke et al., 448 

2015). It is likely that tidal creeks have uniquely high k600 values due to their shallow depths and 449 

the dynamic shifting of velocity and turbulence (Herlina & Jirka, 2008; Ralston & Stacey, 2006; 450 

Raymond et al., 2012) due to tides. 451 

  The canonical correlation analysis (CCA) allowed us to explore the third hypothesis, that 452 

dissolved oxygen and salinity would inhibit CH4 efflux, at the annual scale and by phenophase. 453 

Dissolved oxygen had a negative effect on CH4 efflux at the annual scale, but also during the 454 

Dormant and Greenup phenophases (Figure 6). These relationships were expected due to the 455 

inhibiting effect of oxygen on methanogenesis (Poffenbarger et al., 2011; Tobias & Neubauer, 456 



Confidential manuscript submitted to JGR: Biogeosciences 

 

2009). At the annual scale, wind speed was also an important factor as higher wind speeds can 457 

produce more turbulence, aerate the water surface and thus bring more dissolved oxygen into 458 

streams (Chu & Jirka, 2003; Gualtieri, et al., 2002). Salinity showed a positive relationship with 459 

CH4 efflux during the Dormant and Greenup phenophases and no notable relationships at the 460 

annual scale or for any other phenophase. This contrasts with the expected negative relationship 461 

that has been observed in salinity gradient studies and between salt marshes with differing 462 

salinity ranges (Bartlett et al., 2016; Poffenbarger et al., 2011). This apparent contradiction could 463 

be explained by the temporal variability of salinity within the creek being smaller in magnitude 464 

compared to the spatial variability within and between salt marshes. Despite previous studies 465 

having found a strong relationship between temperature and soil CH4 efflux (Westermann 1993; 466 

Yvon-Durocher et al., 2014), our results only supported these observations during the Greenup 467 

phenophase. This may be due to tides having a strong influence on k, which in turn is a stronger 468 

control on creek CH4 efflux than temperature influence. 469 

  CO2 efflux also lacked its expected temperature relationship, likely for the same reason as 470 

CH4 efflux, as the CCA showed no notable correlations for CO2 efflux at the annual scale 471 

(Figure 6). However, during the Dormant phenophase, dissolved oxygen, wind speed, solar 472 

radiation, and salinity were notable drivers for CO2 efflux. Both GHG effluxes also had high 473 

correlations with each other and the aforementioned drivers during the Dormant phenophase 474 

(Figure 6). Thus, the relevant drivers for CO2 efflux may have emerged due to this positive 475 

relationship with CH4 efflux. Both GHG effluxes also held positive relationships with each other 476 

and turbidity during the Maturity phenophase. The turbidity relationship may represent a pulse of 477 

sediments and GHGs entering the creek from the banks with the two events of water level rise 478 

seen during the Maturity phenophase (Figure 1). These results bring attention to the potential 479 
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challenges of modeling GHG fluxes from tidal creeks since there appear to be confounding and 480 

competing factors for CH4 efflux and no clear dominant factors for CO2 efflux. Identifying 481 

consistent key drivers for soil CO2 and CH4 efflux under non-stationary conditions (e.g., during 482 

wetting-drying and freezing-thawing cycles) has also be proven to be challenging (Kim et al, 483 

2012). Thus, there is a need to provide more information regarding GHGs pulses and trends 484 

across terrestrial and aquatic environments.  485 

Nighttime creek CO2 efflux was higher than nighttime sediment CO2 efflux and made up 486 

a significant portion of ecosystem-scale CO2 efflux (i.e., nighttime NEE), thus supporting the 487 

fourth hypothesis that the creek was a hotspot for CO2 efflux. Our results support previous 488 

observations on point measurements of GHG efflux across different flowing waters of coastal 489 

wetlands but expand upon these observations by comparing automated measurements across 490 

water, sediments and the ecosystem-scale. For example, a river flowing through a salt marsh was 491 

found to have higher CO2 emissions but slightly lower CH4 emissions than the bare soil or marsh 492 

plants (Yang et al., 2017), which matches our comparatively low creek CH4 efflux. However, it 493 

should be noted that our model does not incorporate ebullition of CH4, as ebullition is a rapid 494 

episodic process (Joyce & Jewell, 2003) that was not captured during our manual measurements. 495 

Based on CH4 ebullition studies of wetland sediments and streams, the model may be 496 

underestimating creek CH4 efflux (Chanton et al., 1989; Crawford et al., 2004). The tidal creeks 497 

of mangroves have also shown high pCO2 and pCH4 (Call et al., 2015; Linto et al., 2014), but 498 

gas transfer velocities (k) need to be developed to quantify the effective water-to-atmosphere 499 

efflux from these surfaces. Furthermore, this study builds on the evidence that inland streams and 500 

rivers have large CO2 emissions globally (1.8 pG CO2/yr) relative to their surrounding 501 

ecosystems (Lauerwald et al., 2015; Raymond et al., 2013) by suggesting that tidal creeks are 502 
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also emission hotspots within their respective ecosystems. Therefore, it is critical to constrain the 503 

magnitude of water-to-atmosphere fluxes to reduce the large uncertainties in the carbon cycle 504 

associated to tidal wetlands (Hayes et al., 2018).  505 

We postulate that higher CO2 efflux at the creek may be due to lateral transport of CO2 506 

from the creek bank (i.e., sediments that get exposed during low tide) into the creek water (as a 507 

physical process driven by the tidal patterns) that increases the water-atmosphere CO2 gradient 508 

(Koné & Borges, 2008). Of note is that creek CO2 efflux during the Dormant period was 509 

disproportionately high, having a higher mean than ecosystem-scale CO2 efflux. It is likely that 510 

lateral transport of CO2 from sediments to the creek waters (promoted by tidal patterns) is 511 

persistent throughout the year and maintains high CO2 concentrations and emissions from the 512 

tidal creek. The overall ecosystem CO2 efflux (i.e., nighttime NEE) decreased during the 513 

Dormant period likely due to low S. alterniflora root respiration (Teal & Kanwisher, 1966) from 514 

plant senescence, and low microbial heterotrophic respiration from lower temperatures (Yvon-515 

Durocher et al., 2012; Zhang et al., 2013). Therefore, we propose that the influence of physical 516 

processes driven by tidal patterns should be included in process-based models for tidal salt 517 

marshes and should be taken into consideration when partitioning eddy covariance NEE into 518 

gross primary production and ecosystem respiration.  519 

Tides can also promote the lateral transport of CH4 stored in sediments to the creek. It has 520 

been reported that sediments at our study site can have CH4 concentrations >50,000 µmol/mol 521 

(Bothfield, 2016), so they can also be a source of CH4 to the tidal creek. It was not uncommon to 522 

measure CH4 concentrations at 2000 µmol/mol (and up to > 6000 µmol/mol) within the creek, so 523 

this opens the following question: where does this CH4 go? We postulate that tides promote 524 

lateral transport of CH4 stored in sediments of salt marshes to the coastal ocean. This has been 525 
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suggested as a mechanism for CH4 transport in the North Sea of Germany from surrounding tidal 526 

flats (Osudar et al., 2015). This hypothesis must be tested across tidal ecosystems around the 527 

world. 528 

Finally, the insights gained into the tidal processes affecting creek GHG efflux and its 529 

relationship to ecosystem-scale and sediment GHG fluxes would not be possible without high-530 

temporal resolution using automated measurements. Manual measurements can often miss rapid 531 

changes in ecological variables like dissolved oxygen (Banas et al., 2005) so automated 532 

measurements have been touted to help resolve uncertainties in sediments of salt marshes 533 

(Capooci et al., 2019), ecological and carbon cycle models (Hamilton et al., 2014; Vargas et al., 534 

2011). However, manual GHG flux measurements are urgently needed to understand the spatial 535 

variability and magnitudes of GHG fluxes across different landscape features of tidal salt 536 

marshes around the world. Only a synergistic effort across the scientific community will provide 537 

the much-needed information to accurately account for the contribution of wetlands to the global 538 

carbon cycle.  539 

 540 

5 Conclusions 541 

This study offered unprecedented information of GHG dynamics in a tidal creek using 542 

high-temporal resolution automated measurements. Both GHG effluxes from the creek did not 543 

exhibit the expected strong temperature-driven seasonal trend, with CO2 efflux having no trend 544 

and CH4 efflux having a moderate one. We postulate that the physical effects of tidal changes 545 

(velocity, turbulence) overshadows the influence of water temperature in determining 546 

magnitudes of GHG efflux. Dissolved oxygen exhibited a negative relationship with CH4 efflux, 547 

as expected, while salinity did not due to confounding factors. CO2 efflux had no consistent 548 
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drivers across the year, suggesting it will be difficult to model and predict throughout the year. 549 

The creek exhibited two times higher CO2 efflux than the sediments and made up around 66% of 550 

the overall CO2 emissions from the marsh, suggesting creeks are CO2 emission hotspots within 551 

the salt marsh landscape. We postulate that tidal patterns influence the lateral transport of marsh 552 

sediment CO2 and CH4 into the creek water, and because of the supersaturation of pCO2 and 553 

pCH4 in the water, there is likely a lateral transport to the coastal ocean. The dynamics of GHG 554 

fluxes in tidal marshes are regulated in a fundamentally different way than from terrestrial 555 

ecosystems; thus, future ecosystem-process based models should evaluate current assumptions to 556 

improve the representation of terrestrial-aquatic interfaces.  557 
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