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Abstract

We quantitatively evaluate transducer-transducer one-source one-station active seismic waveform data, in order to monitor

time-lapse changes of elastic and anelastic structure during deformation experiments in laboratory. The experiment data

of dry and water-saturated sample are provided by Zaima and Katayama (2018, https://doi.org/10.1029/2018JB016377). A

transducer receiver, at the mid-point of cylindrical rock sample, is located on the antipodal position of the transducer source,

emitting compressional and shear waves. Due to the extremely underdetermined nature of inverse problem, we limit the

number of unknowns to be four: global P- and S- wave velocities and their corresponding anelastic attenuation factors, which

can represent the micro-cracks nucleation during the loading and before the appearance of the largest crack that causes the

fracture. We first performed a trial-and-error search for a realistic boundary condition in three-dimensional seismic waveform

modeling using spectral-element method, in order to fit the synthetic data with the observed waveforms. We then generated

synthetic data for 6000 combinations of elastic and anelastic parameters, in order to conduct Monte-Carlo waveform inversion

based on the cost functions using waveform misfit and zero-lag cross-correlation. We obtained the time-lapse changes in velocity

and attenuation during the deformation, which are then linked to crack development. Compared with the wet experiment, the

dry experiment has a larger change in both the velocity and attenuation. However, regardless of the configuration, global

seismic wave speeds rise first and then decrease during the experiments. The quality factor shows roughly the same trend.
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Abstract17

We quantitatively evaluate transducer-transducer one-source one-station active seis-18

mic waveform data, in order to monitor time-lapse changes of elastic and anelastic struc-19

ture during deformation experiments in laboratory. The experiment data of dry and water-20

saturated sample are provided by Zaima and Katayama (2018, https://doi.org/10.1029/2018JB016377).21

A transducer receiver, at the mid-point of cylindrical rock sample, is located on the an-22

tipodal position of the transducer source, emitting compressional and shear waves. Due23

to the extremely underdetermined nature of inverse problem, we limit the number of un-24

knowns to be four: global P- and S- wave velocities and their corresponding anelastic25

attenuation factors, which can represent the micro-cracks nucleation during the loading26

and before the appearance of the largest crack that causes the fracture. We first performed27

a trial-and-error search for a realistic boundary condition in three-dimensional seismic28

waveform modeling using spectral-element method, in order to fit the synthetic data with29

the observed waveforms. We then generated synthetic data for 6000 combinations of elas-30

tic and anelastic parameters, in order to conduct Monte-Carlo waveform inversion based31

on the cost functions using waveform misfit and zero-lag cross-correlation. We obtained32

the time-lapse changes in velocity and attenuation during the deformation, which are then33

linked to crack development. Compared with the wet experiment, the dry experiment34

has a larger change in both the velocity and attenuation. However, regardless of the con-35

figuration, global seismic wave speeds rise first and then decrease during the experiments.36

The quality factor shows roughly the same trend.37

1 Introduction38

In order to understand the earthquake nucleation, it is indispensable to study both39

the macroscopic and microscopic behaviors of the rupture process of the Earth’s crust40

and mantle by global-scale numerical modeling (Fliss et al., 2005; Gabriel et al., 2012),41

natural earthquakes observation (Di Carli et al., 2010; Lee et al., 2011) and laboratory42
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experiments of rock samples (Lockner et al., 1977; Toksöz et al., 1979; Guéguen & Schub-43

nel, 2003; Benson et al., 2006). Averaged elastic wave velocities of a loaded rock sam-44

ple could represent the localized nucleation and the growth of cracks, understanding the45

time-lapse changes of the deformation of experimental rock will lead us to the insight46

of the earthquake generation process (Scholz et al., 1973). Zaima and Katayama (2018)47

performed triaxial compression experiment on Aji granite and studied the evolution of48

elastic wave velocities and seismic amplitude during rock deformation. This experiment49

reveals that the compressional wave velocity (VP) and the shear wave velocity (VS) first50

increase due to the closure of the micro-cracks oriented normally to the maximum com-51

pression stress and then decrease due to the growth of the cracks aligned parallel with52

the compression stress when approach the failure. Similar features have been observed53

in various types of crystalline rocks (e.g., Scott et al., 1993; Guéguen & Schubnel, 2003;54

Paterson & Wong, 2005; S. Stanchits et al., 2006).55

Möllhoff et al. (2010) simulated the preexisting artificial fracture in the rock us-56

ing 2D discrete elastic lattice method, whereas Lai et al. (2019) studied the velocity model57

changes during rock deformation using the 2D finite differences method. However, 2D58

numerical modeling is insufficient to describe wave propagation in a 3D rock, even though59

the transfer function Lai et al. (2019) or 2D line source approximation seems to be func-60

tioning to some extent (Igel et al., 2002). On the other hand, some recent efforts of 3D61

numerical modeling of seismic waveforms in a laboratory scale are promising despite a62

number of difficulties. Yoshimitsu et al. (2016) modeled the geometry effect on cylindri-63

cal aluminum using 3D finite difference method, for a cylinder with 5 cm diameter and64

10 cm height with a dominant frequency between 200 kHz-800 kHz. Solymosi et al. (2018)65

presented an excellent waveform fit using spectral element method on plastic water tank,66

for 60 cm × 40 cm scale with a dominant frequency of 500 kHz. Their comparisons be-67

tween synthetics and observed data, being limited to homogeneous metals and plastics68

experiments, has shown the feasibility of numerical reproducibility of active seismic lab-69

oratory experiments. Brantut (2018) monitored acoustic emission on small-scaled sand-70
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stone using a 3D fast-marching method with finite differences and concomitantly con-71

structed the evolution of velocity changes of the rock during its deformation inferred from72

the inversion. This study is encouraging due to the treatment of time-lapse data. The73

present work extends the idea to carefully treat not only the first arrivals but the entire74

waveforms and later phases in order to extract information on attenuation.75

The aim of this study is to invert the seismic data with the aid of numerical mod-76

eling, instead of handpicking traveltimes of active transducer-transducer active seismic77

data for elastic structural changes as performed by Zaima and Katayama (2018). The78

idea is to robustly and quantitatively infer the subtle structural changes of anelasticity79

as well as elasticity, and three-dimensional structure in the near future. There are lit-80

tle number of previous studies that attempted “waveform inversion” of laboratory ex-81

periments. We use the spectral-element method (SEM) (Komatitsch & Vilotte, 1998; Chaljub82

et al., 2007) to model wave propagation in a rock sample during deformation. The spectral-83

element method can accurately handle the boundary condition in 3D complex models84

(Capdeville et al., 2003; Peter et al., 2011; De Basabe & Sen, 2014) (Chaljub et al., 2015).85

However, due to its computational costs, there are only few studies devoted to the com-86

parison of SEM synthetics with laboratory experimental data (e.g., Pageot et al., 2017;87

Solymosi et al., 2018). Here, we perform SEM modeling on one-source and one-receiver88

experimental data, in order to show the adaptability of SEM to the seismic data for rock89

samples in laboratory. Throughout 3D simulation, we systematically construct a database90

of waveforms for models of different sets of globally constant elastic and anelastic pa-91

rameters: VP , VS , QP , QS . We then perform Monte-Carlo waveform inversion using an92

objective function which combines with three kinds of cost functions: l1-norm and l2-93

norm of waveform misfit and zero-lag cross-correlation. We would like to explore knowl-94

edge of rock elastics and attenuation changes using numerical simulation and Monte-Carlo95

inversion. Our approach will show how numerical models help understand the observa-96

tions and illustrate seismic characteristic of rock deformation.97
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2 Data and Methods98

In order to perform an inversion in order to image elastic and anelastic structural99

changes during the rock deformation, we first acquire the active seismic data during the100

deformation experiment, while preparing a set of synthetic seismograms with the aid of101

spectral-element method. We then select the preferred models for an individual set of102

observed seismograms (measured as compressional and shear strains) for each differen-103

tial stress step, in order to obtain the time-lapse trend of elastic and anelastic structure.104

Therefore, we were performing Monte-Carlo waveform inversion through the study. Here105

in this section, we first revisit briefly the experiment configurations and describe the ro-106

bust information and unknown parameters (source and transfer function). Second, we107

describe the numerical modeling scheme and finally present our data processing strat-108

egy based on the data and modeling conditions. Then, we detail the idea of inverse prob-109

lem implemented in this study.110

2.1 Experimental setup111

Triaxial compression experiments apply a confining pressure to a cylindrical rock112

sample wrapped in an impervious membrane, and then loads it axially to failure with113

dynamic compression. Zaima and Katayama (2018) conducted triaxial compression ex-114

periment on Aji granite, which mainly contains quartz, plagioclase, potash feldspar and115

biotite with an average grain size of about 0.3 mm (Kudo et al., 1992), and this study116

is based on both the dry and wet experiments. The wet experiment is under fluid-saturated117

condition, where distilled water is used as a pore fluid. The pore pressure of wet exper-118

iment is kept constant at 10 MPa during the deformation. The experiment was performed119

at room temperature with a confining pressure of 20 MPa and a constant rate of 1.3×120

10−6 s−1.121

The rock sample is roughly in the shape of a cylinder with diameter 20 mm and122

length 40 mm. Two piezoelectric transducers are glued at two opposite sides of the rock123
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sample, and are used as a source and a receiver, respectively. For the purpose of gluing124

the transducers, the two opposite sides of the sample are cut 0.6 mm off and polished,125

as shown in Figure 1a. The receiver transducer records the compressional waves and shear126

waves traveling perpendicularly to the compression direction. P-wave and S-wave are gen-127

erated and recorded separately using piezoelectric transducers located at the symmet-128

rical sides of the center point at the edge (Figure 1b). The P- and S-wave waveforms with129

increasing differential stress are plotted in figures 2 and 3. Each trace in the plot is a130

stacked signal under each compression condition during the rock deformation before the131

failure of the rock sample. When the compression stress approaches the critical state,132

which varies from one rock sample to another, the rock breaks. All the experiments de-133

tails can be found in Zaima and Katayama (2018).134

The trend of the velocity structure can be seen in Figures 2 and 3. VP and VS both135

first increase and then decrease as compressional stress increases. In the early stage, VP136

and VS increase slightly due to the closure of the preexisting cracks perpendicularly ori-137

ented to the direction of the principal stress. At the second stage, the elastic wave ve-138

locities decrease owing to the opening of the micro-cracks and the following energy dis-139

sipation. Wave attenuation effects can be clearly observed when the stress approaches140

a threshold or for the later arrived seismic signals.141

2.2 Forward modeling of 3D elastic waves using spectral element method142

We use the spectral-element code SEM3D (Delavaud, 2007; Cupillard et al., 2012)143

to compute synthetic seismograms traveling through the cylindrical rock samples.144

Here we briefly review the spectral-element method but the readers are referred to145

Komatitsch and Vilotte (1998); Chaljub et al. (2007); Peter et al. (2011) for more de-146

tails. The SEM is based upon a high-order piecewise polynomial approximation of the147

weak formulation of the wave equation. It combines the accuracy of the pseudospectral148

method with the flexibility of the finite-element method. In this method, the wavefield149
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is represented in terms of high-degree Lagrange interpolants per elements, and integrals150

are computed based upon Gauss-Lobatto-Legendre quadrature. Combined with a ten-151

sorial formulation, it leads to a perfectly diagonal mass matrix, which in turn leads to152

a fully explicit time scheme that lends itself very well to numerical simulations on par-153

allel computers. The is method allows a low dispersion error together with an accurate154

and implicit description of the boundary conditions. Nevertheless, the tensorial formu-155

lation imposes to use hexahedral meshes, which is often a difficulty. We model cut and156

glued rock samples mimicking laboratory conditions as close as possible.157

The Galerkin weak form of equation of motion (Geller & Ohminato, 1994; Komatitsch

& Vilotte, 1998) reads: (
T
∂2

∂t2
+ H

)
u(t) = g(t), (1)

where T is mass matrix, the stiffness matrix H relates the elasticity and anelasticity, g158

represents the source term, and u is the discretized displacement for each element/point159

in the model. We use the free surface boundary (natural boundary condition) for the whole160

medium. However, in the reality, the rock sample is surrounded by a silicone jacket with161

high attenuation and slow velocity that it could play a role as the pseudo-absorbing bound-162

ary with respect to the rock sample. In the study, we vary the anelastic properties of the163

jacket to match the observed waveforms in the first place, see the section 2.2.2.164

In order to model anelastic attenuation in our time-marching spectral-element meth-165

ods, SEM3D uses standard Zener linear solids (SLS) to approximate a nearly constant166

quality factor Q (Liu et al., 1976; Carcione et al., 1988; Moczo & Kristek, 2005; Emmerich167

& Korn, 1987). A Zener body consists of a spring in series of the medium properties in168

connection with their relaxed stage at time t = ∞. SLS assumes Q does not depend169

on frequency. In this study, we use 3 SLS on a band of relaxation frequency ranging from170

33.3 kHz to 3.3 MHz that the configuration of Q−1 to the frequency when Q equals to171

15 is shown as figure 5.172
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2.2.1 Meshing173

The standard GLL quadrature of SEM requires hexahedral meshes. However, cre-174

ating a nonstructured hexahedral mesh with acceptable computational cost and high ac-175

curacy for a complex geometry is challenging. In this study, we used Trelis (www.csimsoft.com)176

to mesh the model. The size of the element should be small enough for the highest fre-177

quency of ∼2.5 MHz. Furthermore, in the case of nonstructured meshes, we have to avoid178

creating too-distorted elements, which may produce unstable results for poor quality meshes.179

In order to model wave propagation realistically with limited knowledge of the me-180

dia and finite computational resources. We approximated the source and receiver trans-181

ducers as points, and we seek by trial and error the boundary conditions. We thus pro-182

pose to deploy silicone rubber surrounding the rock sample. Figure 8 shows the mesh183

used in our forward modeling. In order to avoid the numerical error caused by the con-184

tact between more than one medium, we must include a tripling layer as refinement at185

the boundaries of different material models as shown in Figure 8. The height of the cylin-186

der is about two times larger than the diameter, being approximately 40 mm and 20 mm,187

respectively. Note that for a good accuracy, for a polynomial approximation of degree188

5 per tensorial direction, it is necessary to limit the element size to no-more than one189

minimum wavelength per element. Considering the minimum S-wave velocity of 2500 m/s190

in the granite rock and the maximum target frequency of 2 MHz, the mesh size is set191

to be 0.3 mm in all models.192

2.2.2 Boundary conditions193

The rock samples used in laboratory experiments are roughly cylindrical rocks. How-194

ever, the long-side cutting surfaces parallel on two sides form two sharp surfaces, thus195

forming an incomplete cylinder. These imperfection of the cylindrical nature can cause196

a non-negligible effect on the waveform. In addition, although the rock sample itself is197

the main target of our simulation, using only the simple single-material rock model has198
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defects on modeling the waveform. Silicone rubber, glue, aluminum frame, shrink plas-199

tic attached to the granitic rock may effect the waves propagating in the rock. There-200

fore, we tend to add more nature physics to the model by steps, at the same time, bal-201

ancing the accuracy of the model and the computation cost in order to find the suitable202

model setting. Therefore, we investigate the boundary conditions with extra physical layer203

to simulate the transducer waveforms. As shown in the figure 7 ab), the free-surface bound-204

ary rock model cannot reproduce the observations. First due to the rapid freely prop-205

agation of waves in the rock model and later due to the strong reflections caused by sharp206

faces at both ends of the cylinder. Hence, we attempt to modify the boundary condi-207

tions by surrounding the rock model with silicone rubber, as we performed the real ex-208

periments: a layer of glue and silicone rubber has to be attached to the rock sample on209

its cylindrical side to jacket the sample. This layer is used to isolate the oil from the rock210

sample and transducers. The physical parameters of this layer are calculated from the211

characteristics of silicone rubber used in the experiment, Shin-Etsu KE45W RTV sili-212

cone rubber (Table. 1). The layer is added to both the cylindrical and the side-cut cylin-213

drical rock model. The differences of the waveforms between the cylindrical rock model,214

the rock model with only free-surface boundary and the rock model with surrounding215

silicone layer are compared in Figure 7. The additional low-velocity layer surrounding216

the cylindrical rock sample behaves as a modified boundary conditions to absorb some217

portion of wave energy, but still presenting some reflections. Between models (a) and (b)218

in figure 7, we can observe the subtle differences caused by the cut sides. Models (c) and219

(d) have similarity until 5.5 µs, which shows the first three peaks, after which the reflec-220

tions from the antipodal point is larger than the real data with model (c). The cut sides221

on the model (d) provide additional reflection back to the inner rock model, thus the am-222

plitude of its waveform decays faster and the phases of the waveform are not so regu-223

lar as model (c). The comparison among the four models demonstrates that the more224

features reflecting the reality are used, the more similar the waveform to the real data.225

These results made the model (d) as our best model for this study.226
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Table 1. The description of physical parameter of Shin-Etsu KE45W RTV silicone rubber

(Properties: Silicone Rubber , 2020)

227

228

Physical parameter Value

Density 1050 kg/m3

Bulk modulus 1.5-2 GPa
Poisson’s ratio 0.47-0.49
Shear modulus 0.0003-0.02 GPa
Young’s modulus 0.001-0.05 GPa

2.2.3 Source and transfer functions229

In addition to the boundary setting and model geometry, the source and the source-230

receiver position will also cause a significant impact on the waveform. Based on the lab-231

oratory experiment description (Zaima & Katayama, 2018), two different sources are ap-232

plied. P-wave source is sent by moment tensor of diagonal components propagating per-233

pendicularly to the rock surface and S-wave source is sent by moment tensor of x-z off-234

diagonal components. The source time function S(t) is formally taken from the exper-235

iment input waveform. However, the absolute amplitude of the input signal transmit-236

ted to the rock by the piezoelectric transducers is unknown. Therefore, in this study, we237

estimated the effective source time function by a trial-and-error approach. We conclude238

that the recorded input waveform low-pass filtered at 2 MHz is the best source time func-239

tion to be used. This is the same dominant frequency band used in laboratory exper-240

iment (Figure 4).241

During the experiments, compressional and shear waves are transmitted indepen-242

dently at different source positions and their strain waveforms are recorded at their cor-243

responding antipodal points. In the reality, the transducers are glued to the rock sam-244

ple. However, due to the unknown coupling between the transducers, silicone rubber, and245

the rock sample, we consider four possible effective source-receiver distributions: (i) both246

the source and the receiver are slightly shifted inside to the region of the rock model; (ii)247

both the source and the receiver are slightly shifted outside to the region of the surround-248

ing model; (iii) the source is slightly shifted outside to the region of the surrounding model249
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and the receiver is inside to the region of the rock model; and (iv) the receiver is slightly250

shifted outside to the region of the surrounding model and the source is inside to the re-251

gion of the rock model (Figure 9). The comparison between the experimental data of ∆σ=0252

and the synthetics of the four different source-receiver configurations is shown in Fig-253

ure 10. Setting (ii) is considered to be the best source-receiver configuration and is later254

be used as the preferred source-receiver configuration in the study. Setting (iii) and (iv)255

have similar phases in the waveform, however, compared to setting (ii), the relative am-256

plitude of the phase of the simulated waveform does not match the data waveform. When257

the source and receiver are both located slightly outside the edge of rock model, the first258

5 peaks, which is from 4 µs to 6.2 µs, have higher amplitude than the other configura-259

tions. The possible reasons that the source and receiver must be set slightly outside the260

rock model will be discussed in section 4.261

2.3 Processing of observed and synthetic data262

Since we would like to directly compare the observed and synthetic data in order263

to infer the structural changes during the deformation experiment, we prevent introduc-264

ing transfer function between observed and synthetic waveforms as we previously imple-265

mented (e.g. Lai et al. (2019)). Since the transfer function introduced in the previous266

study was to compensate the unrealistic setting of numerical modeling (2D linearly elas-267

tic), it is not anymore necessary to introduce it to match synthetic and observed data268

after careful treatments of 3D geometry, attenuation, boundary condition (see section 2.2.3).269

We perform data analysis, extracting maximum information from the original waveforms.270

Here, we introduce our strategy of filter and weighting function used for data analysis.271

According to the spectrogram analysis in figure 6 , the strongest energy of the ex-272

perimental waveform is focus in the frequency band between 1.6 MHz and 3 MHz for P-273

wave records and in the frequency band between 1 MHz and 2.8 MHz for S-wave. Com-274

pared to the S-wave spectrogram with concentrated energy, the energy of the P-wave spec-275

trogram has a relatively low-frequency energy regions after 7 µs in addition to the most276

–11–



manuscript submitted to JGR: Solid Earth

concentrated high-frequency region at the beginning. In this study, however, we want277

to focus on the changes in the high-frequency part. Therefore, we apply a butterworth278

bandpass filter from 1.5 MHz to 3.5 MHz for P-wave and from 1 MHz to 3 MHz for S-279

wave, which include the target region. After applying the filter, Hann window is used280

as weighting equations employed onto the waveforms in order to emphasize the impor-281

tance of the match of the first-arrival, which is at the middle of a window we designed282

for. The waveforms and the fitting results with filter and weighting equation are later283

compared with the ones with no weighting equation shown in figure 11. Such a strat-284

egy of applying a weighting function undoubtedly increases the accuracy of the veloc-285

ity model matching, avoiding being misled by the higher peaks that follow.286

2.4 Inverse problem287

We use waveforms of differential stress ∆σ:

dT (∆σ) =
[
dT
PP (∆σ) dT

SS(∆σ)
]

(2)

where dPP and dSS are time series vectors of compressional and shear waveforms recorded

at a transducer receiver with compressional and shear transducer sources located at the

antipodal site (Figure 1). The superscript T denotes transpose. We then generate syn-

thetic seismograms u(m) with the same geometrical and source configurations for a set

of seismological structural parameters m. We define a misfit function to minimize:

S(m,∆σ) = α

[
1− dT (∆σ)u(m)

|d(∆σ)||u(m)|

]
+ β |d(∆σ)− u(m)|+ γ |d(∆σ)− u(m)|2 (3)

with α, β, γ, the weighting factors for zero-lag cross-correlation, L1-norm and L2-norm,288

respectively. We vary them to investigate the robustness of the inversion results. The289

misfit function equation 3 has to be computed with different weighting coefficients. First,290

equation 3 is used to constrain main phase with a large α (we discuss the explicit val-291
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ues in the results section). Second, equation 3 with large β and γ is used to investigate292

the amplitude of the waveform, and to further define the change in Q.293

Aji granite is fine-grained and nearly isotropic, thus we can assume a homogeneous294

medium with the wavelength of 2-3 mm. We use four globally invariant parameters to295

represent the model vector mT = (VP , VS , QP , QS). The time-lapse change of these global296

parameters will be related to the microscopic short-wavelength structural changes such297

as crack generation and the anelastic attenuation can be an indicator of the 3D elastic298

heterogeneity and intrinsic attenuation.299

Based on the a priori information on the Aji granite, we set VP varying from 3700 m/s300

to 5800 m/s and QP from 60 to 200 for the P-wave. As for the S-wave, VS varies from301

2660 m/s to 3550 m/s and QS from 20 to 90.302

Note that all the comparison is based on the waveform analysis for ∆σ = 0, which303

is the preferred model for the initial state of the experiment. We are interested in rel-304

ative evolution of the velocity and attenuation parameters to the initial status ∆σ, which305

is δm, instead of the absolute values of m. Therefore, the error during the estimation306

of m for ∆σ = 0 will also combined in the offset of the absolute velocity in the follow-307

ing differential stress ∆σ. δm can thus give us the insight into the relative changes of308

the rock.309

2.4.1 Choice of range of seismic parameters for Monte-Carlo inversions310

After determining the preferred model for the initial state (Figure 8), we performed311

6000 simulations of different velocity models and different attenuation models. Since the312

volume of the rock did not change much in the experiment, we did not consider the vari-313

ation in the rock density caused by the deformation. We make a hypothesis that the ap-314

parent density, which is 2650 kg/m3, does not changed during the process of deforma-315

tion of rock samples, but the internal velocity structure does. We fix the elastic param-316

eters and the attenuating parameters of the silicone rubber jacketing model and mod-317
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ify systematically the parameters of the rock model for the purpose of creating a large318

database including different possibilities as shown in the table. 2. In addition, we can319

roughly have the idea of the possible range of P- and S-wave velocity during the process320

of the compression deformation from the previous studies on Aji granite deformation (Watanabe321

& Higuchi, 2015; Zaima & Katayama, 2018) where VP varies approximately from 5600 m/s322

to 3500 m/s and from 3400 m/s to 2700 m/s, respectively. Therefore, we first simulate323

the P-wave velocity from 4700 m/s to 5800 m/s with a step of 20 m/s. Then, from 3700 m/s324

to 4600 m/s with a step of 100 m/s. As for the S-wave velocity range of simulation, 2660 m/s325

to 3550 m/s with a step of 10 m/s.326

For P-wave strain matching, not only VP and QP should be considered during the327

test, but also the impact of the S-wave on the P-wave waveform. The compressional to328

shear wave velocity ratio (VP /VS) is an important parameter in seismic analysis. Tatham329

(1982) mentioned that crack, pore, and geometry has a stronger effect on observed VP /VS330

ratios than the elastic constants of the minerals. Wang et al. (2012a) measured VP /VS331

ratios of cracked Westerly granite that they found the ratios range from 1.6 to 1.8 in the332

dry case at high frequency condition. Zaima and Katayama (2018) indicated that VP /VS333

ratios are nearly constant from 1.5 to 1.7 in the first stage and later decrease with in-334

creasing stress in dry experiments in Aji granite as well. Based on the above consider-335

ations, in our first step of data processing, for P-wave waveform simulation, we change336

the elastic parameters of VP , QP , and the VP /VS but set the QS constant. As for the337

VS parameter inputs, they are calculated from the varying VP /VS from 1.5 to 1.7 with338

step equals to 0.05. For the S-wave waveform simulation, we thus change the elastic pa-339

rameters of VS , QS , and the VP /VS but set the QP constant. During data processing,340

we take the best model calculated from equation 3 and narrow down the range of pa-341

rameters to approach to the best value. The new model with VP , VS , QP and QS are342

applied based on the best value and the narrower velocity steps, ∆V ′, and attenuation343

step, ∆Q′. We use the best result obtained by the first numerical simulation as the cen-344

ter value, and expand it by one step toward positive and one negative, creating a small345

–14–



manuscript submitted to JGR: Solid Earth

Table 2. Setting range of elasticity parameters and attenuation parameters348

Model VP (m/s) VS (m/s) Density (kg/m3) QP QS

rock 3700-5800 2660-3550 2650 10-200 10-90
silicone rubber jacketing 1390 138 1050 6 4

increment 5-100 5-20 - 5-20 5-10

Total models: 6000

group of models similar to the previous best value. We perform waveform matching again346

so as to increase the accuracy of achieving the best match.347

3 Results349

3.1 Snapshot of the wavefield350

Figure 12 shows some snapshots of the P-wave wavefield in our preferred model (fig-351

ure 8) from 2 µs to 7 µs with time step of 1 µs. These snapshots are cross-section views352

of the sample at the same height as the source and receiver center. At t = 2 µs, the snap-353

shot shows that the direct P-waves radiated from the source propagates toward the op-354

posite side of the surface through the sample interior. No scattering or conversion at the355

sample surface occurrs at this time. However, because of the influence of the side-cut struc-356

ture, the wave fronts are no longer spreading out in a regular concentric circle. The sur-357

rounding low-velocity layer outside sample causes a boundary condition that has sim-358

ilar effect to absorbing boundary condition but still retains the characteristics as a re-359

flective surface. Therefore, in latter time steps, the reflection along the side is too weak360

to interference with the direct P-waves. Because our model is not a cylindrical model,361

the cut corners at the side of the source immediately create reflections. When the direct362

wave was reflected at the opposite side of the sample from the source (t = 4 µs), the re-363

flected P phase (PP wave) formed and propagated back to the source side. Since the op-364

posite side has two cut corner as well, two additional reflected waves also formed due to365

the geometry, which can be seen between 5 µs and 6 µs in wavefield snapshot (figure 12(d)366

and (e)) and in the waveform (figure. 7(d)). However, since the low-velocity silicone layer367
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traps most of the energy of the direct waves, the reflection from the interface at the re-368

ceiver side is not strong. The P-wave propagation snapshots at a later time (t = 7 µs)369

show a very complicated wavefield due to the overlap of different reflected and converted370

waves developed at the curved sample surface.371

Figure 13 presents the snapshots of S-wave wavefield. The effects of side-cut ge-372

ometry mentioned above can also be seen in S-wave snapshots. The S-wave arrives at373

the receiver at about 6 µs. The strongest amplitude is not the direct S-wave, but the waves374

coming subsequently along the interface between the two materials (figure 13(e)).375

As the P- and S-wave propagate through the rock, a large-amplitude wave packet376

travels through the interface between the rock sample and the silicone jacketing layer.377

As time passes, another sort of large-amplitude wave packet traveling slowly along the378

curved surface of the sample is trapped due to the low-velocity characteristics of the pe-379

ripheral layer. In general, once the wavefront reached the sharpe edges of the bottom380

and top of the cylinder, a strong reflection would occur and radiate to the model inte-381

rior. However, the addition of silicone material slows down the propagation, this phe-382

nomenon does not affect the wavefield and waveform significantly in the time period we383

considered.384

3.2 Velocity model evolution385

Figure 14 shows the waveform fitting results on dry sample using different misfit386

functions: (a) zero-lag cross-correlation, (b) L1-norm and (c) L2-norm. In figure 14, we387

can observe the best solution to the waveform fitting through the 2D pattern. Among388

the three misfit functions, zero-lag cross-correlation can best match the velocity model389

with less deviation because it focuses on the matching degree of the phase. Compared390

with zero-lag cross-correlation, L1-norm and L2-norm both yield a poorer waveform match-391

ing under high compression stress conditions for detecting VP and VS . Therefore, the392

objective function has a larger weighting in the value of cross-correlation in latter ve-393
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locity model determination. The P- and S-waveform fitting results on dry sample using394

objective function are shown as figure 15 and figure 16, respectively. Figure 17 shows the395

comparison of the best-fit VP and VS models of the dry sample and the hand-picking re-396

sults from Zaima and Katayama (2018), indicating the evolution of the P- and S- veloc-397

ity model. For the experiment under dry conditions, the general development trend of398

VP and VS are similar, and follows 3 stages: (1) Increasing stage: V increases as the ∆σ399

increases till ∆σ equals to ∼80 Mpa, (2) Transitioning stage: ∆V remain small when400

∆σ is between 81-128 MPa, and (3) Decreasing stage: V drops rapidly after ∆σ exceeds401

a threshold. The highest P-wave velocity structure of dry experiment occurs when the402

difference between compression stress and confining pressure equals to 81-128 MPa. When403

it comes to the situation where the P-wave velocity of the medium reaches to the high-404

est, the P-wave velocity rate variation stays relatively small as the pressure increases.405

After reaching the threshold that differential stress equals to 250 MPa, the velocity struc-406

ture of the model drops abruptly, which we interpret it as the threshold of the dry rock.407

Compared to VP , we can find the specific highest VS when ∆σ equals to 105 MPa, which408

is right at the middle between 81-128 MPa. We can therefore consider 105 MPa as the409

turning point of the velocity model for the dry data. VS increases in a small velocity rate410

until the differential stress reaching this turning point, then decrease in a small veloc-411

ity rate as well until ∆σ reaches to 250 MPa, where the VS drops suddenly. In dry ex-412

periment, the difference between the fastest and slowest compressional wave velocities413

is 940 m/s (∼18%). As for VS , the difference is about 560 m/s (∼16%). The increase414

in velocity is larger for compressional waves (∼100 m/s) than for shear waves (∼40 m/s)415

(figure 17). The increase rate of the VP is higher than VS and the later decrease rate of416

VP is also higher than VS , too.417

Similarly, the velocity evolution of wet sample follows the 3 stages (figure 18) of418

dry sample. In wet experiment, the difference between the maximum and the minimum419

VP is 320 m/s (∼6.1%) and the VS difference is about 425 m/s (∼13.7%). The increase420

in velocity is larger for compressional waves (∼40 m/s) than for shear waves (∼25 m/s).421
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However, the decrease rate of VP is also smaller than VS . Figure 19 shows that increas-422

ing compression stress has larger impact on P-wave velocity changes in dry data, on the423

contrary, has smaller effect on P-wave velocity changes in wet data. Compared to dry424

data, the difference between VP and VS evolution is larger in the wet data. The dV/V0425

of VS of wet data decreases most when having the same stress stage. Furthermore, the426

turning point of velocity changes of wet data shows earlier than dry data. The increas-427

ing stage and transition stage of the wet data are much shorter than dry data.428

In general, the velocity evolution obtained from numerical simulation is similar to429

the hand-picking results. However, in this study, the numerical simulated VP is slightly430

lower for both dry and wet experiment and VS is slightly higher than the results of Zaima431

and Katayama (2018) for dry and wet case when having low ∆σ. Take dry experimen-432

tal waveform matching for example, VP variation trends of modeled and hand-picked re-433

sults is similar. The results getting from two methods have larger difference when it comes434

to higher ∆σ. VS also has similar trend between numerical and hand-picked results, how-435

ever, disagreement grows bigger when the differential stress arises. The reason of these436

difference may due to seismic dispersion induced by attenuation in viscoelastic media,437

which also appears to have more obvious impact on shear wave. Kjartansson (1979) mod-438

eled the relationship between velocity and the quality factor that the phase velocity in-439

creases with frequency and the 1/Q. Dispersion provides an explanation for the peaks440

coming earlier for the viscoelastic waveform rather than for the elastic waveform, which441

is the stronger the attenuation of the medium, the earlier the wave arrives. Based on our442

observation that the quality factor decreases with the increase of ∆σ, we suggest that443

the difference between the results of our waveform matching and previous study comes444

from our consideration of the attenuation factor and the stronger dispersion as the at-445

tenuation increase.446
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3.3 Attenuation parameters evolution447

The variations of Q−1P and Q−1S along the increase of compression stress are com-448

pared in figure 20(a). For both dry or wet experiment, attenuation shows different vary-449

ing behavior to velocity during the increase of effective stress. For dry experiment, QP450

varies initially from 250 to 10 and QS varies from 100 to 20 along the increase of differ-451

ential stress. Unlike velocity change, Q−1P maintains the similar value steadily when ∆σ452

varies from 0 to 298.2 MPa. Only after ∆σ reaches 254 MPa does Q−1P start to rise grad-453

ually. While ∆σ exceeds 324 MPa, Q−1 grows rapidly. QS results show a silimar behav-454

ior. Yet 1/QS rises greatly when ∆σ exceeds 298.2 MPa, which is later than the P-wave.455

It shows that the internal structural changes of the rock have a greater impact on the456

attenuation of the P-wave in dry case. Note that the gradual change of QP is relatively457

obvious from 254 to 324 MPa, while QS has almost no gradual connection from low to458

high change rate. For the wet experiment, QP varies initially from 130 to 170, and from459

170 to 20. QS varies from 80 to 110, and from 110 to 20 along the increase of differen-460

tial stress. The evolution trends of QP and QS of the wet experiment are similar. This461

may be because of the fact that the wet experiment did not apply the same high pres-462

sure as the dry experiment because the water-saturated sample breaks earlier than the463

dry one. Another difference is that Q evolution obtained from wet data, the attenuation464

decreases first and then increases, corresponding to the evolution of the velocity and can-465

not to be easily observed in dry data.466

Since we do not know the absolute amplitude of the wavelet input and the conver-467

sion formula of the transducer, we do not discuss the absolute value of Q but the rela-468

tive change of Q. Figure 20(b) compares the Q−1 variation between different experiment469

and shows the relative change of Q−1/Q−10 . The relative change of Q−1/Q−10 shows that470

the attenuation of saturated rock is stronger than the dry rock regardless the type of wave.471

In dry rock, QP < QS during the compression. On the contrary, QP > QS during the472

compression in water-saturated rock. Under the same compressional pressure, attenu-473
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ation of wet sample is higher than dry sample and the wet sample is more sensitive to474

the attenuation variation.475

3.4 Waveform fitting476

Waveform measurements were made during the increase in compressional pressure.477

Figures 21 and 22 compares the P- and S-wave strain waveforms obtained from the dry478

laboratory experiment (figures 2 and 3) and the best-fit numerical simulation results af-479

ter performing three waveform matching steps, which is used for narrowing the target480

range. In addition, figures 23 and 24 compares the P- and S-wave strain synthetic and481

experimental waveforms obtained from the wet experiment.482

By observing the best matching waveform under each pressure condition, it can be483

found that the first-arrival of both the P- and S-wave waveform gradually increase and484

decrease as the compressional pressure increases. In figures 21 and 23, the first three485

peaks of the synthetic P-strain waveforms can all fit well with the experimental data.486

After 6 µs of figure 21 and 6.8 µs of figure 23 where the fifth peak or sixth peak should487

expose, respectively, the shear waves come in that the waveforms do not fit well with the488

data because of the interference between the P- and S-wave energy. When ∆σ goes to489

349.23 MPa of dry data set, the previously disappearing fifth peak reappeared in figure 21,490

which may due to the shear wave first arrival happens to be a constructive interference491

with the P-wave waveform. In the laboratory experiments, the S-wave may have little492

effect on the recorded P-wave strain waveform. When ∆σ exceeds 373.75 MPa for dry493

data, the interior structure of the rock is discontinuous and so different from the homo-494

geneous model and cannot be modeled anymore. In figures 22 and 24, synthetic S-strain495

waveforms match well with the first two peaks experimental waveforms. However, after496

the third peak, the waveforms do not follow the experimental data. After the third peak,497

the waveforms of the experimental data have more peaks coming and having smaller am-498

plitudes. Same as P-wave strain, when ∆σ exceeds 373.75 MPa for dry data, the inte-499

rior structure of the rock is fragmentary and so different from the homogeneous model500
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that cannot be modeled anymore. Compared to P-strain wavefroms, S-strain simulated501

waveforms are more difficult to match with the data. The difficulty may come from our502

homogeneous model assumption that has a greater impact on S-wave scattering and at-503

tenuation. Another possible reason is that the experimental data may not only record504

the SH-wave strain but also other waves. The third possibility is that our boundary con-505

dition is still deficient, causing the S-wave to have poor matching. However, matching506

the first few peaks has been able to provide enough information on the velocity model507

and attenuation parameters change.508

4 Discussion and conclusions509

4.1 Effect of the 3D model settings and geometry510

We obtain the variation of velocities and attenuation from waveform matching and511

since the waveform is highly dependent on model geometry and especially, boundary con-512

dition, effect of the model geometry has to be carefully taken care of. Meanwhile, accord-513

ing to Burgos et al. (2016), the energy of the source is strongly related to the elastic prop-514

erties at the point source. In order to approximate the experimental conditions, four source-515

receiver positions (figure 9 and 10) and four models with different boundary properties516

are tested (figure 7).517

The results of the numerical experiments are comparable to the experiments by Yoshimitsu518

et al. (2016), although they performed the experiment on stationary aluminum sample519

rather than granite being deformed. In addition, they used lasers as a source and receiver520

rather than transducers. Yoshimitsu et al. (2016) modeled waveforms and matched their521

experimental data in order to analyze geometric effect on the wavefield. They implemented522

numerical modeling on a 3D cylindrical model and filtered the waveforms using two band-523

pass filters of 200–400 kHz and 400-800 kHz, which are lower than our filter band. They524

observed the body and surface wave propagation being influenced by the cylindrical ge-525

ometry. In our numerical model (figure 7(a) and (b)), we observe the same phenomenon526
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of large-amplitude surface waves emerged along the curved surface of the sample after527

the body waves. Furthermore, vertically propagating surface waves were generated af-528

ter the body wave conversion at the corner, dominating the waveforms in the later coda529

of the records. However, in our experimental data, these large-amplitude surface waves530

are not be observed. Yoshimitsu et al. (2016) added absorbing boundary conditions; we531

introduce an additional layer with physical properties of silicone surrounding the target532

rock model, which is closer to the actual experimental situation (figure 8). Simultane-533

ously, the accurate rock geometry must be carefully considered because we found that534

the two cuts parallel to compressional pressure are indispensable. The two cuts are the535

grinding cuts necessary to fix the transducers. They produce many extra reflections that536

the simple cylindrical model did not have and therefore further diverting some energy537

from the direct waves. From the results of numerical experiments (figure 7), these sub-538

tle geometries of model remarkably affect the results. Therefore, the accuracy of the three-539

dimensional geometry of the main rock model cannot be ignored.540

The surrounding silicone rubber layer can provide a buffer-like region, which can541

slow down and reduce surface waves propagating between the two media. Note that when542

the direct waves reach the interface between the two materials and travel through a low-543

Q and low-velocity material, the resulting wavefield is amplified. Figure 25 shows the544

transmission coefficient TPP and TSS (Lay & Wallace, 1995), calculated as amplitude545

and phase at the solid-solid interface from rock to the silicone rubber model. When the546

incidence angle equals to 0, TPP can be higher than 1.75, which can prove our observa-547

tion that the amplification happens to the direct P-waves when they transmit the bound-548

ary. Therefore, the amplification and the buffer enhance the difference between the single-549

material rock model and the model with silicone rubber layer (model (b) and (d) in fig-550

ure 7).551
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4.2 Changes in wave velocity and attenuation during deformation552

Velocity and attenuation evolution of laboratory experiments under a physical state553

can provide a view of the underlying general mechanism during compression and tran-554

sient waves propagating in the media. The simultaneous modeling of four elastic and vis-555

coelatic parameters, VP , VS , QP and QS , provide a more accurate velocity and atten-556

uation structure evolution. Since these four parameters affect each other and influence557

resulting waveforms, it becomes extremely important to balance their model space. How-558

ever, by varying four possible parameters at the same time with all possibilities, we do559

not need to consider this problem.560

In general, the variation of wave velocity (figures 17 and 18) during deformation561

estimated from waveform matching has a similar trend as seen by Zaima and Katayama562

(2018). The modeled velocity results compared to the experimental results are slightly563

lower (P-wave) or higher (S-wave) similarly. However, as the compression stress increases,564

this regularity gap will no longer be constant, but will have a larger gap. This phenomenon565

can be seen especially in the S-wave velocity of the high-stress stage. In the experiments,566

travel times were determined by a double picking technique in which the first arrival was567

estimated from the first peak minus a quarter period. This technique has a relatively large568

uncertainty particularly for highly dispersed sample approached failure, which may ex-569

plain the difference between hand-pick and modeling velocity. Figure 19 can better give570

us an idea of the velocity changes at each stress stage. In dry data, P-waves are more571

sensitive to the growing stress. Otherwise, S-waves are more sensitive in wet data. Both572

VP and VS of wet data reache the highest point quicker than the results of dry exper-573

iments. The VS of wet data, decreases to its lowest point the fastest.574

To calculate QP and QS variations, Toksöz et al. (1979) studied the spectral ra-575

tios of waveform records of rock experiment relative to the waveform of reference sam-576

ple. Lockner et al. (1977) and Zaima and Katayama (2018) used the amplitude ratios,577

which is taken from the differences between the first and second peaks of each phase ar-578
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rival, to estimate the attenuation for increasing pressure. Moreover, S. A. Stanchits et579

al. (2003) calculated P-wave attenuation from relative amplitude loss. However, using580

the method proposed in this study, attenuation is no longer needed to be measured through581

waveform amplitude but by waveform modeling and auto-matching. Including QP and582

QS , in the simultaneous simulation increase the matching accuracy of the misfit func-583

tions, especially for L1-norm and L2-norm. In particular, synthetic waveforms ignoring584

QP and QS are not comparable to the highly compressed experimental data. In addi-585

tion to the change of phases and amplitude, the travel time also can be changed by QP586

and QS (Kjartansson, 1979). The effect of attenuation on the velocity model determi-587

nation can be observed in the comparison of the travel time between the hand-picked588

results and the velocity model obtained by our S-waveform matching for both dry and589

wet experiments (figure 17 and 18). The trend of VS evolution calculated from hand-590

picked travel time is no longer consistent with synthetics, when differential stress exceeds591

250 MPa and 200 MPa in dry and wet data, respectively. Apart than error caused by592

the picking technique, not considering the effect of the attenuation coefficient may also593

lead to differences. Therefore, the hand-picked velocity is always higher than our results594

when strong attenuation exists.595

Since Zaima and Katayama (2018) implemented relative amplitude changes to quan-596

tify the attenuation condition, it is hard to compare our results of attenuation variation597

history. Nevertheless, the amplitude of the S-wave is reduced more than that of the P-598

wave during deformation under saturated wet conditions, which is consistent with our599

results (figure 20). Moreover, our inverse method with numerical simulation can directly600

consider the attenuation coefficient and the the velocity at the same time, and provide601

better results. Either P-wave or S-wave attenuation coefficient evolution of wet data is602

roughly opposite to the velocity evolution trend. The velocity increases while attenua-603

tion declines, and the attenuation grows while velocity declines. By comparing figure 19604

and figure 20, we can see that attenuation coefficients change patterns and velocity change605

characteristics have strong similarities.606
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4.3 Inverse problem and waveform modeled in homogeneous media607

The proposed method in this paper can process large amounts of experimental data608

quickly and provide the best matching value of VP , VS , QP , and QS . However, the method609

does not work well when longer lapse times are analyzed. For example, the fifth peak610

of the synthetic waveforms in figure 21 cannot match the data. Besides, the time when611

the fifth peak appears, it is also the arrival time of S-wave. Therefore, we conducted a612

numerical simulation experiment that set the S-wave velocity to a smaller value, which613

lets the S-wave train arriving after 8 µs (figure 7(d)). In this case, the fifth peak of the614

obtained waveform can match with the data. Therefore, we suppose this is because the615

data waveform has no ability to record SV-wave that causes the unmatched difference.616

Full waveform inverse problem must inevitably move towards the development of617

heterogeneous models. So far we can only match the first few peaks in the waveform to618

get the elastic and viscoelastic parameters. But if we want to get more information on619

the weakening of rock materials from the waveform, we must use a more complex model.620

Only through heterogeneous model or even anisotropic model we could better simulate621

the structural changes and mechanisms inside the rock during deformation.622

4.4 From the numerical simulation to crack development623

Experimental studies found seismic wave attenuation in dry rocks sensitive to strain624

(Gordon & Davis, 1968; Tisato & Quintal, 2014). The mechanisms responsible for such625

loss of energy can be related to intrinsic material anelasticity, thermoelastic effects, fric-626

tion at grain boundaries and micro-cracks developement (Simmons & Brace, 1965; Walsh,627

1965; Johnston et al., 1979; Winkler & Nur, 1982; Guéguen & Schubnel, 2003). As for628

saturated rocks, the end-member consensus is that in addition to the above factors, en-629

ergy is also dissipated as a consequence of fluid-related mechanisms. Winkler and Nur630

(1982) even declared that the effect of frictional sliding to the attenuation is negligible631

when it comes to rocks with pore fluid. They hence emphasized the importance of the632
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role of intercrack fluid flow, which may consider as the major cause of the attenuation.633

In their experiments of dry, partially saturated, and saturated rock, they declared that634

S-wave attenuation increases with the degree of saturation and reaches its maximum at635

total saturation. However, as saturation continues to increase to more than 90 percent636

water saturation, QP is higher than during partial saturation condition and QP > QS .637

These observations can be explained with local fluid flow mechanisms. Guéguen and Schub-638

nel (2003) also referred to the importance of local fluid flow and squirt flow on the char-639

acteristics of acoustic waves passing through rocks, but mainly on their influence on dis-640

persion and anisotropy. They introduced models that numerically obtain dispersion for641

two different transversely isotropic distribution of cracks. For the model with a distri-642

bution of horizontally aligned cracks, the dispersion on P-wave and SV wave is small in643

the horizontal plane of the rock. However, SH wave shows no dispersion. For the model644

with a distribution of vertical cracks shows that the dispersion on P-wave and on SH wave645

is maximum in the horizontal plane, where SH wave has slightly higher dispersion than646

the P-wave.647

Figure 19 compare the velocity evolution of dry and saturated wet experiment. The648

velocity results show that the presence of saturated water accelerates the state where the649

rock reaches its maximum velocity, which is the state closest to the non-crack mode. The650

presence of water also causes the fast reduction shear waves. Figure 20 plots the wave-651

form fitting results of dry and fully-saturated wet experiment together, showing that at-652

tenuation changes along the increasing compression stress under different water condi-653

tions. The velocity results indicate that fully-saturated S-wave has greater decrease than654

P-wave, and the attenuation results suggest that the fully-saturated S-wave has greater655

attenuation than P-wave from low pressure until the rupture. These changes in elastic656

characteristics are consistent with the observation of Winkler and Nur (1982), which may657

be the same as the effects caused by intercrack flow. At the beginning, increasing of pres-658

sure causes little effect on both the P- and S-wave attenuation of dry and wet samples,659

because there is no enough density of cracks that affect the wave propagation. As the660
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effective stress increases, our results show that QS < QP in the wet case, on the con-661

trary, QP < QS for the dry case. This may be produced that when there is a high enough662

compressional pressure to form micro-cracks with higher density, especially with micro-663

cracks aligned vertically to the long axis. These highly dispersed waves lead to a large664

amount of attenuation. The characteristics and the local pore fluid flow (Winkler & Nur,665

1982; Guéguen & Schubnel, 2003) can explain the feature of our attenuation results ob-666

tained from fully-saturated sample.667

At low confining pressure, the micro-cracks in the experimental sample can be re-668

garded as randomly distributed. The second stage is the closing process of horizontal micro-669

cracks, which are perpendicular to the maximum stress, leading to velocity increase. But,670

because the closure of horizontal micro-cracks has little effect on the energy dissipation671

of P- and S-wave, it is difficult to see the difference during the attenuation process.672

Attenuation changes obtained from dry sample cannot be explained using the above673

interpretation since the saturated-wet and dry rock are dominated by different physi-674

cal characteristics. The contribution to attenuation in the dry rock is assumed to be from675

the friction and the intrinsic aggregate attenuation only. Intrinsic attenuation is thought676

to be caused by energy dissipation because of friction at cracks where those faces are barely677

touching, making amplitude changes sensitive to crack geometry in the specimen (Lockner678

et al., 1977; Walsh, 1966). Besides, Bonner (1974) presented an increase of shear wave679

anisotropy in dry granite, which is caused by cracks oriented parallel or oblique to the680

compressional stress. This means that the cracks oriented parallel and subparallel to the681

axis of maximum compressional have influence on attenuation. However, we can see that682

many laboratory experiments confirmed that QP < QS exists in the dried samples (Johnston683

et al., 1979), however, no specific mechanism has been proposed to explain the differ-684

ence between P- and S-wave attenuation in dry rock.685

Figure 26 compares the exact and relative VP /VS ratio obtained from waveform686

matching with the VP /VS ratio of Zaima and Katayama (2018). Christensen (1984); Au-687
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det et al. (2009); Peacock et al. (2011); Wang et al. (2012b) have mentioned that appar-688

ent VP /VS ratio rise can be found in the seismic data of the subduction zone or labo-689

ratory experimental data, which may be linked to the high pore fluid pressure and crack690

anisotropy when approaching failure. The VP /VS ratio obtained in this study satisfies691

the description of previous research. It is worth noting that there is a difference between692

the velocity variation curve we corrected through attenuation and the apparent VP/VS693

ratio (figure 26(b)). Our results present higher VP /VS ratios for wet experiment when694

rock approaches rock failure. Even in dry rock experiment, VP /VS ratios rise compared695

to the apparent VP /VS ratios when it comes to rupture. These may cause by the sud-696

den rise S-wave anisotropy (Bonner, 1974) and thus influencing the attenuation and wave697

velocity. This characteristic of VP /VS ratio change marks the particularity of the rock698

right before failure, and may provide robust information on fracture prediction.699

Through the matching of the simulated waveform and data, the velocity and at-700

tenuation changes can be obtained as the pressure rises up to rupture. Unlike previous701

studies, the determination of the amount of attenuation no longer requires amplitude anal-702

ysis, but can be directly added to the numerical simulation and determined by full wave-703

form matching. Under the condition of simultaneous changing velocity and attenuation704

coefficient for modeling, the waveform is no longer controlled by a single variable. There-705

fore, it can fix the velocity change caused by neglecting the attenuation coefficient when706

determining the change of the velocity model. Combining seismic simulation, waveform707

matching and rock experiment, the data measured can explain the fracture nucleation708

during varying stress conditions. We expect seismic methods to bring more useful infor-709

mation on small-scale rock fractures. Attenuation, velocity, and VP /VS ratio variation710

revealed in this study shows different trends from the usual rock measurements, so it may711

give us the opportunity to more effectively understand rock failure mechanism of not only712

laboratory experiments, but also the shallower part of the earth’s crust.713
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K. (2012a). High Vp/Vs ratio: Saturated cracks or anisotropy ef-920

fects? Geophysical Research Letters, 39 (11). Retrieved from https://921

agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2012GL051742 doi:922

10.1029/2012GL051742923

Wang, X.-Q., Schubnel, A., Fortin, J., David, E. C., Guéguen, Y., & Ge, H.-924
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Figure 1. The schematic diagram of the geometry of sample and the position of the transduc-

ers. (A) The general view of the experimental setting of the sample. (B) The cross-section of the

sample.
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Figure 2. The P-wave experimental data recorded by transducer. The y-axis indicate the de-

formation progress and correspond to a condition of ∆σ. The x-axis represents the time of wave

propagation. (Courtesy of Zaima and Katayama (2018).)
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Figure 3. The S-wave experimental data recorded by transducer. The y-axis indicate the de-

formation progress and correspond to a condition of ∆σ. The x-axis represents the time of wave

propagation. (Courtesy of Zaima and Katayama (2018).)
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Figure 4. The input wavelet of the rock experiment (top) and the numerical modeling (bot-

tom). In order to avoid the noise of the experimental wavelet, we use the filtered wavelet as the

input.
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Figure 7. The four models tested in this study and their synthetic waveform (a) cylindri-

cal model with free-boundary, (b) side-cut cylindrical model with free-boundary, (c) cylindrical

model with surrounding silicone jacketing model and (d) side-cut cylindrical model with sur-

rounding silicone jacketing model.
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Figure 8. The distorted hexahedral mesh of the model for SEM. The green region is the

rock model. The yellow part represents the surrounding low-velocity material. The mesh size is

approximate to 0.3 mm.
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(a) (b)

(c) (d)

Figure 9. The four source-receiver positions tested in the study on the preferred model (fig-

ure 8). The red circle represents the source position; contrariwise, the green triangle indicates the

receiver position. The (b) setting of the source-receiver position is determined to be the best.
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Figure 10. The four normalized-synthetic waveform compared to the data with different

source-receiver positions according to figure 9.
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Figure 11. Waveform fitting using Hann window as weighting function from 3 to 6 µs. In or-

der to emphasize the weight of first-arrival, the Hann window is applied on both the experimental

and numerical waveform.
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Figure 12. The snapshot of the P-wave wavefield at different time step from 2 to 7 µs, show-

ing P-wave propagation process inside the medium.
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Figure 13. The snapshot of the S-wave wavefield at different time step from 2 to 7 µs, show-

ing S-wave propagation process inside the medium.
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Figure 14. The result of waveform fitting using (top) Zero-lag cross-correlation, (middle)

L1-norm, and (bottom) misfit function. The possible trend of change in P-wave (left column) and

S-wave (right column)
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velocity with increasing differential stress is shown in dark blue.
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Figure 15. The result of waveform fitting using objective function. The possible trend of

change in P-wave velocity with increasing differential stress is shown in dark blue.
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Figure 16. The result of waveform fitting using objective function. The possible trend of

change in S-wave velocity with increasing differential stress is shown in dark blue.
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Figure 17. Evolution of VP and VS of dry data. The black and red circle represent the nu-

merical simulated best-fit results of VP and VS , respectively. The diamond shapes are the results

from Zaima and Katayama (2018), which are calculated from the hand-picked first arrivals.
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Figure 18. Evolution of VP and VS of wet data. The black and red circle represent the nu-

merical simulated best-fit results of VP and VS , respectively. The diamond shapes are the results

from Zaima and Katayama (2018), which are calculated from the hand-picked first arrivals.
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Figure 19. dV /V0, showing the velocity change compared to the original stage at each stress

condition.
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Figure 21. The result of P-wave strain waveform fitting of dry data using equation 3 to find

the best-match model with proper VP , VS , QP , QS . The black lines are the best-match synthetic

waveforms. The red lines are the experimental data. The y-axis indicate the deformation progress

and correspond to a condition of ∆σ. The x-axis represents the time of wave propagation.
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Figure 22. The result of S-wave strain waveform fitting of dry data using equation 3 to find

the best-match model with proper VP , VS , QP , QS . The black lines are the best-match synthetic

waveforms. The red lines are the experimental data. The y-axis indicate the deformation progress

and correspond to a condition of ∆σ. The x-axis represents the time of wave propagation.
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Figure 23. The result of P-wave strain waveform fitting of wet data using equation 3 to find

the best-match model with proper VP , VS , QP , QS . The black lines are the best-match synthetic

waveforms. The red lines are the experimental data.The y-axis indicate the deformation progress

and correspond to a condition of ∆σ. The x-axis represents the time of wave propagation.
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Figure 24. The result of S-wave strain waveform fitting of wet data using equation 3 to find

the best-match model with proper VP , VS , QP , QS . The black lines are the best-match synthetic

waveforms. The red lines are the experimental data. The y-axis indicate the deformation progress

and correspond to a condition of ∆σ. The x-axis represents the time of wave propagation.
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Figure 25. The transmission coefficient Tpp (P-SV) and Tss (SH) of solid-solid surface

plotted with incidence angle. (a) Tpp (P-SV) amplitude, (b) Tpp (P-SV) phase, (c) Tss (SH)

amplitude, (d) Tss (SH) phase.
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