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Abstract

Deliberately blocking out a small portion of the incoming solar radiation would cool the climate. One such approach would

be injecting SO$ 2$ into the stratosphere, which would produce sulfate aerosols that would remain in the atmosphere for

1–3 years, reflecting part of the incoming shortwave radiation. This would not affect the climate the same way as increased

greenhouse gas (GHG) concentrations, leading to residual differences when a GHG increase is offset by stratospheric sulfate

geoengineering. Many climate model simulations of geoengineering have used a uniform reduction of the incoming solar radiation

as a proxy for stratospheric aerosols, both because many models are not designed to adequately capture relevant stratospheric

aerosol processes, and because a solar reduction has often been assumed to capture the most important differences between

how stratospheric aerosols and GHG would affect the climate. Here we show that dimming the sun does not produce the

same surface climate effects as simulating aerosols in the stratosphere. By more closely matching the spatial pattern of solar

reduction to that of the aerosols, some improvements in this idealized representation are possible, with further improvements

if the stratospheric heating produced by the aerosols is included. This is relevant both for our understanding of the physical

mechanisms driving the changes observed in stratospheric sulfate geoengineering simulations, and in terms of the relevance of

impact assessments that use a uniform solar dimming.
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Key Points:8

• Reducing the incoming solar radiation is often used to emulate injecting SO2 in9

the stratosphere, but produces different surface outcomes10

• Solar reduction matched to the pattern produced by the aerosol optical depth re-11

sults in better surface climate matching between the two methods12

• Including the stratospheric heating produced by the aerosols produces further im-13

provements and highlights key physical mechanisms at play14
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Abstract15

Deliberately blocking out a small portion of the incoming solar radiation would cool the16

climate. One such approach would be injecting SO2 into the stratosphere, which would17

produce sulfate aerosols that would remain in the atmosphere for 1–3 years, reflecting18

part of the incoming shortwave radiation. This would not affect the climate the same19

way as increased greenhouse gas (GHG) concentrations, leading to residual differences20

when a GHG increase is offset by stratospheric sulfate geoengineering. Many climate model21

simulations of geoengineering have used a uniform reduction of the incoming solar ra-22

diation as a proxy for stratospheric aerosols, both because many models are not designed23

to adequately capture relevant stratospheric aerosol processes, and because a solar re-24

duction has often been assumed to capture the most important differences between how25

stratospheric aerosols and GHG would affect the climate. Here we show that dimming26

the sun does not produce the same surface climate effects as simulating aerosols in the27

stratosphere. By more closely matching the spatial pattern of solar reduction to that of28

the aerosols, some improvements in this idealized representation are possible, with fur-29

ther improvements if the stratospheric heating produced by the aerosols is included. This30

is relevant both for our understanding of the physical mechanisms driving the changes31

observed in stratospheric-sulfate geoengineering simulations, and in terms of the rele-32

vance of impact assessments that use a uniform solar dimming.33

Plain Language Summary34

Injecting SO2 in the stratosphere has been proposed as a method to temporarily35

cool the planet by partially reflecting the incoming solar radiation. To assess the even-36

tual side-effects of this method, some climate model simulations have simply reduced the37

solar constant in the model rather than simulating the actual aerosols that would be pro-38

duced. We show here what the limits of simulating stratospheric sulfate injection this39

way are, and what are the physical causes behind the differences from simulations where40

stratospheric aerosols are represented.41

1 Introduction42

The possibility of injecting SO2 in the stratosphere to mitigate some of the neg-43

ative effects of anthropogenic global warming has been discussed for decades, starting44

with Budyko (1978) and notably by Crutzen (2006). Despite model simulations show-45

ing that it would be effective at offsetting many aspects of climate change (e.g. Kravitz46

et al., 2017; P. J. Irvine & Keith, 2020), deploying stratospheric sulfate (SS) injections47

would come with drawbacks of its own, and many studies have explored the possible side48

effects of this method, both in the stratosphere (Tilmes et al., 2008; Pitari et al., 2014)49

and at the surface (Jones et al., 2018; Jiang et al., 2019). One of the most important rea-50

sons for why a climate with high CO2 levels but cooled by aerosols would be unavoid-51

ably different from one less warm due to lower CO2 levels lies in the different ways in52

which CO2 and aerosols affect the climate: while the the aerosols partially reduce so-53

lar radiation (shortwave; SW) at the surface, the increasing CO2 concentrations trap more54

outgoing longwave radiation (LW) emitted by the planet. Moreover, the spatial and sea-55

sonal dependence of the two forcings are also different (Govindasamy et al., 2003; Ban-56

Weiss & Caldeira, 2010; Jiang et al., 2019), since CO2 is a well mixed gas with relatively57

uniform radiative effect in both space and season, while the insolation varies strongly58

with latitude and season, and the spatial distribution of stratospheric aerosols also varies59

due to the stratospheric circulation and injection location (Tilmes et al., 2017). The net60

results of these effects on the surface are that while the global mean temperature could61

be successfully reduced through stratospheric sulfate injections, the combination of strato-62

spheric aerosol and increased CO2 forcing would lead to residual differences such as re-63

gional changes to the hydrological cycle (Jones et al., 2018; I. Simpson et al., 2019; Cheng64
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et al., 2019). These changes, however, would very likely be smaller in magnitude than65

those produced by climate change itself (MacMartin et al., 2019; P. J. Irvine & Keith,66

2020). Another important difference is to be found in the stratosphere, where the sul-67

fate aerosols would absorb some near-infrared radiation and heat the air locally, result-68

ing in changes to stratospheric dynamics (Aquila et al., 2014; Niemeier & Schmidt, 2017;69

Richter et al., 2017; Niemeier et al., 2020; Visioni, MacMartin, Kravitz, Lee, et al., 2020),70

chemistry (Visioni, Pitari, Aquila, Tilmes, et al., 2017; Tilmes, Richter, Mills, et al., 2018),71

and upper tropospheric clouds (Kuebbeler et al., 2012; Visioni, Pitari, Di Genova, et al.,72

2018). Furthermore, dynamical changes in the circulation in response to the stratospheric73

heating also affect the surface climate due, for instance, to shifts in the atmospheric cir-74

culation (I. Simpson et al., 2019).75

Generally, the differential impact of longwave and shortwave radiative effects has76

been considered to be the main reason for the surface climate differences, and so reduc-77

ing the solar constant rather than actually simulating the aerosols has been a widely used78

simulation technique (Kravitz, Caldeira, et al., 2013). While this simplification clearly79

would not capture impacts such as changes in ozone (Tilmes et al., 2008) or different ra-80

tio of direct/diffuse light (Kravitz et al., 2012), it does capture the simultaneous reduc-81

tion of SW radiation and increase in LW radiation. Due to the uncertainties in our un-82

derstanding of stratospheric sulfate microphysics and interaction with radiation, and to83

the lack, in some models, of a proper representation of stratospheric circulation, this sim-84

plification has also allowed more climate models to perform similar simulations (Kravitz,85

Caldeira, et al., 2013). Many studies have thus used a uniform reduction of the solar con-86

stant (solar dimming, SD) as a proxy to simulate the effects of stratospheric sulfate geo-87

engineering (SS), looking at its consequences on surface processes, for instance on the88

hydrological cycle (Smyth et al., 2017; Russotto & Ackerman, 2018a, 2018b; Guo et al.,89

2018; Ji et al., 2018; P. Irvine et al., 2019) and vegetation (Glienke et al., 2015; Dagon90

& Schrag, 2019). Some recent studies aiming to generally evaluate Solar Radiation Man-91

agement (SRM) techniques in the framework of Integrated Assessment Modeling have92

also used SD climate simulations as a proxy for any SRM method (Tavoni et al., 2017;93

Oschlies et al., 2017; Low & Schfer, 2019; Harding et al., 2020).94

However, reducing solar irradiance instead of simulating the stratospheric aerosols95

would only be a good proxy if the differential SW and LW effects dominate the surface96

climate impacts, as this approximation does not include stratospheric warming caused97

by the absorption of LW radiation by the sulfate aerosols (Richter et al., 2017; Niemeier98

& Schmidt, 2017; Kleinschmitt et al., 2018), nor does it capture differences in the spatio-99

temporal distribution of the aerosols (Dai et al., 2018; Visioni et al., 2019). Furthermore,100

there would be differences in the downwelling radiation at the surface, due to the dif-101

ferent ratio of direct and scattered solar radiation that would affect ecosystems impact102

assessments. Previous studies have already compared the two methods and highlighted103

some of the differences in the surface response (Niemeier et al., 2013; Ferraro et al., 2015;104

Kalidindi et al., 2015; Xia et al., 2017), finding generally lower changes in the hydrolog-105

ical cycle when performing SD simulations compared to SS ones. However, these pre-106

vious comparisons have always equated SD with a global decrease in the solar constant107

and SS with equatorial injections aimed at managing globally averaged quantities, ei-108

ther temperature or radiative forcing. Furthermore, earlier models oftentimes used ei-109

ther non-fully interactive or prescribed aerosols (Kalidindi et al., 2015; Xia et al., 2017)110

to simulate SS.111

In recent years it has been shown that by combining injections at different latitudes112

it is possible to devise SS strategies capable of managing more than just global surface113

temperature (Kravitz et al., 2017). The ability of SS to be tailored to more precisely mod-114

ify the distribution of the radiative forcing in order to minimize side effects (MacMartin115

et al., 2017; Dai et al., 2018; Lee et al., 2020) is therefore another important difference116

compared to SD.117
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Table 1. Summary of the simulations analyzed in this paper, with a general description of the

method used to maintain surface temperatures at 2010-2030 levels.

Sim. name Description

1× 1 SD Uniform solar dimming to maintain global mean temperature
1× 1 SS Stratospheric sulfate aerosols injected at the equator to maintain global

mean temperature
3× 3 SD Solar dimming in three independently adjusted patterns (globally uniform,

linear with sine of latitude, and quadratic with sine of latitude) to
maintain global mean temperature, the interhemispheric temperature
gradient, and the equator-to-pole temperature gradient

3× 3 SS Stratospheric sulfate aerosol injection at four independent locations
(30◦S, 15◦S, 15◦N, and 30◦N) to maintain global mean temperature, the
interhemispheric temperature gradient, and the equator-to-pole temperature
gradient

3× 3 SDH As in 3× 3 SD but with the stratospheric heating patterns from 3× 3 SS
superimposed

In light of this, we reconsider in this work the simulated physical differences be-118

tween SS and SD simulations. Together with simulations more similar to those analyzed119

in the past (equatorial injections and spatially uniform reduction in the solar constant)120

we consider here also a set of SS simulations designed to maintain, through multiple in-121

jection locations, the global surface temperature together with the inter-hemispheric and122

equator-to-pole gradients of temperature (Tilmes, Richter, Kravitz, et al., 2018). We also123

consider a new set of SD simulations designed to achieve similar objectives through a124

non-spatially-uniform reduction in the solar constant (similar to Kravitz et al., 2016).125

Finally, we also include one more set including a 3x3 SD reduction while superimpos-126

ing the stratospheric heating that would be produced by the aerosols in the analogous127

SS simulations. A similar experiment has been performed in I. Simpson et al. (2019), with128

heating rates from stratospheric aerosols imposed for 20 years in the period 2010-2030.129

In our case, the simultaneous presence of the stratospheric heating and of the non-uniform130

solar dimming allows for a more direct comparison between the sets of experiments, given131

the ability to maintain similar temperature gradients compared to the SS simulations.132

By cross-comparing these five sets (Table 1), we aim to better separate the differences133

produced by the various factors mentioned above, in particular those driven by differ-134

ences in the obtained temperature gradients (caused by latitudinal differences in the amount135

of solar radiation reflected or attenuated) and those driven by the presence of the aerosols136

themselves, for instance by further isolating the role of the stratospheric heating in the137

changes observed in the SS simulations.138

This paper is structured as follows: in Section 2 we explain how the 5 sets of sim-139

ulations were built, and we expand on how the cross-comparisons can clarify single as-140

pects of the climatic response. In Section 3.1 we compare the simulated results in terms141

of surface temperature and precipitation and try to understand the physical mechanisms142

behind them, then try to quantify how well the SD simulations represent the SS ones143

for some of those quantities in section 3.2. We then discuss other quantities for which144

the response is highly different in Section 3.3 for the surface and in Section 3.4 for strato-145

spheric quantities. Finally, we discuss our results in Section 4.146

2 Methods147

We analyze here 5 sets of simulations performed with the Community Earth Sys-148

tem Model (CESM), with the Whole Atmosphere Community Climate Model (WACCM)149
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as its atmospheric component (Mills et al., 2016, 2017), all with underlying greenhouse150

gas (GHGs) emissions under the RCP8.5 scenario, and with either solar dimming (SD)151

or stratospheric SO2 injections (SS) to offset the warming relative to 2020 (calculated152

as the average over 2010–2030 from a 20-member ensemble of RCP8.5 simulations). The153

sets termed 1×1 aim to keep the global yearly surface temperature at the 2010–2030154

average, either by means of a uniform reduction of the solar constant (1×1 SD) or by155

SO2 injections at the equator at 25 km of altitude (1×1 SS) (Kravitz et al., 2019). The156

other sets, termed 3×3, aim to keep three temperature targets: keeping global yearly157

surface temperatures and inter-hemispheric and equator-to-pole temperature gradients158

at the 2010-2030 average, either by modifying the solar constant proportionally to con-159

stant, linear, and quadratic functions of the sine of latitude (projections of the first three160

Legendre polynomials onto area-weighted solar reduction) (3×3 SD) (see MacMartin161

et al., 2013; Kravitz et al., 2016) or by injecting SO2 at 4 latitudes (30◦S, 15◦S, 15◦N,162

and 30◦N), 5 km above the tropopause and at the international date line, to achieve an163

aerosol optical depth (AOD) similar to the desired 3×3 solar reductions needed (3×3164

SS) (Tilmes, Richter, Kravitz, et al., 2018). Decisions on the amount of solar reduction165

or on the amount of SO2 to inject at each location are taken at the end of each year of166

simulation by a feedback loop (Kravitz et al., 2017) to ensure that the desired goals are167

met. Both SS sets have already been described and analyzed in Tilmes, Richter, Kravitz,168

et al. (2018) and Kravitz et al. (2019).169

A final ensemble of simulations uses the the same method as the 3 × 3 SD ones170

to maintain the three surface temperature goals, but imposes in the stratosphere the same171

stratospheric heating rates that would result from the stratospheric aerosols in the 3×172

3 SS simulation in the same period, with a methodology similar to that described by I. Simp-173

son et al. (2019) (monthly-varying 3D-heating rates above 100 hPa derived from a dou-174

ble call to the radiation scheme with and without the aerosols). While I. Simpson et al.175

(2019) imposed heating that was the same for the entire period, derived from the 2075-176

2095 period of aerosol injections, in our case the overall magnitude of the heating evolves177

year-by-year in the same way as the stratospheric heating in the 3×3 SS simulations.178

This is done in order to have both a more “uniform” perturbation year after year, but179

still realistically evolving in magnitude as if the aerosol burden was increased every year.180

A comparison of the different physical processes at play in each of the simulations is de-181

scribed in Fig. 1.182

All analyses in this manuscript are for the period 2070-2089, as that 20-year time183

period has the greatest forcing of all periods simulated and thus the highest signal-to-184

noise ratio (MacMartin et al., 2019). The SS simulations are started in 2020. The SD185

simulations are branched off the SS simulations in 2060, substituting the injection of SO2186

for solar reduction (as in Visioni, MacMartin, Kravitz, Richter, et al. (2020)). The first187

10 years are left out of the analyses to give the system time to relax to the new state,188

even though all stratospheric aerosols are already removed after the first 2 years with-189

out injection. All simulations are compared against the period 2010-2030 (using the en-190

tire 20-member ensemble), termed Control in this work.191

3 Results192

All model simulations restore global surface temperature to within 0.17 K of the193

average in the Control period. In the period 2070-2089 considered in our analyses, that194

equates to an average cooling of 3.9K (Tilmes, Richter, Kravitz, et al., 2018) in order195

to maintain the same temperature as the period 2010-2030. The obtained AOD and so-196

lar dimming required to achieve the temperature goals are shown in Fig 2. There are clear197

differences in the solar dimming patterns that preview some of the observed changes that198

will be discussed later on. The uniform dimming in the 1×1 SD case implies an over-199

cooling of the tropics and an undercooling at high latitudes (Govindasamy et al., 2003;200

Kravitz, Caldeira, et al., 2013), resulting in a reduction, for instance, in September sea201
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Figure 1. Summary of the simulations employed in this work, divided depending on the

method used to maintain the climate goals (columns) and by the climate goals that we try to

achieve (rows). In the green boxes, we list some of the comparisons between sets of simulations

already available in the scientific literature. In the yellow boxes, we list new questions that we

address with the simulations described in this paper. The white boxes give the name of these

simulations as referred to in this paper and the size of the ensemble, in brackets.

Table 2. Summary of the main results of the five simulations, compared to the 2010-2030

period in Control: T0, T1 and T0 represent the projections of surface temperatures in the first

three Legendre polynomial in K; Precipitation (P) and Precipitation-Evapotranspiration over

land (∆P-Eland) in mm/day. Arctic September Sea ice (SSI) in 106×km2.

Simulation ∆T0 ∆T1 ∆T2 ∆P ∆P-Eland ∆SSI

1× 1 SD -0.04 0.29 0.18 -0.09 -0.035 -1.1
1× 1 SS 0.17 0.07 0.23 -0.14 -0.044 0.7
3× 3 SD -0.03 0.02 -0.02 -0.07 -0.041 2.7
3× 3 SS 0.06 0.04 0.09 -0.12 -0.038 1.5
3× 3 SDH -0.10 0.02 -0.02 -0.10 -0.050 2.9
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ice in the Arctic (Table 2) even when global surface temperatures are restored. There202

are also evident differences with the 1×1 SS case, where the AOD produced by equa-203

torial injections is not latitudinally uniform due to the tropical confinement of the aerosols204

(Visioni, Pitari, Tuccella, & Curci, 2018), amplifying even more the tropical overcool-205

ing. The increasing fractional solar reduction at higher latitudes compensates for this206

in the 3×3 cases, either by directly reducing sunlight or by injecting outside the trop-207

ics. Over 60◦ of latitude, however, the 3×3 SS differs further from the SD case due to208

the dynamical transport barrier there (Visioni, MacMartin, Kravitz, Lee, et al., 2020).209

Roughly, an AOD of 0.1 equates to a reduction of 1% in incoming solar irradiance (e.g.210

Hansen et al., 2005). In the 3×3 cases, SDH requires more solar reduction compared211

to SD. This is due to an increase in stratospheric water vapor resulting from tropopause212

warming (Visioni, Pitari, & Aquila, 2017; Tilmes, Richter, Mills, et al., 2018) as we show213

in Fig. S1, that in turn warms the surface (Hansen et al., 2005; I. Simpson et al., 2019).214

3.1 Comparison of simulated surface temperatures and precipitation215

In Fig. 3 we show the annually averaged surface temperature response in all cases216

relative to Control. Despite global mean temperature being within 0.16 K of the objec-217

tive, local differences of up to 1–2 K are present; however, these differences are much smaller218

than those due to RCP 8.5 alone. The comparison of the 1× 1 SD with both SS sim-219

ulations highlights that, aside from a few features, simply turning down the sun is not220

a good analogue for how regional temperatures would respond to the stratospheric aerosols.221

Exceptions include the sign of the tropical overcooling and high-latitude under-cooling222

and the warming over the northern Atlantic Ocean (due to over-compensating the GHG-223

driven slowing down of the Atlantic Meridional Overturning Circulation (AMOC) in this224

model, (Fasullo et al., 2018)).225

These differences are due to various factors. For the 1×1 cases, as shown in Ta-226

ble 2, the magnitude of T1 and T2 in the SS case are not captured correctly by the SD227

case due to the peak in AOD in the tropics that does not resemble the uniform dimming228

in solar radiation (Fig. 2a). (Equatorial injection in this model results in slightly higher229

AOD in the northern hemisphere than the southern, roughly compensating T1 even though230

that was not an objective of the 1×1 SS simulation.) For the 3×3 cases this effect is231

less pronounced, since the injection locations are chosen so as to have a similar profile232

to the one actually achieved by the solar dimming (MacMartin et al., 2017). At very high233

latitudes, however, some differences are present mostly due to the polar transport bar-234

riers (Visioni, MacMartin, Kravitz, Lee, et al., 2020) that reduce the high-latitude AOD.235

It is likely that a more uniform AOD distribution using more latitudes of injection (see236

for instance Dai et al., 2018) could produce results more closely resembling those from237

1 × 1 SD: however, some differences would still remain due to the considerable varia-238

tion across different months of the AOD (Fig. 2) compared to the constant dimming pro-239

duced by the SD cases: as shown by Visioni, MacMartin, Kravitz, Richter, et al. (2020),240

seasonal variations in AOD can result in notably different surface climates.241

Lastly, the other difference between the simulation is the lack of stratospheric heat-242

ing in the SD simulations. Previous papers point to the substantial warming in the win-243

ter (relative to baseline) over the continental northern high latitudes (Europe and Asia),244

(I. Simpson et al., 2019; Jiang et al., 2019), and consistent with what has been postu-245

lated in the past literature on the Pinatubo 1991 eruption (Robock & Mao, 1995; Robock,246

2000), link this at least in part to the stratospheric heating produced by the aerosols.247

A recent paper by Polvani et al. (2019) has however cast doubts on the physical causal248

link relating the two, showing that in large ensembles of simulations (one of them per-249

formed with WACCM4, a model similar to that used for the simulations in this study)250

the winter warming does not appear to be a consistent result, being limited to only some251

members of the ensemble.252
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Figure 2. Comparison of stratospheric sulfate AOD obtained through SO2 injections (SS)

or solar dimming (SD) for the five simulations, both averaged over 2070-2089. In panel a), cases

maintaining global mean temperature are shown. In panel b), cases maintaining global mean

temperature, inter-hemispheric temperature gradient, and equator-to-pole temperature gradient

are shown. The annual AOD average is shown with a black thick line, while the solar dimming

(expressed in terms of fraction of incoming solar radiation reduced × 10) is shown with a black

thick dashed line. The AOD for each month is shown with the thin colored lines described in

the colorbar. In panel b), the dash-dotted line shows the solar dimming necessary for the SDH

simulations. The injection locations of SO2 are indicated by the vertical thin black dashed line.
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Figure 3. Surface temperature changes for all simulations for 2070-2089 relative to 2010-2030.

In the third column, areas are highlighted where surface temperature shows statistically signif-

icant (using a two-sided t-test with p¡0.05) changes between the simulations with SD and SS.

Grey areas indicate regions in all maps where the differences are not statistically different from

zero.
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Figure 4. a) Seasonal cycle of surface temperatures over high northern latitudes for each

ensemble (thick lines, see legend) and single ensemble members (thin lines of the same color).

b) Same as a), but showing the anomaly compared to the annual mean and the shaded curves

representing the ensemble variability as ±1 standard error.
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Jiang et al. (2019) suggest that shifts in the high-latitude seasonal cycle are partly253

due to the dynamic effects from the stratospheric heating and partly due to there be-254

ing more sunlight to reflect in summer than winter, but were unable to quantify the break-255

down of the relative importance of these. There they used, however, simulations with256

a stratospheric heating imposed on top of a 2010-2030 climate, and compared against257

a geoengineered climate at the end of the century. Here we have the opportunity to ex-258

pand on previous analyses since we can directly compare simulations with similar tem-259

perature gradients and CO2 concentrations, but different stratospheric responses. In Fig. 4a,260

we show the monthly temperatures over the selected area for all simulations: in this case,261

however, the locally enhanced warming over Eurasia is mixed with the different equator-262

to-pole temperature gradients (T2): for the 1×1 cases, the warming over high latitudes263

is primarily due to only keeping global mean temperature constant, which tends to over-264

cool the tropics and undercool high latitudes (Ban-Weiss & Caldeira, 2010; Kravitz et265

al., 2019). This is further exacerbated in the case of SS since the AOD is mostly con-266

centrated at tropical latitudes. As shown in Russotto and Ackerman (2018b) and Merlis267

and Henry (2018), the differences in energy transport due to differences in T2 also lead268

to a residual polar warming in simulations with uniform solar dimming. Therefore, iso-269

lating the contribution of residual warming in winter in particular to this high latitude270

annual-mean pattern requires looking at seasonal differences from the annual mean (Fig. 4b)271

as in Jiang et al. (2019).272

Thus we can see that the SD cases both have a moderate warming over DJF rel-273

ative to the annual mean (0.75 K) whereas the others have a stronger winter warming274

(1.22K for 3× 3 SS, 1.43K for 3× 3 SDH, and 1.97K for 1× 1 SS). The 1× 1 SS and275

3×3 SDH cases seem to have similar warming, and both have different warming than276

the 3×3 SS case. The differences between the 3×3 SS and SDH cases may be explained277

by looking at the seasonal differences in AOD: as discussed by Visioni, MacMartin, Kravitz,278

Lee, et al. (2020), for the 3×3 SS case, the high latitude AOD reaches a relative peak279

compared to the annual average exactly in the months where the winter warming is ex-280

pected, while for the 1×1 SS case, the AOD results are much more uniform seasonally.281

From the comparison of the SD and SDH cases, we can conclude that the winter warm-282

ing observed over Eurasia in these simulations can only be partially explained by the strato-283

spheric heating. Over half of the high latitude winter warming compared to the annual284

mean results from differences between SW and LW forcing which, as Govindasamy et285

al. (2003); Jiang et al. (2019) point out, is especially prominent at high latitudes, and286

that can’t be avoided even if a more careful spatial distribution of the counteracting forc-287

ing is applied, as also suggested by Henry and Merlis (2020), where they decomposed288

the vertical structure of the forcing in a single column model and found that inhomo-289

geneities in the two forcings always result in some residual warming at high latitudes.290

In Fig. 5 we show the same comparison as in Fig. 3 but for total precipitation. Re-291

sults for P-E (precipitation minus evapotranspiration) are reported in the supplemen-292

tary material (Fig. S2). Generally, it is clear that even given the same temperature tar-293

gets, there are substantial differences in the projected precipitation changes. In partic-294

ular, both SD cases show reduced changes compared to the SS cases. Unlike for temper-295

ature, however, in this case the SDH case shows further similarities with 3× 3 SS.296

On a decadal scale, precipitation changes can be described by changes in total col-297

umn energy, which can be broken up into column-integrated diabatic cooling and dry298

static energy flux divergence (Muller & O’Gorman, 2011). Kravitz, Rasch, et al. (2013)299

used this framework to explain a simulation analogous to 1×1 SD, and we adapt that300

method for the present study to explain the changes in Fig. 5, with the caveat that our301

period of analyses is not in a perfect steady state. Following the analyses in Kravitz, Rasch,302

et al. (2013), the differences in the column-integrated diabatic cooling (excluding latent303

heating), can be calculated as304

∆Q = ∆RFsfc −∆RFTOA −∆SH (1)
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Figure 5. Precipitation changes for all simulations for 2070-2089 relative to 2010-2030. In

the third column, areas are highlighted where surface precipitation shows statistically significant

changes between the simulations with SD and SS. Grey areas indicate regions in all maps where

the differences are not statistically different from zero.
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where ∆RFsfc is the net radiative flux at the surface (SW + LW; positive downward),305

∆RFTOA is the net radiative flux at the top-of-atmosphere (positive downward), and306

∆SH is the change in sensible heat flux (positive upward, as is customary for turbulent307

fluxes).308

Changes in precipitation can then be calculated as309

Lc∆P = ∆Q+ ∆H (2)

where Lc is the latent heat of condensation, ∆Q is the column integrated diabatic cool-310

ing, and ∆H is the dry static energy flux divergence (calculated as a residual). In Fig. 6a-311

c we show that the SD and 3×3 SS experiments have very different column energy bud-312

gets that can help explain some of the differences in surface precipitation shown in Fig. 5.313

The comparison between panels 6a and 6b indicates that a part of the changes in ∆Q314

are co-located with differences in temperature between the 1×1 and 3×3 cases, espe-315

cially in the tropical regions, where a uniform solar reduction (or equatorial stratospheric316

aerosol injections) tends to overcool the tropics and shifts the inter-tropical convergence317

zone location. Comparing the results with those for the SDH simulation indicates that318

part of the precipitation differences between SD and SS simulations can be reduced if319

the stratospheric heating term is included in the model simulations, due to a more cor-320

rect partition of energy in the column. Not all differences can be reduced this way: in321

Fig. 6d we show that differences in the energy flux divergence term are quite similar be-322

tween the SD and SDH simulations, implying that some of the observed local changes323

are due to other processes. For instance, the seasonal dependence of AOD has been shown324

to affect precipitation in particular seasons in some locations (Visioni, MacMartin, Kravitz,325

Richter, et al., 2020). This can be observed in Fig. S3 and S4, where we show the pre-326

cipitation changes in two of the seasons (DJF and JJA). As an example, over India the327

magnitude of precipitation changes in JJA is larger in the 3×3 SS simulations than in328

other seasons, compared to SD and SDH: in this case, differences in cooling over the Ti-329

betan plateau, driven by the seasonal variation of the AOD, would affect the monsoonal330

circulation, combined with energetic changes in the column produced by the stratospheric331

heating (I. R. Simpson et al., 2018; Visioni, MacMartin, Kravitz, Richter, et al., 2020).332

3.2 Solar dimming as a modeling analogue for sulfate injections333

In this section we discuss our results in light of our initial question: is solar dim-334

ming a good proxy for stratospheric sulfate geoengineering? From our analyses, it is clear335

that generally the outcomes of SD simulations and SS simulations are different: in this336

section, we try to better quantify these differences. As a baseline for comparison, we use337

our 20 (members) × 20 (years) 3×3 SS simulations as our best estimate of the forced338

response (in this model) of an SS strategy that aims to minimize changes in surface cli-339

mate, and we compare this with the other four simulations (3 members × 20 years for340

1×1SD, 1×1SS, 3×3SD and 3×3DH). The metrics we use are surface temperature,341

precipitation, precipitation minus evapotranspiration, monthly maximum temperatures342

and monthly maximum precipitation, which have been used previously to define the im-343

pacts of geoengineering (P. Irvine et al., 2019), plotted on Taylor diagrams (Fig 7, Tay-344

lor, 2001). These kind of diagrams are generally used to evaluate multiple model per-345

formances compared to observations on three metrics: the Pearson correlation coefficient,346

plotted as the azimuthal angle, measures the pattern similarities; the root mean squared347

error (RMSE), proportional to the distance from the point on the x-axis defined as our348

benchmark, measures the overall difference between that benchmark and the other sim-349

ulations; and the standard deviation σ, on the y-axis, that measures the amplitude of350

the variations in both simulated and the benchmark values (that lie on the dashed line).351

The similarity is then evaluated as the distance between the single value for each sim-352

ulation and the benchmark value that lies on the x-axis. In Fig 7 we also include gray353

shading that serves as a measure of the differences induced by the natural variability.354

To construct this metric, we consider the general difference between any random pick355
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Figure 6. Differences in the column-integrated diabatic cooling (∆Q, W/m2) between the

3 × 3SS case and the three SD experiments (panels a,b and c, 2070-2089 average). d) Zonal and

annual mean differences in the dry static energy flux divergence (∆H, W/m2) between the 3×3SS

case and the three SD experiments. See Fig.S5 for a comparison of zonal mean precipitation (in

W/m2) and ∆Q.

of 3 ensemble members of 3x3SS simulations (overall,
(
20
3

)
= 1140) and plot each of the356

resulting sub-sets against the full 20-members ensemble (the operation performed to ob-357

tain this is shown in Fig.S̃6). The grey shading can therefore be considered as the effect358

of sampling a smaller ensemble size: if one of the other simulations approaches this area,359

we cannot tell whether the residual difference is due to natural variability or physical dif-360

ferences between the simulations. From the results in Fig. 7, we conclude that simply361

turning down the sun produces regional climate results that are highly uncorrelated from362

those obtained in 3 × 3 SS simulations. The 3 × 3 SDH simulation is most similar to363

the baseline indicating the importance of (1) tailoring the pattern of solar dimming so364

that the net effect matches the radiative forcing of the aerosols, and (2) including strato-365

spheric heating that would result from the aerosols. This result especially holds for hy-366

drological quantities, indicating that the stratospheric changes produced as a response367

to stratospheric heating are an especially important component of the climate response368

to stratospheric sulfate aerosols. For temperature, the differences between 3×3 SD and369

3×3 SDH are more marginal, indicating that differences from baseline are predominantly370

due to the pattern of forcing (see Fig. 2).371

3.3 Simulation of other surface variables372

Taylor diagrams are most effective for quantities that present at least some pat-373

terns of similarity to the baseline. There are other quantities where this does not hold,374

for example incoming solar radiation at the surface, where previous studies looking at375

ecologically-relevant metrics (Dagon & Schrag, 2019) have used solar dimming simula-376

tions to predict vegetation changes under geoengineering. In Fig. 8 we show some of the377

differences between SD and SS in 14 locations around the globe (the specific locations378

are shown in Fig. S7). We have chosen these locations as some of the largest biomass379

regions in the world: large forest (Song et al., 2018) in all continents save Antartica, and380

the US Corn-belt (Green et al., 2018). We first consider the overall amount of incom-381
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Figure 7. Taylor diagrams for various simulated quantities as compared to the 3 × 3 SS case.

Gray shaded area represents the natural variability in the full 20 members 3 × 3 SS ensemble,

compared to any random pick of three ensemble members from the same set. Therefore, if one

of the other sets falls in the shaded area, its differences would be indistinguishable from those

produced by natural variability. See text and Fig. S6 for further description.

ing solar radiation at the surface in these zones, and find that differences attributable382

to both the objectives (1 × 1 and 3 × 3) and strategies (SD and SS). In some places,383

counter-intuitively, the overall amount of incoming solar radiation even goes up compared384

to the control period, mainly due to local changes in cloud coverage (Fig. 9). Differences385

between SD and SS simulations in this case are associated with very high clouds, and386

results would be rather different if we consider low-, medium- or high-altitude clouds (see387

Figs. S8-S10), suggesting different mechanisms by which geoengineering, in these sim-388

ulations, affects cloud coverage. In particular, while low-altitude clouds show very sim-389

ilar changes between SS and SD simulations, medium-altitude clouds present differences390

that are resolved (at mid and low latitudes) by including the stratospheric heating term,391

suggesting their modification is driven mostly by dynamical changes produced by the tem-392

perature anomalies in the lower stratosphere and not by climate-change driven factors393

(e.g. Norris et al., 2016). High-altitude ice clouds, that have a strong radiative effect on394

outgoing longwave radiation at mid-latitudes (Fusina et al., 2007), show the highest dif-395

ferences. Contrary to previous research (Kuebbeler et al., 2012; Visioni, Pitari, Di Gen-396

ova, et al., 2018) with different models that showed how these changes are also driven397

by the vertical temperature gradient, here the main cause of the changes seems to be the398

aerosols themselves. While it has already been suggested that this might be due to in-399

correct parametrizations in CESM1(WACCM) (Schmidt et al., 2018), further investiga-400

tion is warranted.401

Similarly, large differences are present when considering the changes in direct and402

diffuse radiation, that might be very important when considering effects on vegetation403

(Proctor et al., 2018): in this case large differences are not only present between SS and404

SD cases, but even among different strategies for similar methods (e.g., differences be-405

tween 1× 1 SS and 3× 3 SS). Therefore, when assessing possible side effects on vege-406
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Figure 8. a) Changes in incoming solar radiation in 14 locations with some of the largest

forests (see Fig. S7 and text) for all five experiments. b) Changes in the portion of incoming so-

lar radiation arriving directly, compared to the portion arriving as diffuse. c) Simulated changed

in Total Leaf Area Index in those locations.

tation or agriculture, studies should take great care to use simulations where the aerosols407

are present in a realistic distribution.408

A correct representation of the changes in cloudiness would be important not just409

for the radiation effects on ecosystems: the importance of clouds in the surface radia-410

tive budget of continental ice sheets (McIlhattan et al., 2017; van Kampenhout et al.,411

2020) indicates that, in order to assess the ability of SG to limit sea level rise (P. J. Irvine412

et al., 2018) and restore continental glaciers extent, SD simulations as a proxy might pro-413

duce incorrect results by incorrectly reproducing cloud changes and, partially, high-latitudinal414

warming produced by the stratospheric heating.415

3.4 Simulation of the stratospheric response416

As we’ve shown in the previous sections, the stratospheric response is an impor-417

tant component in correctly capturing the climate response to sulfate injections. In the418

case of surface variables, this mainly happens due to dynamical changes in the circula-419

tion (Fig. S11). Previous works have shown that stratospheric chemistry would also be420

impacted by the sulfate aerosols (Visioni, Pitari, Aquila, Tilmes, et al., 2017; Tilmes, Richter,421

Mills, et al., 2018; Vattioni et al., 2019) but in most cases, these changes (such as in the422

concentration of N2O and CH4) are also due to modifications of stratospheric dynam-423

ics. The effects of SS on stratospheric ozone may however vary due to different causes424

other than dynamical changes (Tilmes et al., 2008; Pitari et al., 2014; Tilmes, Richter,425

Mills, et al., 2018), for instance by the direct increase in Surface Area Density (SAD)426

resulting in changes in heterogeneous chemistry (Richter et al., 2017), both in the trop-427

ics and at higher altitudes. These changes might be important to project changes in sur-428

face UV (Madronich et al., 2018), with consequent human impacts (Eastham et al., 2018).429
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Figure 9. Changes in simulated total cloud fraction in the 5 geoengineering experiments

compared to the Control 2010-2030 period.
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Figure 10. Changes in stratospheric ozone concentrations (ppm) compared to Control. Av-

erage tropopause height for Control (continuous black line) and the simulations shown in the

panels (dashed black line) are also shown.

Chemical ozone destruction due to increased SAD, especially in the polar regions,430

is mostly tied to changes in ozone-depleting substances (Morgenstern et al., 2018) that431

are projected to strongly decrease in the following decades (Dhomse et al., 2018). There-432

fore, the relative contributions of chemical versus dynamical ozone destruction depend433

on the decade of analyses. In our analyses towards the end of the century, the predom-434

inant effect in the tropical regions is driven by dynamical circulation changes, as can be435

observed in the comparison between Fig. 10c and 10e, whereas at higher latitudes the436

SAD-induced changes result in a delay of the predicted recovery (Tilmes et al., 2008) that437

is not observed in the SDH case in Fig. 10e.438
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4 Conclusions439

Simulations with climate models are our main instrument for understanding the440

possible changes to the Earth System that would be produced by using geoengineering441

to counteract the effects of increases in GHGs. Properly simulating the projected regional442

effects is crucial in order to inform policy-makers and the general population about the443

possible outcomes.444

Even just for climate change, there are uncertainties in the projected local changes,445

although with improvements in climate models, these uncertainties are decreasing (Christensen446

et al., 2007; Matte et al., 2019). For solar geoengineering, our assessment of local changes447

would however depend on more factors than for climate change: aside from the uncer-448

tainty in specific physical processes (Kravitz & MacMartin, 2020), these factors include449

i) the desired level of cooling (P. Irvine et al., 2019; MacMartin et al., 2019; Tilmes et450

al., 2020); ii) the specific technique simulated (Niemeier et al., 2013), and iii) within the451

same technique, the specific strategy deployed (Kravitz et al., 2019; Visioni, MacMartin,452

Kravitz, Richter, et al., 2020). There is thus a compound of different kinds of uncertain-453

ties that result in challenges in clearly determining - and communicating - what effects454

geoengineering would have locally.455

This is made even more challenging if the term “solar geoengineering” is used im-456

properly to conflate different things, and in particular, stratospheric sulfate injections457

in all its forms and a global reduction in the incoming solar radiation (i.e. the G1 ex-458

periment described in Kravitz et al., 2011). On one hand, the use of the latter to sim-459

plify the former is understandable, considering the challenges in correctly simulating strato-460

spheric dynamics and stratospheric sulfate interactions (Timmreck et al., 2018; Kravitz461

& MacMartin, 2020). But, as we show in this work, the outcomes in the two different462

cases are widely different in many aspects of the response of the climate system: we have463

shown here the differences on surface temperature, precipitation and incoming solar ra-464

diation. The reason for these differences comes from three different major causes:465

1. the aerosols do not produce a uniform reduction in the incoming solar radiation466

(both latitudinally and during the year, Fig. 2). Especially if the deployed injec-467

tion strategy has particular goals resulting in a particular aerosol distribution (e.g.,468

the strategy described in Tilmes, Richter, Kravitz, et al., 2018), the comparison469

with a uniform solar dimming produces widely different results, both in regional470

temperatures and precipitations. This is mainly due to differences in the result-471

ing temperature gradients, that produce shifts in the climate response (as discussed,472

for different SS strategies, in Kravitz et al. (2019)). Because of this, these discrep-473

ancies can be reduced if the solar constant is dimmed not uniformly, but in a way474

more closely resembling the actual distribution of the aerosols, in order to have475

the same temperature gradients that SS would strive to maintain.476

2. the aerosols produce a stratospheric warming that results in various changes at477

the surface and in the upper atmosphere. Even if the same temperature gradients478

are maintained, quantities such as precipitation and P-E still show differences if479

the sun is dimmed compared to the presence of the aerosols. In our simulations,480

combining solar dimming to maintain temperature targets with stratospheric heat-481

ing helps further reduce the differences with the 3× 3 SS strategy.482

3. the aerosols scatter part of the incoming sunlight, modifying the ratio of direct483

to diffuse radiation, possibly modifying the projected changes on vegetation and484

evapotranspiration. The aerosols also affect stratospheric chemistry (principally485

ozone), and also ultimately result in the deposition of sulfate at the surface that486

might have environmental effects (albeit those are usually small, see Kravitz et487

al., 2009; Visioni, Slessarev, et al., 2020). This can only be simulated if the aerosols488

are effectively in the stratosphere. These latter points are summarized in Fig. 11,489
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Figure 11. Summary of all physical effects on the climate system produced by the inclusion of

the stratospheric aerosols.

highlighting the interconnections in the climate system that result, ultimately, in490

changes at the surface.491

Are the changes in the surface climate that would be produced significant? This492

is a question that depends on the amount of cooling provided by the geoengineering and493

thus on the amount of injected SO2. In the simulations analyzed here, we use the RCP8.5494

scenario, that has extremely high emissions throughout all the century and that result495

in around 4 degrees of warming in the period we consider. Ours can therefore be con-496

sidered an ‘extreme’ scenario unlikely to happen, resulting in the need of very high in-497

jection amounts producing a considerable perturbation in stratospheric temperature. Con-498

sidering a peak-shaving scenario where a limited deployment is aimed at remaining be-499

low an otherwise dangerous temperature threshold (MacMartin & Kravitz, 2019; Tilmes500

et al., 2020) would very likely result in some of these changes being indistinguishable from501

the normal climate variability (MacMartin et al., 2019).502

In the last years, however, the topic of the impacts of climate engineering has gath-503

ered more and more interest not only from climate scientists but also from the broader504

scientific community, interested in impacts both on human activities (Tavoni et al., 2017)505

and on the environment and ecosystems (Proctor et al., 2018). Because of this, a proper,506

robust assessment of all possible side effects is becoming increasingly crucial. While this507

mainly requires tackling uncertainties in our physical knowledge and shortcomings in our508

climate simulations (Kravitz & MacMartin, 2020), the importance of recognizing the short-509

comings of using solar dimming as a proxy for stratospheric sulfate geoengineering can’t510

be ignored.511
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