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Abstract

Numerical mixing, defined here as the physically spurious diffusion of tracers due to the numerical discretization of advection,

is known to contribute to biases in ocean circulation models. However, quantifying numerical mixing is non-trivial, with

most studies utilizing specifically targeted experiments in idealized settings. Here, we present a precise, online water-mass

transformation-based method for quantifying numerical mixing that can be applied to any conserved variable in global general

circulation models. Furthermore, the method can be applied within individual fluid columns to provide a spatially-resolved

metric. We apply the method to a suite of global ocean-sea ice model simulations with differing grid spacings and sub-grid

scale parameterizations. In all configurations numerical mixing drives across-isotherm heat transport of comparable magnitude

to that associated with explicitly-parameterized mixing. Numerical mixing is prominent at warm temperatures in the tropical

thermocline, where it is sensitive to the vertical diffusivity and resolution. At colder temperatures, numerical mixing is sensitive

to the presence of explicit neutral diffusion, suggesting that much of the numerical mixing in these regions acts as a proxy for

neutral diffusion when it is explicitly absent. Comparison of equivalent (with respect to vertical resolution and explicit mixing

parameters) $1/4ˆ\circ$ and $1/10ˆ\circ$ horizontal resolution configurations shows only a modest enhancement in numerical

mixing at $1/4ˆ\circ$. Our results provide a detailed view of numerical mixing in ocean models and pave the way for future

improvements in numerical methods.
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Abstract19

Numerical mixing, defined here as the physically spurious diffusion of tracers due to the20

numerical discretization of advection, is known to contribute to biases in ocean circu-21

lation models. However, quantifying numerical mixing is non-trivial, with most studies22

utilizing specifically targeted experiments in idealized settings. Here, we present a pre-23

cise, online water-mass transformation-based method for quantifying numerical mixing24

that can be applied to any conserved variable in global general circulation models. Fur-25

thermore, the method can be applied within individual fluid columns to provide a spatially-26

resolved metric. We apply the method to a suite of global ocean-sea ice model simula-27

tions with differing grid spacings and sub-grid scale parameterizations. In all configu-28

rations numerical mixing drives across-isotherm heat transport of comparable magnitude29

to that associated with explicitly-parameterized mixing. Numerical mixing is prominent30

at warm temperatures in the tropical thermocline, where it is sensitive to the vertical31

diffusivity and resolution. At colder temperatures, numerical mixing is sensitive to the32

presence of explicit neutral diffusion, suggesting that much of the numerical mixing in33

these regions acts as a proxy for neutral diffusion when it is explicitly absent. Compar-34

ison of equivalent (with respect to vertical resolution and explicit mixing parameters)35

1/4◦ and 1/10◦ horizontal resolution configurations shows only a modest enhancement36

in numerical mixing at 1/4◦. Our results provide a detailed view of numerical mixing37

in ocean models and pave the way for future improvements in numerical methods.38

Plain Language Summary:39

Numerical ocean circulation models are useful tools for studying the ocean’s role40

in climate and providing projections of climate change. However, due to constraints on41

computational power, numerical models must represent processes that are continuous42

in the real ocean using discrete approximations. One consequence of such discrete ap-43

proximations is numerical mixing, whereby seawater translation (a process that should44

conserve properties such as heat and salt content) results in mixing and exchange of prop-45

erties with surrounding seawater. Mixing in the ocean interior is weak, and so the pres-46

ence of additional numerical mixing in ocean models can cause the models to drift away47

from reality, reducing their accuracy and utility. In this study, we present a new method48

for quantifying numerical mixing in global ocean models, including its three-dimensional49

spatial structure. Most previous quantifications of numerical mixing have been performed50

in idealized model configurations or have provided only bulk ocean basin-integrated es-51

timates. We apply our method to temperature within a suite of global ocean circulation52

models with differing grid resolutions and model parameters. Our results will help mod-53

elers understand the consequences and trade-offs involved in choosing model parameters54

in order to maximize model accuracy and utility.55

1 Introduction56

Numerical ocean general circulation models are useful tools for studying ocean dy-57

namics, interpreting observations and providing predictions of past and future circula-58

tion states (Fox-Kemper et al., 2019; S. Griffies et al., 2009). However, numerical mod-59

els are necessarily approximate in that they must represent continuous physical processes60

using discrete operators. These discrete representations can impact the accuracy of model61

integrations. For example, numerical issues have been invoked to explain eastern bound-62

ary upwelling region biases in climate models (Richter, 2015), inaccurate representation63

of deep water circulation (Lee, Coward, & Nurser, 2002), problems with sea ice forma-64

tion (Naughten et al., 2017), and the spurious uptake of heat (Adcroft et al., 2019).65
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1.1 The numerical mixing problem66

In this article we focus on tracer mixing associated with the numerical represen-67

tation of advection. This mixing leads to the spurious diffusion or anti-diffusion of tracer68

gradients, which contrasts to the continuum whereby advection, in the absence of phys-69

ical mixing sources, preserves all tracer moments. Depending on their leading order trun-70

cation error, numerical advection schemes can be classed as either diffusive (e.g. first-71

order upwind) or dispersive (e.g. second-order centered). Dispersive advection schemes72

can create tracer extrema and oscillations that are particularly problematic through cou-73

pling with physical processes such as convection (S. Griffies, Pacanowski, & Hallberg,74

2000; Hecht, 2010; Naughten et al., 2017). To avoid extrema creation, these schemes are75

usually combined with flux limiters (and/or explicit diffusion) that maintain monotonic-76

ity in the tracer distribution. However, the associated numerical diffusion can often ex-77

ceed the diffusion expected in the physical system particularly in the ocean interior where78

physical sources of diapycnal diffusion are weak such that water-mass properties are re-79

tained over long time periods (e.g. Ledwell, Laurent, Girton, & Toole, 2011). While nu-80

merical advection schemes are increasing in sophistication, spurious numerical diffusion81

is still a first-order issue thought to cause problems for processes such as ocean heat up-82

take, transport and model drift (Adcroft et al., 2019; S. M. Griffies et al., 2015; Hill et83

al., 2012; Holmes, Zika, & England, 2019a; Holmes, Zika, Ferrari, et al., 2019; Ilicak, Ad-84

croft, Griffies, & Hallberg, 2012; Lee et al., 2002; Megann, 2017).85

As global ocean models move toward eddy-permitting and eddy-resolving resolu-86

tions, the importance of numerical closure schemes increases. Poorly resolved yet ener-87

getic flows near the grid-scale generally lead to enhanced spurious mixing (S. Griffies et88

al., 2000; Ilicak et al., 2012). Yet further increases in resolution may not necessarily be89

expected to reduce spurious mixing due to the down-scale cascade of enstrophy and tracer90

variance in geostrophic turbulence (Roberts & Marshall, 1998; Soufflet et al., 2016). Re-91

cent studies have highlighted the particular importance of lateral viscosity and momen-92

tum closure for controlling spurious mixing by arresting this cascade at scales somewhat93

above the grid-scale (Ilicak, 2016; Ilicak et al., 2012). However, such concerns have yet94

to be fully incorporated into global models where parameter choices are often made for95

ad hoc or numerical stability-based reasons.96

1.2 Measuring numerical mixing97

Much of the uncertainty around parameters and numerical schemes in ocean mod-98

els may stem from the difficulty in accurately quantifying numerical mixing. In the case99

of relatively simple, low-order advection schemes without flux limiters, the spurious mix-100

ing due to numerical truncation can be calculated analytically (e.g. Maqueda & Holloway,101

2006; Marchesiello, Debreu, & Couvelard, 2009; Soufflet et al., 2016). For non-linear and/or102

high-order schemes with limiters, analytical results are generally not available. In these103

cases, numerical experiments are needed to compare advection schemes or quantify ad-104

vection processes (e.g. Burchard & Rennau, 2008; Getzlaff, Nurser, & Oschlies, 2010; Hill105

et al., 2012; Klingbeil, Mohammadi-Aragh, Gräwe, & Burchard, 2014).106

Indirect methods of evaluating spurious mixing are often based on ideas from water-107

mass transformation (Groeskamp et al., 2019) where numerical mixing is inferred from108

changes in the distribution of volume or mass in tracer or density coordinates. However,109

many of these methods yield either a single global measure (e.g. Gibson, Hogg, Kiss, Shake-110

speare, & Adcroft, 2017; Ilicak et al., 2012) or basin-scale averages of numerical mixing111

whose relation to local processes is unclear (e.g. S. Griffies et al., 2000; Lee et al., 2002;112

Megann, 2017; Urakawa & Hasumi, 2014). These methods do not resolve the spatial struc-113

ture of numerical mixing and therefore render a detailed examination of its causes rather114

difficult. Furthermore, many of these methods rely on estimating changes in tracer-coordinate115

distributions in idealized configurations where any other process that may influence that116
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distribution, such as surface forcing and parameterizations of subgrid-scale physical pro-117

cesses, are not present (e.g. S. Griffies et al., 2000; Ilicak, 2016; Ilicak et al., 2012; Riemen-118

schneider & Legg, 2007). Alternatively, the relative role of numerical and physical mix-119

ing must be estimated using parameter dependence and/or scaling arguments (e.g. Lee120

et al., 2002; Megann, 2017; Roberts & Marshall, 1998).121

1.3 New approach taken here122

In this article, we introduce a new method to quantify the temporal and three-dimensional123

spatial structure of numerical tracer mixing in realistic, global ocean models. Our method,124

here applied to temperature, is based on ideas from water-mass transformation. We con-125

struct a budget for what has been called the ‘internal heat content’ (Holmes, Zika, & Eng-126

land, 2019a, hereafter HZE19) of temperature layers within each vertical grid column.127

The transport of heat across isotherms due to numerical mixing can be calculated as the128

residual of this budget. The internal heat content provides an integrated form of the heat129

content which removes much of the rapid variability in the heat content of temperature130

layers due to adiabatic and diabatic volume exchanges. Its use for measuring spurious131

mixing reduces the sensitivity of our results to noise in contrast to previous approaches132

based on volume transports (e.g. Lee et al., 2002; Megann, 2017; Urakawa & Hasumi,133

2014). Our calculations are also performed online to avoid errors associated with tem-134

poral averaging.135

The diagnostic method used here could be applied to any conserved tracer field (e.g.136

temperature, salinity or passive tracers such as CFCs). We chose to focus on temper-137

ature given its direct connection to climate. Although our method is unable to separate138

the diapycnal and isopycnal components of numerical diffusion, it provides a robust and139

detailed picture of the impact of numerical diffusion on the model heat budget. The nu-140

merical and physical picture arising from this analysis offers the first compelling view141

of the geography of numerical mixing in realistic global simulations.142

1.4 Content of this paper143

The new diagnostic method is described in Section 2 and applied to a suite of MOM5-144

based global ocean sea-ice models described in Section 3. In contrast to studies performed145

in idealized contexts, which are often focused on the sensitivity to different numerical146

tracer and momentum advection schemes, here we make use of standard MOM5 numer-147

ical schemes employed as part of realistic global simulations. MOM5 is used widely in148

both ocean-only and coupled modeling projects. However, our method could equally be149

applied to other ocean model codes.150

As we show in this study, numerical mixing drives across-isotherm heat fluxes of151

comparable magnitude to those associated with explicitly-parameterized mixing in all152

model configurations examined here. Numerical mixing is prominent in eddying regions153

such as the Western Boundary Currents (WBCs) and the Antarctic Circumpolar Cur-154

rent (ACC) as well as the tropical thermocline (Section 4). In regions of active mesoscale155

eddies, numerical mixing is sensitive to the presence of explicit mesoscale mixing param-156

eterizations, particularly neutral diffusion (Section 5.1). Numerical mixing in the trop-157

ics at warm temperatures is instead sensitive to the background vertical diffusivity and158

the vertical grid spacing (Sections 5.2 and 5.3). Numerical mixing is most prominent at159

eddy-permitting resolution (1/4◦), reduced at finer resolution (1/10◦) and most reduced160

at coarse (1◦) resolution (Section 5.4). However, much of this variation in numerical mix-161

ing with resolution is due to differences in explicit mixing parameters. Our results are162

summarized and some perspectives given in Section 6.163
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2 Methods164

Our method for quantifying numerical mixing follows from the global diathermal165

heat budget analysis of HZE19. Here we apply the same procedure to the heat and vol-166

ume budgets of the fluid within each water column that is warmer than some temper-167

ature Θ∗ (Fig. 1, where Θ∗ is an independent variable). For convenience, we work through-168

out the article with budgets divided by the horizontal area of the water column (an area169

which remains constant in time). The heat budget terms are therefore given in units of170

W m−2 and the volume budget terms are given in units of m3 s−1 m−2 = m s−1.171

2.1 The volume budget of fluid columns172

The volume per unit horizontal area of fluid (units of m) within a fluid column warmer173

than Θ∗ is given by174

V(x, y,Θ∗, t) =

∫
Θ(x,y,z,t)>Θ∗

dz, (1)175

where Θ(x, y, z, t) is the temperature of the fluid column located at x, y. As defined, V(x, y,Θ∗, t)176

is equivalent to the depth of the Θ∗ isotherm if the column is stably stratified in tem-177

perature. However, as per traditional water mass analysis formulations (e.g. Groeskamp178

et al., 2019), we do not require that the fluid column be stably stratified in temperature.179

V obeys the budget equation (see blue arrows in Fig. 1)180

∂V
∂t

(x, y,Θ∗, t) = G + J + Ψ, (2)181

where J is the surface volume flux (per unit horizontal area) into the fluid column where182

the surface temperature is greater than Θ∗; Ψ measures the transport of volume into the183

column from adjacent fluid columns above the Θ∗ isotherm; and G measures the volume184

transport, or water-mass transformation, across the Θ∗ isotherm associated with the var-185

ious diabatic processes (including numerical mixing), where the associated flux conver-186

gences are once again divided by the horizontal area of the water column.187

2.2 The heat budget of fluid columns188

The heat content (per unit horizontal area in units of J m−2) of the fluid warmer189

than Θ∗ within each column is190

H(x, y,Θ∗, t) = ρ0 Cp

∫
Θ(x,y,z,t)>Θ∗

Θ(x, y, z, t) dz, (3)191

where in our simulations ρ0 is a constant reference density corresponding to the Boussi-192

nesq approximation and Cp is a constant specific heat capacity (our simulations use Con-193

servative Temperature as the prognostic temperature variable, McDougall, 2003; McDougall194

& Barker, 2011). H obeys the budget equation (see Fig. 1)195

∂H
∂t

(x, y,Θ∗, t) =M+N + F + P +Q+ ρ0 Cp Θ∗ G + I, (4)196

where M is the diffusive heat transport across the Θ∗ isotherm due to vertical mixing,197

N accounts for explicitly parameterized neutral diffusion, I accounts for numerical mix-198

ing, F accounts for surface heat fluxes where the component associated with surface vol-199

ume fluxes, P, is treated separately and Q captures the lateral heat transport into the200

column from adjacent fluid columns above the Θ∗ isotherm (not including the portion201

associated with neutral diffusion in N ). As for the volume budget, each term in Eq. (4)202

corresponds to a flux convergence of the given process within the volume V divided by203

the horizontal area of the fluid column.204
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Figure 1. A fluid column for which budgets are constructed for the volume, V(x, y,Θ∗, t),

and heat content, H(x, y,Θ∗, t), per unit horizontal area of water warmer than a given tem-

perature Θ∗ (orange isotherm) [Eqs. (2) and (4)]. Each term in the budget corresponds to the

convergence of the associated fluxes into the region of interest divided by the horizontal area

of the fluid column, meaning that heat and volume budget terms have the units of W m−2 and

m s−1 respectively. Note that we do not require the temperature stratification to be stable, al-

though the column is drawn as such. The volume budget includes terms (blue arrows) associated

with surface volume fluxes J , lateral volume transport Ψ and volume transport G across the Θ∗

isotherm. The heat budget includes terms (red arrows) associated with lateral heat transport

Q, surface heat fluxes F (where the surface heat flux associated with the surface volume fluxes

P is treated separately), explicitly parameterized neutral diffusion N , vertical mixing M and

numerical mixing I. Note that F includes only the solar radiation that is absorbed above the Θ∗

isotherm.
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2.3 The internal heat budget of fluid columns205

It is difficult to use the full heat budget, Eq. (4), to estimate numerical mixing be-206

cause of the across-isotherm volume transport term G. Across-isotherm volume fluxes207

occur because of a convergence of the non-advective heat fluxes within temperature in-208

tervals leading to heating or cooling of the fluid within the given interval (Walin (1982),209

see Eq. (14) of HZE19). The full heat budget therefore effectively includes effects of each210

non-advective heat flux twice; once through its diffusive flux [e.g. M in Eq. (4)] and once211

through the across-isotherm heat transport associated with its induced across-isotherm212

volume transport [e.g. the contribution of M to G in Eq. (4)]. The second contribution213

through the across-isotherm volume flux can be noisy because it depends on the conver-214

gence (in temperature space) of the non-advective fluxes (e.g. ∂M / ∂Θ∗). Furthermore,215

the contribution of across-isotherm volume fluxes to the heat budget is arbitrary in an216

absolute sense because it depends on the reference temperature or temperature units [be-217

ing multiplied by Θ∗ in Eq. (4)].218

Following HZE19, we formulate a budget for the internal heat content, with this219

budget independent of G. The internal heat is defined as220

HI(x, y,Θ∗, t) ≡ H− ρ0 Cp Θ∗ V = ρ0 Cp

∫ ∞
Θ∗
V dΘ. (5)221

Substitution of G from the volume budget Eq. (2) into Eq. (4) leads to a budget for in-222

ternal heat223

∂HI

∂t
(x, y,Θ∗, t) =M+N + F + PI +QI + I, (6)224

where225

PI = P − ρ0 Cp Θ∗ J , (7)226

QI = Q− ρ0 Cp Θ∗Ψ, (8)227
228

are “internal” equivalents of the surface and lateral heat transport terms, respectively.229

As a consequence of the integration in Eq. (5) the internal heat content and its bud-230

get Eq. (6) are smoother and less affected by noise than the full heat content H (see HZE19,231

in particular their Fig. A1). The internal heat content budget effectively corresponds232

to the integral of the volume budget multiplied by ρ0 Cp, and it does not contain the prob-233

lematic water-mass transformation volume transport G. Every term in Eq. (6) can be234

calculated at every horizontal grid cell for any given isotherm temperature Θ∗ except the235

heat transport across the Θ∗ isotherm due to numerical mixing, I(x, y,Θ∗, t). Hence,236

we infer I by computing the residual of the other terms in the internal heat budget. The237

calculation provides an estimate of the transport of heat across isotherms associated with238

numerical mixing as a function of temperature, and time, within each fluid column. More239

details of how the calculation is implemented numerically are given in Appendix A, as240

well as a discussion of the known issues and their implications.241

The area-integral of I(x, y,Θ∗, t) is the global diathermal heat transport due to nu-242

merical mixing discussed by HZE19,243

Ig(Θ∗, t) ≡
∫∫
I(x, y,Θ∗, t) dxdy =

∂Hg
I

∂t
−Fg − Pg

I −N
g −Mg, (9)244

where the relevant area element dxdy is horizontal. In the second equality we have writ-245

ten Ig as a residual of Eq. (6), where the superscript g indicates the global area-integral246

under which QI drops out. Ig will be compared across our model suite in Section 5.247

2.4 Relation to heat variance dissipation rate248

Negative values of I, as would be expected from a monotonic diffusive advection249

scheme, correspond to a down-gradient heat flux and therefore to the dissipation of tem-250
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perature or heat variance. This connection can be made precise by introducing a small-251

scale diffusive heat flux associated with the numerical mixing B(x, t) such that252

Ig(Θ∗, t) =

∫∫
Θ=Θ∗

B · n̂ dS =

∫∫
Θ=Θ∗

B · ∇Θ
dS
|∇Θ|

. (10)253

where n̂ = ∇Θ/|∇Θ| and dS are the normal vector and area-element of the Θ∗ isotherm254

respectively. Using the fundamental theorem of calculus as detailed in Marshall, Jamous,255

and Nilsson (1999) and Groeskamp et al. (2019), the area-integral in Eq. (10) can be con-256

verted to a volume integral,257

Ig(Θ∗, t) = − ∂

∂Θ∗

∫∫∫
Θ>Θ∗

B · ∇Θ dV. (11)258

259

If B is expressed in terms of a rank 2 numerical diffusivity tensor Knum(x, t) as260

B(x, t) = −ρ0 Cp Knum · ∇Θ, (12)261

then Eq. (11) becomes262

Ig(Θ∗, t) =
∂

∂Θ∗

∫∫∫
Θ>Θ∗

1

2
Dnum dV. (13)263

264

The integrand of Eq. (13) is half the rate of dissipation of heat “variance”, ρ0 Cp Θ2, achieved265

by numerical mixing as derived by Burchard and Rennau (2008),266

Dnum ≡ 2 ρ0 Cp (Knum · ∇Θ) · ∇Θ. (14)267

Only the symmetric component of Knum will influence the heat variance (e.g., see chap-268

ter 13 of S. M. Griffies, 2004). There is also no guarantee that heat variance will be dis-269

sipated. A non-monotonic advection scheme can create heat variance by driving an up-270

gradient heat flux. Burchard and Rennau (2008) estimate Dnum directly in three-dimensional271

Eulerian space by comparing the advected square of a tracer to the square of the advected272

tracer. Our metric Ig (and its spatially resolved field I) instead corresponds to a vol-273

ume integral of the heat variance dissipation rate over all fluid within a given temper-274

ature band [Eq. (13)].275

2.5 Relation to effective diffusivity276

Ig can also be related to the concept of an effective diffusivity used by S. Griffies277

et al. (2000) to quantify spurious mixing in an idealized setting. The effective diffusiv-278

ity acting on temperature is defined by the vertical diffusivity κeff that would yield the279

same diathermal heat transport Ig if the ocean’s temperature field was re-sorted such280

that isotherms were flat. That is281

κeff(z̃) = −

(
ρ0 CpA(z̃)

∂Θ̃

∂z̃

)−1

Ig(Θ̃(z̃)), (15)282

where Θ̃(z̃) is the re-sorted temperature at the depth z̃ and A(z̃) is the area of the ocean283

at depth z̃. κeff is proportional to Ig through a factor dependent on the ocean’s area and284

temperature distribution (Θ̃(z̃) can be easily related to V(Θ∗) and A(z̃)). However, not285

only is re-sorting of the temperature field problematic in a realistic global ocean model286

with disconnected basins, but the κeff so derived is a large-scale average that is not eas-287

ily related to the small-scale point-wise diffusivity associated with numerical mixing that288

is often restricted to only small regions. The background potential energy metric of Gib-289

son et al. (2017); Ilicak et al. (2012), or the local method of Ilicak (2016), suffer from sim-290

ilar issues when applied outside of an idealized setting. For these reasons, we believe that291

Ig is a more fundamental, objective metric appropriate for a realistic global model.292
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2.6 A global metric293

Integrating Ig across all temperatures yields a useful summary metric for the to-294

tal amount of numerical mixing within a given simulation,295

Inet(t) ≡ −
∫ ∞
−∞
Ig(Θ∗, t) dΘ∗. (16)296

From Eq. (11), Inet also corresponds to the global volume integrated heat variance dis-297

sipation rate,298

Inet(t) = −
∫∫∫

B · ∇Θ dV. (17)299

Therefore, when globally-integrated our technique based on a temperature binning ap-300

proach and the Eulerian approach of Burchard and Rennau (2008) should yield equiv-301

alent results.302

3 Models303

We analyze a suite of ocean sea-ice model simulations performed using the ACCESS-304

OM2 modeling framework, which couples together the Modular Ocean Model version 5.1305

(MOM5) and the Los Alamos sea ice model (CICE) version 5.1.2 (Kiss et al., 2020). ACCESS-306

OM2 configurations are available at 1◦ (ACCESS-OM2-1), 1/4◦ (ACCESS-OM2-025)307

and 1/10◦ (ACCESS-OM2-01) horizontal resolution. Forcing is taken from the JRA55-308

do reanalysis (Tsujino et al., 2018) and consists of a repeating cycle of the period May309

1990 - April 1991 (Stewart et al., 2019). We use 13 different model configurations (see310

Table 1) to test sensitivity to horizontal and vertical resolution, the vertical diffusivity,311

neutral physics parameterizations and lateral viscosity. More information on ACCESS-312

OM2 is contained in Kiss et al. (2020). Below we note details particularly relevant to313

the current study.314

In all models vertical diffusion of both tracers and momentum is parameterized us-315

ing a background diffusivity, the K-profile parameterization (Large, McWilliams, & Doney,316

1994) and a bottom-enhanced internal tide mixing scheme (Simmons, Jayne, Laurent,317

& Weaver, 2004). All configurations utilize the multi-dimensional piece-wise parabolic318

tracer method (MDPPM, Colella & Woodward, 1984) for horizontal tracer advection,319

with a monotonicity-preserving flux limiter following Suresh and Huynh (1997). Hori-320

zontal momentum advection uses a centered 2nd-order method, and horizontal friction321

is implemented with a biharmonic operator and a Smagorinsky scaling for the viscos-322

ity coefficient (S. M. Griffies & Hallberg, 2000).323

To evaluate sensitivity to the neutral physics parameterizations we compare three324

configurations of ACCESS-OM2-025 where the GM eddy transport parameterization is325

active or inactive (with a spatial structure determined according to the “baroclinic zone”326

setting, see S. M. Griffies, 2012; S. M. Griffies et al., 2005), or neutral diffusion in the327

form of a neutral diffusivity (Redi, 1982; Solomon, 1971) is active or inactive. When ac-328

tive, the ACCESS-OM2-025 simulations use a maximum (minimum) GM diffusivity of329

200 m2 s−1 (1 m2 s−1) and a neutral diffusivity that is scaled by the grid spacing rel-330

ative to the local Rossby radius with a maximum value of 200 m2 s−1. All ACCESS-OM2-331

1 configurations utilize a maximum (minimum) GM diffusivity of 600 m2 s−1 (50 m2 s−1)332

and a spatially constant neutral diffusivity of 600 m2 s−1.333

Sensitivity to the background vertical diffusivity is examined by comparing ACCESS-334

OM2-025 simulations with no background diffusivity, with a constant value of 10−5 m2 s−1
335

and with a latitudinally dependent structure following Jochum (2009) with 5×10−6 m2 s−1
336

in the mid- and high-latitudes reducing to 10−6 m2 s−1 near the Equator. The background337

vertical viscosity is 10−4m2s−1 in all simulations.338
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Table 1. A summary of the various model configurations. KDS refers to vertical level positions

chosen according to Stewart et al. (2017) while GFDL50 indicates the GFDL CM2.5 vertical

levels scheme. κv indicates the background vertical diffusivity, with J09 indicating a reduction to

10−6 m2 s−1 within the equatorial band (Jochum, 2009). GM refers to the eddy-transport scheme

of Gent and McWilliams (1990) and ND refers to explicit neutral diffusion. Each configuration is

initialized from the World Ocean Atlas 2013 version 2 (WOA13) and spun-up for the time period

shown in the second last column (except for ACCESS-OM2-01-hvisc which was initialized from

ACCESS-OM2-01 and run for only two years). The last column lists the globally-integrated heat

variance dissipation rate due to numerical mixing metric Inet discussed in Section 2.6.

Configuration Horizontal Vertical Background Neutral Spin-up (analysis) Inet
spacing levels κv (m2s−1) physics years (PW◦C)

025 1/4◦ KDS50 0 none 162 (10) 19.6
025-N 1/4◦ KDS50 0 ND 162 (10) 15.8
025-NG 1/4◦ KDS50 0 ND+GM 162 (10) 14.9
025-NG-kb5 1/4◦ KDS50 10−5 ND+GM 164 (10) 10.8
025-NG-kbv 1/4◦ KDS50 5× 10−6 (J09) ND+GM 164 (10) 13.0
025-KDS75 1/4◦ KDS75 10−6 none 162 (10) 16.3

1-KDS50 1◦ KDS50 5× 10−6 (J09) ND+GM 320 (10) 7.8
1-GFDL50 1◦ GFDL50 5× 10−6 (J09) ND+GM 320 (10) 7.5
1-KDS75 1◦ KDS75 5× 10−6 (J09) ND+GM 320 (10) 6.3
1-KDS100 1◦ KDS100 5× 10−6 (J09) ND+GM 320 (10) 5.5
1-KDS135 1◦ KDS135 5× 10−6 (J09) ND+GM 320 (10) 4.9

01 1/10◦ KDS75 10−6 none 162 (2) 14.7
01-hvisc 1/10◦ KDS75 10−6 none 2 (1) 13.1

Sensitivity to the vertical resolution is evaluated by comparing five ACCESS-OM2-339

1 configurations with 50 to 135 vertical levels using two different level position schemes.340

Finally, we also compare the standard ACCESS-OM2-01 configuration to a con-341

figuration where the non-dimensional Smagorinsky scaling coefficient for the lateral vis-342

cosity is increased from C = 2 to C = 3 (ACCESS-OM2-01-hvisc).343

4 Spatial structure of numerical mixing in ACCESS-OM2-025344

We start by examining properties of numerical mixing in the ACCESS-OM2-025345

configuration. This configuration has the most numerical mixing across the model suite346

(Inet = 19.6 PW ◦C, Table 1). Numerical mixing makes the dominant contribution to347

the globally-integrated diathermal heat transport contributing for example 0.86 PW, which348

is 68% of the peak transport of 1.28 PW, at 21.5◦C (compare black and blue lines in Fig.349

2). Numerical mixing is significant at all temperatures. The main features of the inter-350

nal heat content budget shown in Fig. 2 are consistent with the MOM025 Control sim-351

ulation discussed by HZE19. ACCESS-OM2-025 has similar parameter settings to the352

zero background diffusivity simulation discussed by HZE19, which are also consistent with353

the parameter settings used in the ocean component of the GFDL CM2.5 climate model354

(with an exception being the vertical grid; see Section 5.3).355

In this section we discuss the spatial structure of the numerical mixing in ACCESS-356

OM2-025 using the diagnostic method discussed in Section 2. In Fig. 3a-c we show es-357

timates of the heat flux through the 22.5◦C, 15◦C and 5◦C isotherms due to numerical358
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Figure 2. Globally-integrated internal heat content budget [Eq. (9)] for ACCESS-OM2-025.

Shown are the total heat transport into all water warmer than a given temperature Θ due to

surface forcing Fg +Pg
I (black); explicitly-parameterized vertical mixing Mg (red); and numerical

mixing Ig (blue); as well as the internal heat content tendency ∂Hg
I/∂t (magenta). The global

metric Inet discussed in Section 2.6 and listed in Table 1 is the area above the curve of Ig.

mixing averaged over 10 years in ACCESS-OM2-025. The flux has substantial spatial359

variability with hot-spots in the eddying WBCs and the ACC, near the continental shelves360

and slopes, and in the tropical thermocline. The flux is dominantly down-gradient over361

all three isotherms, as expected given the flux limiters on the advection scheme. How-362

ever, there are notable regions with up-gradient fluxes, which are discussed in Appendix363

A (Section A.3).364

4.1 Warm temperatures365

At warm temperatures (e.g. 22.5◦C, Fig. 3a) numerical mixing is particularly strong366

and extensive in the thermocline of the central and eastern tropical Pacific and the trop-367

ical Atlantic. The most intense fluxes are located east of the Galapagos in the Pacific368

and along the western boundary in the Atlantic. In both basins there are tongues of high369

mixing on either side of the Equator within the thermocline. These regions are charac-370

terized by strong grid-scale vertical and horizontal temperature gradients (Fig. 4c,e) which371

numerical mixing acts to smooth (creating large down-gradient heat fluxes). Horizon-372

tal grid-scale velocity differences are also large, reaching root-mean-square values of 0.05 m s−1
373

in these regions (Fig. 4a). This grid-scale variability in the horizontal velocity may be374

a major driver of the numerical mixing diagnosed in this region. The reason is that noise375

in the horizontal velocity translates into a noisy vertical velocity through continuity, and376

thus to noisy vertical advection across the thermocline (Ilicak et al., 2012).377

Grid-scale noise in the horizontal velocity field can arise from numerical instabil-378

ities of the centered second-order momentum advection scheme (Leonard, 1984), momen-379

tum advection-diffusion (Bryan, Manabe, & Pacanowski, 1975) or physical instabilities380

such as baroclinic instability acting near the grid scale (particularly at eddy-permitting381

resolution). Ilicak et al. (2012) proposed the grid Reynolds number as a proxy for the382
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Figure 3. Heat flux due to numerical mixing, I ( W m−2), through the (a) 22.5◦C; (b) 15◦C

and (c) 5◦C isotherms in ACCESS-OM2-025. The color interval is 5 W m−2 and positive up-

gradient fluxes greater than 5 W m−2 are shown in pink.
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levels of spurious mixing, with sufficiently large viscosity needed to damp grid-scale hor-383

izontal velocity variability, reduce noisy vertical velocities and thus render small spuri-384

ous mixing. However, when calculated using the square-root of the total kinetic energy385

(divided by ρ0) as the velocity scale, we found that spatial variability in the biharmonic386

grid Reynolds number was not representative of the spatial structure in numerical mix-387

ing (not shown). This may be because the grid Reynolds number does not include any388

measure of temperature variance on which numerical mixing depends, or that the total389

kinetic energy is not as relevant a velocity scale for numerical mixing as a measure of the390

grid-scale horizontal velocity variance. Hence, here we choose to focus more directly on391

the grid-scale horizontal velocity and temperature variances themselves (e.g. Fig. 4).392

Numerical mixing along the Equator in the Pacific is strongest east of the Gala-393

pagos where the thermocline is particularly sharp and lies close to the surface (Fig. 5a).394

This region is correlated with strong horizontal grid-scale temperature differences (Fig.395

5d). Weaker but more extensive levels of numerical mixing reaching 15 W m−2 are also396

found in the upper 100 m (generally above the thermocline, Fig. 5a). Some of this nu-397

merical mixing occurs in the vicinity of the highly-sheared upper Equatorial Undercur-398

rent coinciding with the peak in explicitly-parameterized vertical mixing associated with399

shear instability (compare Figs. 5a,b, also see HZE19). This region is characterized by400

enhanced grid-scale horizontal velocity gradients (Figs. 5c, 4a) likely associated with ed-401

dying flows such as Tropical Instability Waves (TIWs). TIWs are known to create strong402

fronts and both temperature and velocity variability in models and observations that in-403

fluences turbulent mixing in the region (e.g. Warner et al., 2018). It is conspicuous that404

numerical mixing is restricted to isotherms that generally lie in the upper 100 m where405

grid-scale horizontal velocity differences (and TIW variability) is strongest and above406

the strong vertical temperature gradients in the thermocline. This pattern suggests that407

numerical mixing is unlikely to be associated with exclusively vertical advective processes.408

Note also that the numerical mixing in the equatorial regions exhibits a seasonal cycle409

consistent with the seasonal cycle in equatorial trade winds, current shear and Tropi-410

cal Instability Waves (e.g. see Fig. 11b of HZE19). While further study is required to411

evaluate the specific causes of numerical mixing in this region, some insight will be pro-412

vided by parameter sensitivity tests in Section 5.413

While we cannot isolate the diapycnal and isopycnal components of numerical mix-414

ing, the dominance of density variations by temperature in the tropics suggests that much415

of the numerical mixing in this region is diapycnal. This numerical mixing contributes416

to the too-diffuse vertical temperature gradients that characterize many models and have417

been implicated in SST biases such as the equatorial cold tongue bias or eastern upwelling418

region warm biases in global climate models (e.g. Richter, 2015, also see Section 5.2).419

4.2 Cold temperatures420

At colder temperatures (e.g. 15◦C and 5◦C, Figs. 3b,c) numerical mixing is most421

prominent in the eddy-rich WBCs and the ACC. At 15◦C the numerical mixing in the422

North Atlantic stretching along the length of the Gulf Stream and its extension across423

the basin is particularly prominent. These regions are characterized by large grid-scale424

temperature and horizontal velocity differences (Fig. 4b,d). In contrast, the vertical grid-425

scale temperature differences in these regions do not stand out (Fig. 4f). Thus, numer-426

ical mixing in these regions is likely associated with lateral mesoscale eddy stirring that427

creates strong horizontal temperature gradients near the grid-scale that are subsequently428

smoothed by the advection operator. This process mimics the real ocean equivalent of429

a downscale cascade of temperature variance along neutral directions by mesoscale stir-430

ring towards its ultimate dissipation at small scales through irreversible mixing (e.g. Mc-431

Dougall, Groeskamp, & Griffies, 2014; Smith & Ferrari, 2009). In the model, where there432

is no explicit lateral diffusion, the numerical mixing is presumably acting as a substitute433

for small-scale diffusion by dissipating the gradients near the grid-scale.434
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Figure 4. Root-mean-square (a,b) horizontal velocity grid cell differences, (c,d) horizontal

temperature grid cell differences and (e,f) vertical temperature grid cell differences on the (a,c,e)

22.5◦C and (b,d,f) 15◦C isotherms from ACCESS-OM2-025. These quantities are calculated

by taking the square of the difference in the specified direction (∆x, ∆y or ∆z) of the speci-

fied quantity (u, v or Θ) at each time step, time-averaging over a month, interpolating onto the

monthly-averaged isotherm and then taking the long-term time-average and square-root. Note

that the colormaps saturate at high values.
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Figure 5. Longitude-depth slices between ±2◦ of the Equator in the eastern Pacific of the

(a) numerical mixing and (b) vertical mixing heat flux across isotherms from ACCESS-OM2-025.

The heat flux is averaged in temperature coordinates and then remapped to depth using the

annual-mean isotherm depths. The color interval is 2 W m−2 and positive up-gradient fluxes

greater than 2 W m−2 are shown in pink. Root-mean-square (c) horizontal velocity grid cell

differences, (d) horizontal temperature grid cell differences and (e) vertical temperature grid cell

differences. The gray dots in panel e show the vertical grid locations of the KDS50 grid used in

ACCESS-OM2-025.
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In addition to the eddying WBCs, there are some contributions from topographic435

hot spots around the continental shelves (e.g. around Australia in Fig. 3b). At warmer436

temperatures these regions make a minor contribution to the global transport. However,437

at 5◦C there are large fluxes around the continental shelves in the high-latitude North438

Atlantic (Fig. 3c). These continental slope regions are once again characterized by strong439

grid-scale temperature and horizontal velocity differences (e.g. Fig. 4b,d).440

5 Sensitivity to model parameters441

In this section we examine the sensitivity of numerical mixing to various model pa-442

rameters. The global-average diathermal heat budgets for each configuration are shown443

together in Fig. 6, with numerical mixing in panels i and j. The globally-integrated sum-444

mary diagnostic Inet discussed in Section 2.6, being the area above the curve of Figs. 6i,j,445

is listed in Table 1. We will consider the impact of varying explicit neutral physics pa-446

rameterizations (Section 5.1), background vertical diffusivity (Section 5.2), vertical res-447

olution (Section 5.3), horizontal resolution (Section 5.4) and lateral viscosity (Section448

5.5).449

Changes in model parameters or resolution can impact the global diathermal heat450

budget shown in Fig. 6 in a number of interacting ways. For example, changes in explicit451

mixing parameters alter the temperature structure of the solution. This change in tem-452

perature structure can impact on numerical mixing (Fig. 6i,j), for example through re-453

duced gradients for the numerical mixing to act on. Feedbacks then can project onto the454

physical mixing itself as well as the surface forcing (Fig. 6a,b) through changes in the455

SST or upper-ocean thermal structure into which those surface fluxes enter. Here we fo-456

cus on semi-equilibrated simulations meaning that differences measured between sim-457

ulations are the result of a chain of feedbacks.458

5.1 Neutral physics459

As discussed in Section 4, at cold temperatures numerical mixing is largely asso-460

ciated with the eddying WBCs and ACC (e.g. Fig. 3b,c), where at 1/4◦ and finer grid461

spacings large lateral temperature gradients are created by along-isopycnal mesoscale eddy-462

stirring (e.g. Fig. 4d). Here, it is likely that the diathermal heat flux arising from nu-463

merical mixing is linked to isopycnal and lateral processes. In ACCESS-OM2-025 as well464

as the 1/10◦ ACCESS-OM2-01 configuration, no explicit parameterization for lateral or465

neutral mixing are included. This choice, also made for the MOM025 configurations con-466

sidered by HZE19, was made in order to maximize the preservation of isopycnal tracer467

gradients at resolved scales, leaving the advection scheme to smooth gradients near the468

grid scale and thereby allowing the model to make the most of its resolution. Here, we469

examine the interplay between the numerical and parameterized neutral diffusion by com-470

paring ACCESS-OM2-025 with ACCESS-OM2-025-NG, where both neutral diffusion and471

the GM eddy-induced advection parameterizations are active, and with ACCESS-OM2-472

025-N, where only neutral diffusion is active (red lines in Fig. 6b,d,f,h,j).473

When neutral diffusion and the GM parameterizations are both turned on, numer-474

ical mixing reduces between −1◦C and 25◦C (compare red solid and red dashed lines in475

Fig. 6j), with the strongest impact being between −1◦C and 15◦C where the diather-476

mal heat transport due to parameterized neutral diffusion in ACCESS-OM2-025-NG peaks477

(dashed red line in Fig. 6h). These changes are largely due to the presence of explicit478

neutral diffusion, with the presence or absence of the GM scheme having a smaller im-479

pact. Both heat fluxes due to neutral diffusion and numerical mixing are slightly enhanced480

when GM is turned off (compare dotted and dashed red lines in Fig. 6h,j). The replace-481

ment of parameterized neutral diffusion with enhanced numerical mixing and vice versa482

appears relatively benign with respect to the global diathermal heat budget, with only483
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Figure 6. The global annually-averaged diathermal heat budget [Eq. (9)] across the suite

of model simulations. (a,b) Surface forcing Fg + Pg
I , (c,d) the internal heat content tendency

∂Hg
I / ∂t, (e,f) explicitly-parameterized vertical diffusion Mg, (g,h, if present) explicitly-

parameterized neutral diffusion N g and (i,j) numerical mixing Ig. Note that the vertical scale

of every panel is the same to facilitate comparison. The global metric Inet discussed in Section

2.6 and listed in Table 1 is the area above the curve of Ig.
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Figure 7. Difference in the diathermal heat flux due to numerical mixing through the (a,c)

15◦C and (b,d) 5◦C isotherms in the (a,b) ACCESS-OM2-025-NG with both neutral diffusion

and the GM parameterization and (c,d) ACCESS-OM2-025-N with only neutral diffusion com-

pared with ACCESS-OM2-025 which has neither (the ACCESS-OM2-025 totals are shown in Fig.

3b,c). Red indicates a decrease in the magnitude of down-gradient numerical diffusion when the

respective parameterizations are turned on. The black box in panel (a) indicates the Gulf Stream

extension region analyzed in Fig. 8.

small changes in the surface forcing, tendency or vertical diffusion terms (compare red484

solid and dashed lines in Fig. 6b,d,f).485

While the neutral diffusivity is scaled by the ratio of the grid spacing and the Rossby486

radius of deformation (it has values of less than 20 m2 s−1 in the tropics where the Rossby487

radius is better resolved, while reaching 200 m2 s−1 at high-latitudes and over shallow488

shelves), tests with an older configuration that utilized a constant neutral diffusivity of489

300 m2 s−1 showed only a small further reduction in numerical mixing (not shown). Changes490

of less than 0.02 PW occurred at temperatures warmer than 20◦C, suggesting again that491

numerical mixing at warmer temperatures in the tropics is associated with diapycnal,492

and not isopycnal, processes. Instead, the changes in numerical mixing occur nearly ex-493

clusively in the WBCs, ACC and high-latitude continental shelves/slopes where eddy-494

variability dominates (Fig. 7). While in most of these areas numerical mixing shows an495

overall reduction when neutral diffusion is introduced, there are also some localized re-496

gions where numerical mixing is increased due to shifts in the location of mean currents497

and eddy pathways (e.g. north of the Gulf Stream in Fig. 7b,d).498

As a representative region, we examine changes in the Gulf Stream extension in499

more detail (Fig. 8). In this region there is a broad reduction of numerical mixing in ACCESS-500

OM2-025-NG and ACCESS-OM2-025-N across the 2-20◦C range, peaking at a ∼ 40%501

reduction near 10◦C (Fig. 8a). This reduction in numerical mixing is associated with a502

reduction in Eddy Kinetic Energy (EKE), resolved eddy-driven stirring and therefore503

horizontal grid-scale velocity and temperature differences (Fig. 8b-d). Changes in ver-504

tical grid-scale temperature differences are less coherent (Fig. 8e). While the GM scheme505
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Figure 8. Differences in numerical mixing and grid-scale horizontal velocity and temperature

differences in the Gulf Stream extension (59◦W-25◦W, 35◦N-47◦N, black box in Fig. 7a). (a)

Diathermal heat transport due to numerical mixing I(Θ), (b) sub-monthly EKE and root-mean-

square grid-scale (c) horizontal velocity, (d) horizontal temperature and (e) vertical temperature

differences. The quantities in panels (b)-(e) are interpolated onto isotherms using monthly-

averaged temperature and then spatially and temporally averaged.

has a larger impact on horizontal grid-scale velocity differences (Fig. 8c), neutral diffu-506

sion has the dominant impact on horizontal grid-scale temperature differences. These507

changes in horizontal grid-scale temperature differences appear to drive the majority of508

the changes in numerical mixing (Fig. 8a). These results support the conclusion that in509

active mesoscale eddying regions the dominant driver of numerical mixing is grid-scale510

noise in the horizontal velocity and temperature fields (e.g. Ilicak et al., 2012). Neutral511

diffusion reduces numerical mixing by smoothing horizontal grid-scale temperature dif-512

ferences, while the GM scheme drives a small further reduction in numerical mixing by513

reducing horizontal velocity variability. However, while numerical mixing is reduced when514

these parameterizations are turned on, other changes in the simulations, such as reduced515

eddy activity, emphasize that it remains an open question as to whether it is better to516

dissipate grid-scale temperature gradients through numerical or explicit mixing.517

5.2 Background vertical diffusivity518

As discussed in HZE19, there is an interplay between the explicit vertical mixing519

and the numerical mixing. When explicit vertical mixing is increased, small-scale ver-520

tical gradients in temperature are decreased and therefore numerical mixing, if linked521

with vertical advective processes, will decrease (in addition to secondary feedbacks to522

the circulation). This mechanism is evident when comparing the ACCESS-OM2-025-NG523

configurations which differ only in their background vertical diffusivity, particularly at524

temperatures above 10◦C (compare red, black and green dashed lines in Fig. 6b,d,f,j).525

Increasing the background vertical diffusivity from 0 to 10−5 m2 s−1, a typical background526

value used in many climate models, more than doubles the peak diathermal heat trans-527

port due to vertical mixing between 20◦C and 25◦C. However, the subsequent change528

in the total diathermal heat transport (that which balances the surface forcing, Fig. 6b)529

is less, due to compensation by changes in numerical mixing (Fig. 6j). Numerical mix-530

ing is decreased by approximately a factor of 2 when the 10−5 m2 s−1 background dif-531

fusivity is turned on (compare black and red dashed lines in Fig. 6j).532
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On the 22.5◦C isotherm, near the peak of the diathermal heat transport, the changes533

in numerical mixing occur primarily in the tropical thermocline (Fig. 9a), particularly534

in the eastern Pacific and Atlantic where the thermocline is sharp and background dif-535

fusion can drive large diathermal heat fluxes (e.g. see HZE19, their Fig. 4b). Given that536

temperature dominates density variability in the tropics, the changes in numerical mix-537

ing as the vertical diffusivity is changed supports the conclusion that the numerical mix-538

ing in these regions is diapycnal. There are also some changes in the mid-latitude inte-539

rior where background diffusion is replaced by numerical mixing when the background540

diffusivity is set to zero. However, there is little consistent change in numerical mixing541

in the WBCs or continental slopes and shelves, supporting the conclusion made in the542

previous section that numerical mixing here is associated with lateral rather than ver-543

tical processes. Consequently, at cold temperatures the dependence of numerical mix-544

ing on the background vertical diffusivity is weak despite significant changes in the diather-545

mal heat transport due to vertical mixing (compare dashed lines in Fig. 6f,j).546

Figure 9. The difference between the heat flux across the 22.5◦C isotherm due to (a) nu-

merical mixing and (b) vertical mixing between the ACCESS-OM2-025-NG configuration with

no background vertical diffusivity and the ACCESS-OM2-025-NG-kb5 configuration with a

10−5 m2 s−1 background vertical diffusivity. Both numerical and vertical mixing fluxes are

negative (down-gradient), meaning that the blue regions in panel (a) signal an increase in the

strength of numerical mixing in ACCESS-OM2-025-NG compared to ACCESS-OM2-NG-kb5

while the red regions in panel (b) signal a decrease in the strength of vertical mixing in ACCESS-

OM2-025-NG compared to ACCESS-OM2-NG-kb5. The black box in panel (a) indicates the

region analyzed in Fig. 10.
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Figure 10. Analysis of the sensitivity of numerical mixing and grid-scale temperature and

horizontal velocity differences to the background vertical diffusivity in the Eastern Tropical

Pacific (150◦W-100◦W, 5◦N-15◦N, black box in Fig. 9a). ACCESS-OM2-025-NG has no back-

ground vertical diffusivity, ACCESS-OM2-025-NG-kb5 has a background vertical diffusivity of

10−5 m2 s−1 and ACCESS-OM2-025-NG-kbv has a latitudinally-dependent background vertical

diffusivity of between 1 × 10−6 m2 s−1 and 3 × 10−6 m2 s−1 in this region. (a) Diathermal heat

transport due to numerical mixing I(Θ), (b) sub-monthly EKE and root-mean-square grid-scale

(c) horizontal velocity, (d) horizontal temperature and (e) vertical temperature differences. The

quantities in panels (b)-(e) are interpolated onto isotherms using monthly-averaged temperature

and then spatially and temporally averaged.

Focusing on a region in the Eastern Tropical Pacific (black box in Fig. 9a), the back-547

ground diffusivity has little influence on horizontal velocity variability or grid-scale dif-548

ferences (Fig. 10b,c). However, the expected reduction in grid-scale vertical tempera-549

ture differences when the background diffusivity is increased is also accompanied by a550

similar factor reduction in horizontal grid-scale temperature differences (Fig. 10d,e). This551

result suggests that horizontal grid-scale temperature variability is created by small-scale552

vertical advection of the background vertical temperature gradient. Reducing this back-553

ground vertical temperature gradient by increasing the vertical diffusivity reduces both554

horizontal and vertical temperature gradients at the grid-scale, in turn leading to a re-555

duction in numerical mixing (Fig. 10a).556

The changes in background diffusivity have an impact on temperature biases in the557

equatorial Pacific thermocline (Fig. 11a,b,c). ACCESS-OM2-025-NG-kbv, with a back-558

ground diffusivity of 10−6 m2 s−1 at the Equator, shows a slightly smaller overall bias559

than the default configuration of ACCESS-OM2-025-NG (no background diffusivity) which560

has a strong cold bias below the thermocline, suggesting that the larger numerical mix-561

ing in ACCESS-OM2-025-NG does not compensate for reduced vertical mixing (i.e. a562

small explicit background vertical diffusivity is needed to reduce equatorial biases). In563

contrast, ACCESS-OM2-025-NG-kb5 (Fig. 11c) is too warm nearly everywhere.564
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Figure 11. Equatorial Pacific depth-longitude temperature bias plots compared to WOA13

for (a-c) three ACCESS-OM2-025-NG configurations with differing background vertical diffusivity

and (d-f) three ACCESS-OM2-1 configurations with differing vertical resolution. ACCESS-OM2-

025-NG uses no background vertical diffusivity, ACCESS-OM2-025-NG-kb5 uses a background

diffusivity of 10−5 m2 s−1 and ACCESS-OM2-025-NG-kbv and the ACCESS-OM2-1 configu-

rations use a background diffusivity of 10−6 m2 s−1 on the Equator. The contours show the

WOA13 isotherms with the 20◦C isotherm in a thicker line. The thick dashed line is the position

of the modeled 20◦C isotherm.

5.3 Vertical resolution565

Numerical mixing is also sensitive to the vertical resolution, here examined using566

a set of ACCESS-OM2-1 simulations. Most of the configurations in this article use the567

Stewart et al. (2017, denoted KDS) vertical levels scheme which has fine grid spacing in568

the upper ocean (nearing 1−2 m near the surface, colored lines in Fig. 12) in order to569

better resolve the vertical structure of baroclinic modes in shallow regions. We also con-570

sider a configuration with the 50 level grid used in the ocean component of the GFDL571

CM2.5 climate model (GFDL50), which has 10 m vertical grid spacing in the upper 200 m572

(black line in Fig. 12).573

The changes in vertical grid spacing have an impact on numerical mixing at most574

temperatures, with the largest changes between 15◦C and 27◦C (compare blue lines in575

Fig. 6i). As for the background diffusivity, the dominant changes occur in the equato-576

rial regions where the vertical temperature stratification is largest. An equatorial Pa-577

cific longitude-depth slice for each configuration is shown in Fig. 13. In general, as the578

number of grid levels increases, the numerical mixing reduces. However, the placement579

of the levels also makes a difference. The KDS grid has a much finer vertical grid spac-580

ing near the surface (2.3 m in KDS50 and 1.1 m in KDS75 compared to 10 m in GFDL50,581

Fig. 12), meaning that the sharp vertical gradients in the far eastern Pacific shallower582

than 50 m depth are better resolved by the KDS50 grid. Numerical mixing in ACCESS-583

OM2-1-GFDL50 here is much larger (compare Figs. 13a and 13b east of −100◦E). How-584

ever, between 50 m and 250 m depth the GFDL50 grid has a finer vertical grid spacing585

than KDS50 (compare black and blue lines in Fig. 12) and so numerical mixing is lower586

in GFDL50 (compare Figs. 13a and 13b in the central Pacific). This depth range cor-587
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Figure 12. The vertical grid spacing ∆z as a function of depth for the five vertical grids used

in this study. The inset shows a zoom on the upper 250m (gray box).

responds to the thermocline where vertical temperature gradients are largest through-588

out most of the ocean, and so globally numerical mixing is slightly lower in ACCESS-589

OM2-1-GFDL50 than in ACCESS-OM2-1-KDS50 above ∼ 13◦C (compare light and dark590

blue lines in Fig. 6i).591

It is interesting to note that numerical mixing at cold temperatures is also sensi-592

tive to the vertical resolution, despite being insensitive to the background vertical dif-593

fusivity. These changes may be linked to the interplay between horizontal and vertical594

grid-scale temperature gradients in the presence of grid-scale horizontal velocity variabil-595

ity. However, we note that ACCESS-OM2-1 does not resolve eddy-variability.596

In the KDS50 configuration there are some weak apparent up-gradient numerical597

mixing fluxes in the lower portion of the thermocline in the western and central Pacific598

(pink in Fig. 13). As discussed in more detail in Appendix A, the use of flux limiters on599

the MDPPM advection scheme should maintain monotonicity in the advected tracer dis-600

tribution and prevent up-gradient fluxes, suggesting that these apparent up-gradient fluxes601

may arise from limitations in our diagnostic method. These equatorial up-gradient fluxes602

are in a region where KDS50 has particularly coarse grid spacing - with only 4 vertical603

levels between 100 m and 200 m (see dots in Fig. 13a). The presence of a large number604

of isotherms within each single model vertical grid cell suggests that our method for quan-605

tifying numerical mixing may be sensitive to small vertical isotherm movements in this606

region (however, we note that for a given isotherm our method is not sensitive to the tem-607

perature binning resolution, here 0.5◦C, as all quantities are integrated over all temper-608

ature bins warmer than a given isotherm, see also Appendix A). These weak up-gradient609

fluxes are present in all simulations that use the KDS50 grid (e.g. ACCESS-OM2-025,610

Figs. 3a,b and Fig. 5a) but not in configurations using the GFDL50 grid which has a611

finer grid spacing in this region (e.g. Fig. 13b).612

The default time step in ACCESS-OM2-1 is 1.5 hours. However, using this time613

step apparent up-gradient fluxes of up to 5 W m−2 appear at the surface at warmer tem-614

peratures in the western Pacific in the KDS configurations where the grid spacing is very615

fine (not shown). Reducing the time step to 20 minutes for the diagnostic accumulation616

period (as used for all the ACCESS-OM2-1 simulations presented here) removes the ma-617
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Figure 13. Equatorial longitude-depth slices of the numerical mixing heat flux across

isotherms averaged within ±2◦ of the Equator in the ACCESS-OM2 1-degree runs from the

coarse (a) KDS50 and (b) GFDL50 configurations to the fine (e) KDS135. The heat flux is av-

eraged in temperature coordinates and then remapped to depth using the annual-mean isotherm

depths. Positive up-gradient fluxes are shown in pink shades. The green dashed line indicates the

mixed layer depth determined from a 0.032 kg m−3 density criterion and the gray dots plotted

every 10◦ longitude indicate the vertical grid level locations.
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jority of these apparent up-gradient fluxes. A comparison of the terms in the internal618

heat content budget between the fast and slow time step cases suggests that this appar-619

ent up-gradient mixing is linked to an underestimation of the transport of heat into the620

warmest temperatures classes from surface forcing (not shown). This under-estimation621

suggests that the rapid changes in near-surface stratification and solar penetrative heat-622

ing over the diurnal cycle at time scales comparable to the 1.5 hour time step cannot be623

properly captured by our online diagnostic binning (possibly because of the temporal dis-624

cretization of the surface forcing and mixing flux convergence binned as discussed in Ap-625

pendix A, Section A.2). Note that apart from this dependence in ACCESS-OM2-1 we626

found little dependence of numerical mixing on time step. For example, ACCESS-OM2-627

025 simulations performed with the default time step of 1350 seconds and 675 seconds628

showed little difference in numerical mixing metrics (this is reassuring as the time step629

is often changed during model spin-up to maintain stability).630

Unlike the impact of a changing background vertical diffusivity, the changes in nu-631

merical mixing with vertical grid spacing do not appear to be compensated by changes632

in either vertical or neutral diffusion (Fig. 6e,g). Instead, the reduction in numerical mix-633

ing results in a change in the surface temperature structure and surface fluxes such that634

the net diathermal heat transport is altered (blue lines in Fig. 6a). The changes in ver-635

tical grid spacing impact the temperature structure in the equatorial Pacific. Finer grids636

reduce the consistent warm biases at depth in the eastern Pacific by sharpening the ther-637

mocline, although at the cost of a slight cold bias in the upper eastern Pacific and a slightly638

increased cold bias in the deep western Pacific in ACCESS-OM2-1-KDS135 (compare639

Fig. 11d-f). These results highlight the need to consider the interplay between vertical640

resolution, vertical background diffusivity and numerical mixing together when making641

parameter choices. We also see differences at higher latitudes and colder temperatures642

(Fig. 6i), where Stewart and Hogg (2019) showed that surface fluxes and ocean heat up-643

take were sensitive to the vertical resolution near the surface.644

5.4 Horizontal resolution645

Three different horizontal grid spacings have been considered in this study; 1◦ - where646

eddy affects outside the tropics are largely parameterized, 1/4◦ - an “eddy-permitting”647

resolution where mesoscale eddies outside the tropics are marginally resolved and 1/10◦648

- an “eddy-active” simulation where mesoscale eddies are captured away from the high-649

latitudes and shallow continental shelves (Hallberg, 2013). In general, comparisons across650

the model suite shown in Fig. 6i,j or quantified by Inet in Table 1 suggest that numer-651

ical mixing is strongest at 1/4◦, somewhat weaker at 1/10◦ and weakest at 1◦. However,652

comparisons of numerical mixing across standard configurations at these three horizon-653

tal resolutions is complicated by differences in explicit mixing coefficients (these choices654

are often made, at least in part, for reasons to do with numerical mixing). Here we com-655

pare two sets of configurations: ACCESS-OM2-1-KDS50 with ACCESS-OM2-025-NG-656

kbv and ACCESS-OM2-01 with ACCESS-OM2-025-KDS75 (Fig. 14), that are as close657

as possible in terms of explicit mixing parameters. These comparisons aim to draw some658

broad conclusions about changes in numerical mixing with horizontal resolution.659

ACCESS-OM2-1-KDS50 and ACCESS-OM2-025-NG-kbv share the same vertical660

grid and vertical mixing schemes, but differ with respect to neutral diffusion. ACCESS-661

OM2-025-NG-kbv has a weaker, grid-scale dependent neutral diffusion coefficient with662

maximum 200 m2 s−1 compared with the constant value of 600 m2 s−1 in ACCESS-OM2-663

1-KDS50. Note, however, that the diathermal heat transport due to neutral diffusion in664

the two configurations is similar (Fig. 6g,h) suggesting that the enhanced creation of isopy-665

cnal temperature variance at 1/4◦ compensates for the weaker diffusion coefficient to first666

order. ACCESS-OM2-1-KDS50 has stronger explicit (vertical plus neutral) mixing, and667

weaker numerical mixing, across most of the temperature range (compare blue and black668

dashed lines in Fig. 14b,c). While a small portion of this difference may be due to the669
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Figure 14. Global annually-averaged diathermal heat budget terms (a) surface forcing minus

tendency, Fg +Pg
I −∂H

g
I / ∂t, (b) explicitly parameterized mixing (neutral and vertical, N g +Mg)

and (c) numerical mixing, Ig, in four configurations chosen to compare across horizontal resolu-

tion. ACCESS-OM2-01 and ACCESS-OM2-025-KDS75 share the same vertical grid and explicit

mixing parameters, while ACCESS-OM2-025-NG-kbv and ACCESS-OM2-1-KDS50 differ only in

that the neutral diffusivity is larger in ACCESS-OM2-1-KDS50. The vertical scale of every panel

is the same to facilitate comparison.

difference in neutral diffusion coefficients, the fact that the differences in numerical mix-670

ing are larger than the differences in explicit mixing at temperatures warmer than ∼ 7◦C671

suggests that much of the increase in numerical mixing arises because of the enhanced672

velocity variability at 1/4◦ due to its admission of eddy variability.673

ACCESS-OM2-025-KDS75 and ACCESS-OM2-01 both share the same vertical grid674

and the same explicit mixing parameter choices - differing only in their horizontal grid675

spacing and horizontal viscosity (they both use the same grid-scale dependent Smagorin-676

sky coefficient of C = 2). Both configurations show similar levels of explicit mixing, while677

ACCESS-OM2-025-KDS75 shows slightly enhanced numerical mixing at temperatures678

characterizing the eddy-rich WBCs and ACC between 3◦C and 20◦ (compare magenta679

and black solid lines in Fig. 14c). These differences account for the slightly larger total680

numerical mixing in ACCESS-OM2-025-KDS75, Inet = 16.3PW◦C, compared to ACCESS-681

OM2-01, Inet = 14.7PW◦C.682

–26–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

To quantify differences in velocity and temperature variability across scales and be-683

tween the various horizontal resolution configurations, we plot horizontal kinetic energy684

and temperature spectra for a region in the Pacific sector of the Southern Ocean across685

our suite of simulations (Fig. 15). ACCESS-OM2-1-KDS50 shows a steep drop off in ki-686

netic energy at much larger scales than the other resolutions, reflecting the lack of an687

active eddy field (also see Kiss et al., 2020). In contrast, both the ACCESS-OM2-025688

and ACCESS-OM2-01 configurations show a flatter spectrum at scales between ∼ 200 km689

and ∼ 50 km. At larger scales in this range the spectral slope may be consistent with690

the k−5/3 scaling expected for an inverse energy cascade from geostrophic turbulence the-691

ory (e.g. Charney, 1971). At smaller scales the slope drops off more steeply. This steep692

drop likely reflects the role of biharmonic friction. Comparison of spectra between ACCESS-693

OM2-01 and ACCESS-OM2-01-hvisc, where the Smagorinsky viscosity scaling factor has694

been increased from 2 to 3, suggests that the viscosity begins to play a role at a scale695

of about 10∆x (compare magenta solid and dashed lines in Fig. 15a, also see Section 5.5).696

This scale of 10∆x is roughly consistent with where the kinetic energy spectrum begins697

to steepen. However, in ACCESS-OM2-025 there is also a distinct flattening in the ki-698

netic energy spectrum as the grid-scale is approached. This flattening suggests that ve-699

locity variance is accumulating near the grid-scale in ACCESS-OM2-025, potentially re-700

flecting the marginal resolution of the eddy field and resulting in enhanced numerical mix-701

ing (these scales may be under-dissipated). It is also noteworthy that the ACCESS-OM2-702

025-NG configuration where the GM scheme is active has reduced kinetic energy across703

all scales finer than ∼ 300 km due to a less active eddy-field, while ACCESS-OM2-025-704

N shows some slight reduction in kinetic energy at its smallest scales (compare red solid,705

dotted and dashed lines in Fig. 15a).706

The horizontal temperature variability spectra do not show the steepening evident707

in the kinetic energy spectra at smaller scales, except in ACCESS-OM2-01 at scales com-708

parable to and below the first baroclinic deformation radius (Fig. 15b). This lack of steep-709

ening may reflect the absence of any explicit horizontal diffusion operator (apart from710

the horizontal component of neutral diffusion when it is active). Instead, at scales ap-711

proaching the grid-scale the horizontal temperature spectra tend to flatten. This flat-712

tening could reflect a transition to the viscous Batchelor regime (with an expected slope713

of k−1, Batchelor, 1959), or that temperature variance is accumulating near the grid-scale.714

This near-grid-scale temperature variance may be caused by variable vertical velocities715

associated with the grid-scale horizontal velocity variability (e.g. Ilicak et al., 2012), re-716

sulting in numerical mixing. It is notable that the GM and neutral diffusion schemes have717

only a small impact on the horizontal temperature variability at scales near the grid-scale718

(although the presence of GM does reduce temperature variability at larger scales by re-719

ducing resolved eddy-stirring, compare red lines in Fig. 15b).720

Our comparison between ACCESS-OM2-025-KDS75 and ACCESS-OM2-01 sug-721

gests that numerical mixing is enhanced at 1/4◦ resolution, but only slightly. The marginal722

resolution of mesoscale eddies at 1/4◦ may lead to their velocity signatures at the grid-723

scale being noisy (as suggested by the flattening in their kinetic energy spectra in Fig.724

15a). While eddy formation is better resolved at 1/10◦, and there appears to be less flat-725

tening in the kinetic energy spectrum as the grid-scale is approached, the cascade of tem-726

perature variance from large to small scales in eddying regimes always necessitates the727

dissipation of temperature variance near the grid scale (Roberts & Marshall, 1998). Thus728

the dependence of numerical mixing on horizontal resolution is not particularly strong.729

5.5 Lateral Viscosity730

As discussed above, numerical mixing is closely linked to near grid-scale variabil-731

ity in the velocity field and therefore is expected to be strongly influenced by the lat-732

eral viscosity (S. Griffies et al., 2000; Ilicak et al., 2012). In ACCESS-OM2-01, if the lat-733

eral biharmonic viscosity coefficient is increased by increasing the Smagorinsky scaling734
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Figure 15. Horizontal wavenumber spectra of (a) surface kinetic energy and (b) temperature

at 75 m depth from snapshots of the velocity and temperature fields at the end of each month

in the Pacific sector of the Southern Ocean (65◦S to 45◦S, −180◦E to −100◦E, chosen as it is

relatively isotropic and homogeneous) across a range of simulations. The spectra are computed

following the methods of Durran et al. (2017) after interpolation onto a uniform Cartesian grid.

Reference spectral slopes are shown with the black dotted lines. Corresponding wavelengths

are shown at the top. The vertical red line in panel (a) marks the wavenumber kd associated

with the approximately 15 km first-baroclinic deformation radius in this region (Chelton et al.,

1998). Note that the spectra for ACCESS-OM2-025-KDS75 are similar to ACCESS-OM2-025 and

spectra for ACCESS-OM2-025-NG-kbv are similar to ACCESS-OM2-025-NG (not shown).
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coefficient from 2 to 3 (ACCESS-OM2-01-hvisc in Table 1), there is a 10−15% reduc-735

tion in numerical mixing across most temperatures (compare magenta solid and dotted736

lines in Fig. 6i). This reduction is consistent with the results of Ilicak et al. (2012) who737

found that increasing the Smagorinsky coefficient from 2 to 4 in a 1/4◦ MOM5 spin-down738

simulation reduced the spurious numerical mixing by a factor of about 1/3. The reduc-739

tion in numerical mixing with increased viscosity is associated mainly with regions where740

eddy variability is high (not shown). Increasing the viscosity in these regions reduces spa-741

tial variability in the horizontal velocity at the grid-scale (compare magenta solid and742

dashed lines in Fig. 15a). However, the changes in viscosity do not influence horizon-743

tal temperature variability near the grid-scale (compare magenta solid and dashed lines744

in Fig. 15b). These changes in numerical mixing are not compensated by changes in ver-745

tical mixing (compare magenta lines in Fig. 6e). Instead, the surface temperature struc-746

ture and surface heat fluxes are altered such that there is less surface heat gain at warmer747

temperatures and less heat loss at colder temperatures (compare magenta lines in Fig.748

6a). However, these changes are not yet in equilibrium due to the short 2 year run-time749

of ACCESS-OM2-01-hvisc as indicated by enhanced heat loss in the tendency term at750

colder temperatures (magenta dashed line in Fig. 6c).751

6 Discussion and Summary752

We have presented a method for quantifying the 3D spatial and temporal struc-753

ture of spurious numerical mixing within global ocean model simulations (Section 2). The754

method can be applied to any conservative tracer but is here applied to temperature.755

The method is based on constructing the budget for the “internal heat content” (Holmes,756

Zika, & England, 2019a) of temperature layers within a given fluid column. The use of757

internal heat content removes much of the rapid variability in the heat content of tem-758

perature layers due to adiabatic and diabatic volume exchanges and therefore reduces759

the sensitivity of our results to noise compared with previous approaches based on diather-760

mal or diapycnal volume transports (e.g. Lee et al., 2002; Megann, 2017; Urakawa & Ha-761

sumi, 2014). Combined with the use of precise online diagnostics, our method provides762

a detailed view of the spatial structure of numerical mixing within realistically-forced763

global ocean model simulations (e.g. Fig. 3).764

Applied to a suite of global MOM5-based ocean model simulations the method re-765

veals that the contribution of numerical mixing to the global diathermal heat transport766

from warm to cold water is comparable to, and often larger than, that of the explicitly767

parameterized vertical and neutral diffusion (Figs. 2,6). These results are consistent with768

those of Megann (2017) who suggested that numerical mixing in NEMO was compara-769

ble or larger than explicit vertical mixing. Heat fluxes due to numerical mixing are largest770

in the eddying WBCs and ACC, the continental shelves and slopes and the tropical Pa-771

cific and Atlantic thermoclines (Fig. 3) where grid-scale horizontal velocity variability772

and both horizontal and vertical grid-scale temperature variability is largest.773

The sensitivity of numerical mixing to various model parameters is summarized in774

Fig. 16 by comparing the net heat variance dissipation rate diagnostic Inet (correspond-775

ing to the area under the curve of the global diathermal heat transport due to numer-776

ical mixing, see Section 2.6), and its explicit mixing counterpart, across the various con-777

figurations. Fig. 16 illustrates the interplay between explicit and numerical mixing, with778

larger explicit mixing generally leading to smaller numerical mixing and vice versa. In779

particular, several of the 1/4◦ configurations and both 1/10◦ configurations have more780

numerical mixing than explicit mixing (they lie above the dashed one-to-one line in Fig.781

16).782

Numerical mixing at colder temperatures in the eddying WBCs and ACC is sen-783

sitive to the presence of explicit parameterizations for neutral diffusion and eddy-induced784

advection (GM) suggesting that a significant proportion is along-isopycnal (Section 5.1,785
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compare squares, diamonds and circles in Fig. 16). In contrast, numerical mixing in the786

tropics is more sensitive to the background vertical diffusion and vertical resolution (Sec-787

tions 5.2 and 5.3, compare symbol size and fill in Fig. 16). Combined with the fact that788

temperature variations dominate density variations in the tropics, the dependence of nu-789

merical mixing on the vertical diffusivity and resolution suggests that much of the nu-790

merical mixing in the tropics is diapycnal.791

Numerical mixing is also sensitive to horizontal resolution, being smallest at 1◦ (where792

mesoscale eddies are largely absent) and largest at 1/4◦ (compare blue, red and purple793

symbols in Fig. 16). However, for standard configurations much of these differences are794

linked to differences in parameterized explicit mixing coefficients. Comparing 1/4◦ and795

1/10◦ configurations which share the same explicit mixing parameters and vertical res-796

olution suggests that numerical mixing is only slightly enhanced at the 1/4◦ eddy-permitting797

resolution (Fig. 14, red and purple circles joined by an arrow in Fig. 16). Our results798

therefore suggest that while eddies are better resolved at 1/10◦, the necessity of dissi-799

pating temperature variance at small scales due to its down-scale cascade in eddying regimes800

(Roberts & Marshall, 1998) means that numerical mixing is not strongly dependent on801

horizontal resolution once eddies are permitted.802

While our current method is unable to quantitatively distinguish between the isopy-803

cnal and diapycnal components of numerical mixing it may be possible to generalize our804

approach by combining the heat and salt budget diagnostics (Hieronymus, Nilsson, &805

Nycander, 2014; Zika et al., 2015). However, non-linearities in the equation of state may806

be more difficult to deal with and it is not clear that the properties of the internal heat807

content budget that we have taken advantage of here could be retained. Our results nev-808

ertheless indirectly suggest that the diapycnal component of numerical mixing is not neg-809

ligible. While in this study we have taken the standard MOM5 numerical tracer advec-810

tion scheme (MDPPM) as given, our results, along with previous studies (e.g. Ilicak et811

al., 2012; Megann, 2017) suggest that more attention should be paid to the choice of both812

numerical tracer advection schemes and horizontal momentum advection and friction pa-813

rameters in global ocean models.814

It is encouraging that increasing the vertical resolution in the tropical ocean reduces815

numerical mixing there. Increases in the number of vertical levels, or simply changing816

the placement of the levels, provides an economical way to reduce numerical mixing. How-817

ever, it is important to note that as numerical mixing is reduced explicit mixing param-818

eters may need to be increased to compensate. The equatorial subsurface temperature819

biases shown in Fig. 11 suggest that a minimum level of mixing in the upper ocean is820

required to reproduce the observed hydrographic structure.821

While open questions remain, the method and diagnostics presented here provide822

a clearer geographic view of the impact of numerical discretization on the heat budget823

of global ocean models, with implications for model biases, heat transport (e.g. Holmes,824

Zika, Ferrari, et al., 2019) heat uptake (Adcroft et al., 2019) and drift.825

A Appendix A: Numerical details826

This appendix describes some numerical details as to how the internal heat con-827

tent budget is constructed (Section A.1) and discusses some known issues with the method828

(Section A.2) and their implications (Section A.3).829

A.1 Numerical construction of temperature-coordinate budgets830

The terms in the internal heat content budget [Eq. (6)] not involving the lateral831

fluxes Q and Ψ are calculated as described in HZE19 over a regular temperature grid832

with 0.5◦C intervals, except here we do not perform a global integral. The lateral terms,833
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Figure 16. A summary of the total amount of numerical (y-axis) and explicitly-parameterized

(x-axis) mixing in the various configurations considered in this article as quantified by the net

heat variance dissipation rate diagnostic Inet (see Section 2.6) and its vertical mixing (Mnet) and

neutral mixing (Nnet) counterparts. Blue, red and purple symbols indicate 1◦, 1/4◦ and 1/10◦

configurations respectively. The symbol size is inversely proportional to the number of vertical

levels. The different symbol types and symbol fills indicate the active neutral physics parame-

terizations and background vertical diffusivity, respectively, as indicated in the legends. Models

lying above the dashed one-to-one line have more numerical mixing than explicit mixing and vice

versa. The two black arrows pair configurations with different horizontal resolutions which have

as much as possible equivalent explicit mixing parameters (see Section 5.4 and Fig. 14)
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Q and Ψ, which vanish when integrated globally, are obtained similarly by binning the834

Eulerian lateral heat and volume transports at the tracer-cell faces into temperature classes835

online at every time step, and then summing over all temperatures warmer than Θ∗. Note836

that the binning temperature used for Q and Ψ is the temperature interpolated to the837

tracer-cell faces where the given flux is located. All terms in Eq. (6) are located on tem-838

perature bin edges and no averaging in temperature coordinates is required.839

In addition to advective transports associated with the resolved velocity, Q and Ψ840

should also include terms associated with the eddy parameterizations of Gent and McWilliams841

(1990, hereafter GM) and Fox-Kemper, Ferrari, and Hallberg (2008). In the simulations842

considered in this article these parameterizations are formulated in the tracer equations843

using a skew-diffusive approach (S. M. Griffies, 1998). As described in Appendix B, when844

using the skew-diffusive lateral heat flux the eddy contribution to Q includes a term as-845

sociated with the eddy-driven lateral volume flux that cancels with the corresponding846

term in the volume budget when formulating the internal heat content budget. There-847

fore, our analysis does not use the eddy-driven contribution to Ψ. While skew-diffusion848

itself should not drive any heat across isotherms, its numerical implementation may drive849

across-isotherm heat fluxes which are also captured in I. However, we note that a global850

integral of the full three-dimensional convergence of the skew-diffusive heat fluxes in tem-851

perature coordinates suggests that the numerical mixing is dominated by that associ-852

ated with the resolved velocity field.853

A.2 Known issues854

There are several known potential inaccuracies with the spatially-resolved method.855

Temperature binning of flux convergences856

The temperature binning process assigns all of the heat flux convergence due to857

a given process to the cell mean temperature, which follows from a finite volume inter-858

pretation of the discrete tracer equation. In contrast, the numerical formulation of a given859

process may implicitly assume that there is some sub-grid-scale structure to the temper-860

ature field. Getzlaff et al. (2010) discuss some alternative binning methods.861

Temperature binning of lateral transports862

The binning of the lateral transports Q and Ψ is performed using the temperature863

linearly interpolated to the tracer-cell faces while the other terms use the tracer-cell cen-864

ter temperatures. This issue is related to the fundamental constraint on finite-volume865

advection schemes that the fluxes on cell faces must be related through some interpo-866

lation scheme to the non-co-located cell center tracer values. It is possible that improved867

results could be obtained using a more technically difficult up-winding system where the868

flux is binned according to the temperature of the tracer cell into which the flux is en-869

tering.870

Temperature binning and time stepping871

The binning of each Eulerian process tendency occurs once per time-step using the872

value of the temperature field before the time step. This choice is sensible but arbitrary.873

One could instead use the temperature field after it has been updated. Tests with a toy874

one-dimensional example (not shown) suggest that this error has a large impact on the875

binning of the native model total tendency and advection diagnostics (which are not used876

in the present method), but it does not strongly influence the binning of the other di-877

abatic terms which vary more smoothly in time and space. One exception is the 1-degree878

model where the base configuration time step is a relatively large fraction of the diur-879

nal cycle and thus the binning does not fully resolve the fast changes in near surface ther-880
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mal stratification, short-wave penetration and convective mixing (see Section 5.3). It is881

also worth noting the different approach of Gibson et al. (2017) who perform a reference882

potential energy calculation between several sub-time step processes in MOM6, allow-883

ing the impacts of these different processes to be evaluated separately (in contrast, MOM5884

does not use operator splitting - the tracer concentrations are updated only once per time885

step).886

The Sea Surface Height (SSH) smoother887

The lateral volume transport achieved by the Laplacian SSH smoothing operator888

(included to suppress a checkerboard null mode present in B-grid barotropic equations)889

is not included in the lateral volume flux convergence Ψ (although the impact of the SSH890

smoother is included in the heat flux convergence). The missing term leads to residu-891

als in the vertically-integrated volume budget of up to ±10−7m s−1 in regions where SSH892

gradients are strong such as the Gulf Stream and ACC (not shown).893

A.3 Comments on noise, uncertainties and up-gradient fluxes894

Physically based mixing, such as that from a Laplacian diffusion operator, smooths895

small scale structure. Consequently, a map of the diffusion time tendency exhibits en-896

hanced power at the grid scale; i.e., it is “noisy”. By extension, it is thus not surpris-897

ing that any diagnosis of spurious mixing from truncation errors can also be prone to898

noise. The presence of noise makes it difficult to determine a confidence range on our899

results. The vertically-integrated heat budget closes to much better than ±1W m−2. Sim-900

ilarly, the neglect of the volume transport from the SSH smoother can be estimated us-901

ing the vertically-integrated volume budget residuals and approximate isotherm depths902

to have an impact of less than ±1W m−2 on I. These errors are substantially lower than903

the 10 − 100W m−2 values that we find for the diathermal heat transport due to nu-904

merical mixing across intermediate isotherms (Fig. 3). However, it is not trivial to eval-905

uate the impact of the other inaccuracies listed above.906

Taking ACCESS-OM2-025 as an example, noise is apparent in I at small spatial907

scales near strong jets and frontal regions, where patches of small-scale large-magnitude908

positive and negative fluxes can appear (e.g. along the coastal extent of the Gulf Stream,909

Fig. A.1a). There are also some smaller magnitude up-gradient fluxes along the Equa-910

tor (e.g. in the Western Pacific, Fig. 3a) which are associated with the coarse vertical911

grid spacing of the KDS50 grid in those regions (as discussed in Section 5.3). The Suresh912

and Huynh (1997) flux limiters on the MDPPM scheme should maintain monotonicity913

in the advected tracer distribution and prevent up-gradient fluxes. These up-gradient914

fluxes are not associated with the skew-diffusive submesoscale parameterization (estab-915

lished by turning this parameterization off, not shown) or GM or neutral diffusion (which916

are not active in ACCESS-OM2-025). Therefore, the presence of these small patches of917

up-gradient fluxes indicates that our method cannot accurately quantify numerical mix-918

ing at the grid-scale in these regions due to the approximations discussed above. How-919

ever, when spatially averaged over larger regions including hundreds of grid points the920

fluxes are dominantly down-gradient (e.g. Fig. A.1b where the 1/4◦ map in Fig. A.1a921

has been conservatively remapped to a coarse 2.5◦ grid). Further temporal averaging also922

reduces this noise (not shown). We therefore restrict our analyses to discussing these larger923

scale patterns (although the spatially-resolved metrics are presented at full resolution).924

B Appendix B: The role of skew-diffusion in the internal heat content925

budget926

The Gent and McWilliams (1990) and Fox-Kemper et al. (2008) parameterizations927

for eddy-driven transport are implemented in the model simulations using a skew-diffusive928
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Figure A.1. Heat flux through the 15◦C isotherm due to numerical mixing in the North At-

lantic from ACCESS-OM2-025 at (a) full resolution and (b) conservatively remapped to a coarse

2.5◦ grid.

formulation as described in S. M. Griffies (1998). In this appendix we discuss the im-929

pact of skew-diffusion on the internal heat content budget of temperature layers within930

fluid columns and contrast it with an advective formulation. We consider a simple ex-931

ample described by Fig. B.1 where a temperature field Θ(y, z, t) defined in the meridional-932

vertical plane consists of isotherms (such as the Θ∗ isotherm highlighted in orange) that933

slope upwards toward the north. For simplicity, we will assume that the ocean surface934

is a rigid lid with no surface volume fluxes, that salinity is constant (such that isopyc-935

nals and isotherms are synonymous) and that the only process that influences the tem-936

perature field is a parameterized eddy-driven circulation that will act to remove avail-937

able potential energy by flattening isotherms. The eddy-driven circulation is character-938

ized by a divergence-free eddy-induced velocity ve related to an overturning streamfunc-939

tion ψe(y, z, t) by,940

ve = −ψe
z ĵ + ψe

y k̂ (B.1)941

where ĵ and k̂ are unit vectors in the meridional (y) and vertical (z) directions respec-942

tively.943

The evolution of the temperature field is described by944

ρ0 Cp
∂Θ

∂t
= −∇ ·Q, (B.2)945

where Q is the heat flux. An advective formulation of the eddy-driven heat flux Q is given946

by947

Q(A) = ρ0 Cp ve Θ = ρ0 Cp

(
−ψe

z Θ ĵ + ψe
y Θ k̂

)
. (B.3)948

In the situation described by Fig. B.1 a positive sign for ψe will result in a vector field949

Q(A) (red vectors in Fig. B.1) that flattens isotherms. A skew-diffusive formulation for950
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Figure B.1. Schematic illustrating the impact of a parametrization for adiabatic eddy-driven

tracer transport on the heat and volume budgets of temperature layers. In panel (a) an eddy

streamfunction ψe (black contours) acts to flatten isotherms through the convergence of either an

advective heat flux Q(A) (red vectors) or a skew-diffusive heat flux Q(S) (green vectors) whose di-

vergences are equal. Panel (b) denotes various terms in the volume, V(Θ∗, t), and heat, H(Θ∗, t),

budgets of the region bounded below by the Θ∗ isotherm, above by the rigid lid and to the south

by the fixed latitude y0. These terms include the total advective, Q(A)(Θ∗, t), and skew-diffusive,

Q(S)(Θ∗, t), heat transports across the y0 latitude at temperatures above Θ∗, the volume trans-

port, Ψ(Θ∗, t), across the y0 latitude at temperatures above Θ∗ as well as the across-isotherm

volume transport G(Θ∗, t) (equal to zero in this adiabatic example).

Q is instead captured by the heat flux951

Q(S) = −ρ0 Cp KS · ∇Θ = ρ0 Cp

(
ψe Θz ĵ− ψe Θy k̂

)
. (B.4)952

In Eq. (B.4), KS is an anti-symmetric diffusivity tensor with zeros for the diagonal el-953

ements and ±ψe for the off-diagonal elements (e.g. see S. M. Griffies, 1998). The vec-954

tor field Q(S) (green vectors in Fig. B.1) is everywhere parallel to isotherms. It is easy955

to verify that the heat fluxes Q(S) and Q(A) differ only by a non-divergent vector field956

and therefore result in the same evolution of the temperature field.957

We now consider the heat and volume budgets of the volume V(Θ∗, t) bounded be-958

low by the Θ∗ isotherm, above by the fixed rigid lid and to the south by the latitude y0959

(orange shaded region in Fig. B.1). The volume of this region evolves according to the960

motion of its boundaries961

∂V
∂t

=

∫∫
∂V

vb · n̂ dS, (B.5)962

=

∫∫
Θ=Θ∗

vb · n̂ dS, (B.6)963

964

where vb is the velocity of points on the boundary ∂V of the volume V over which the965

surface integral is performed (Groeskamp et al., 2019; Holmes, Zika, & England, 2019b)966

and the normal vector n̂ is always directed out of the volume V. In the second line we967

have used the fact that the rigid lid and the y0 latitude boundary are fixed in space and968

thus the only moving boundary is the Θ∗ isotherm. In this simple adiabatic example the969

across-isotherm volume transport G(Θ∗, t) must vanish970

G = −
∫∫

Θ=Θ∗

(
ve − vb

)
· n̂ dS = 0 (B.7)971

Using this in Eq. (B.6), along with ∇ · ve = 0, yields972

∂V
∂t

= Ψ(Θ∗, t), (B.8)973
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where Ψ(Θ∗, t) is the total volume transport across the y0 latitude above the Θ∗ isotherm974

(Fig. B.1).975

The heat content of the region evolves according to976

∂H
∂t

=
∂

∂t

∫∫∫
V
ρ0 Cp Θ dV, (B.9)977

= ρ0 Cp

∫∫∫
V

∂Θ

∂t
dV + ρ0 Cp

∫∫
∂V

Θ vb · n̂ dS, (B.10)978

= −
∫∫

∂V
Q · n̂ dS + ρ0 CpΘ∗

∫∫
Θ=Θ∗

vb · n̂ dS, (B.11)979

980

where in the second line we have used the Leibniz integral rule and in the third line we981

have used the divergence theorem to replace the temperature tendency with the surface982

integral of the heat flux Q. For an advective formulation of the heat flux Q983

∂H
∂t

= −
∫∫

y=y0

Q(A) · n̂ dS −
∫∫

Θ=Θ∗
Q(A) · n̂ dS + ρ0 Cp Θ∗

∫∫
Θ=Θ∗

vb · n̂ dS, (B.12)984

= Q(A) (advective) (B.13)985
986

where in the second line we have realized that the last two terms cancel (as Q(A) = ρ0 Cp ve Θ∗987

on the Θ∗ isotherm) and we have defined the total heat flux across the y0 latitude as Q(A)
988

(Fig. B.1b). Combining Eq. (B.13) with the volume budget (Eq. (B.8)) yields the in-989

ternal heat content budget V990

∂HI

∂t
=
∂H
∂t
− ρ0 Cp Θ∗

∂V
∂t

= Q(A) − ρ0 Cp Θ∗Ψ (advective) (B.14)991

In contrast, for a skew-diffusive formulation of the heat flux Q the heat budget is992

∂H
∂t

= −
∫∫

y=y0

Q(S) · n̂ dS −
∫∫

Θ=Θ∗
Q(S) · n̂ dS + ρ0 Cp Θ∗

∫∫
Θ=Θ∗

vb · n̂ dS, (B.15)993

= Q(S) + ρ0 Cp Θ∗Ψ (skew-diffusive) (B.16)994
995

where in the second line we have used the fact that Q(S) is parallel to isotherms to elim-996

inate the second term, used Eqs. (B.6) and (B.8) for the last term and defined the skew-997

diffusive heat transport across the y0 latitude as Q(S) (Fig. B.1b). The internal heat con-998

tent budget is then999

∂HI

∂t
= Q(S) (skew-diffusive) (B.17)1000

Eq. (B.17) shows that the eddy-driven volume flux Ψ across the y0 latitude does not ap-1001

pear in the internal heat content budget when using a skew-diffusive formulation in con-1002

trast to an advective formulation [Eq. (B.14)]. Of course, the effect on the internal heat1003

content budget of the two formulations is still equivalent, because the skew-diffusive heat1004

flux across the y0 latitude Q(S) (which is the diagnostic that we use to include the ef-1005

fects of skew-diffusion in the internal heat content budget) differs from the advective heat1006

flux across the y0 latitude Q(A) exactly by the factor ρ0 Cp Θ∗Ψ.1007
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Klingbeil, K., Mohammadi-Aragh, M., Gräwe, U., & Burchard, H. (2014). Quan-1123

tification of spurious dissipation and mixing–discrete variance decay in a finite-1124

–38–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

volume framework. Ocean Model., 81 , 49–64.1125

Large, W. G., McWilliams, J. C., & Doney, S. C. (1994). Oceanic vertical mixing:1126

A review and a model with a nonlocal boundary layer parameterization. Rev.1127

Geophys., 32 (4), 363–403. doi: 10.1029/94RG018721128

Ledwell, J. R., Laurent, L. C. S., Girton, J. B., & Toole, J. M. (2011). Diapycnal1129

mixing in the Antarctic Circumpolar Current. J. Phys. Oceanogr., 41 (1), 241-1130

246. doi: 10.1175/2010JPO4557.11131

Lee, M.-M., Coward, A. C., & Nurser, A. J. G. (2002). Spurious diapycnal mixing of1132

the deep waters in an eddy-permitting global ocean model. J. Phys. Oceanogr.,1133

32 (5), 1522-1535. doi: 10.1175/1520-0485(2002)032〈1522:SDMOTD〉2.0.CO;21134

Leonard, B. (1984). Third-order upwinding as a rational basis for computational1135

fluid dynamics. Computational techniques and applications: CTAC-83 , 106–1136

120.1137

Maqueda, M. M., & Holloway, G. (2006). Second-order moment advection scheme1138

applied to Arctic Ocean simulation. Ocean Model., 14 (3), 197 - 221. doi: 101139

.1016/j.ocemod.2006.05.0031140

Marchesiello, P., Debreu, L., & Couvelard, X. (2009). Spurious diapycnal mix-1141

ing in terrain-following coordinate models: The problem and a solution. Ocean1142

Model., 26 (3), 156 - 169. doi: 10.1016/j.ocemod.2008.09.0041143

Marshall, J., Jamous, D., & Nilsson, J. (1999). Reconciling thermodynamic and dy-1144

namic methods of computation of water-mass transformation rates. Deep-Sea1145

Res. I , 46 (4), 545 - 572. doi: 10.1016/S0967-0637(98)00082-X1146

McDougall, T. J. (2003). Potential enthalpy: A conservative oceanic variable for1147

evaluating heat content and heat fluxes. J. Phys. Oceanogr., 33 (5), 945-963.1148

doi: 10.1175/1520-0485(2003)033〈0945:PEACOV〉2.0.CO;21149

McDougall, T. J., & Barker, P. M. (2011). Getting started with TEOS-10 and the1150

Gibbs Seawater (GSW) oceanographic toolbox. SCOR/IAPSO WG , 127 , 1–1151

28.1152

McDougall, T. J., Groeskamp, S., & Griffies, S. M. (2014). On geometrical aspects of1153

interior ocean mixing. J. Phys. Oceanogr., 44 (8), 2164-2175. doi: 10.1175/JPO1154

-D-13-0270.11155

Megann, A. (2017). Estimating the numerical diapycnal mixing in an eddy-1156

permitting ocean model. Ocean Model., -. doi: 10.1016/j.ocemod.2017.11.0011157

Naughten, K. A., Galton-Fenzi, B. K., Meissner, K. J., England, M. H., Brassington,1158

G. B., Colberg, F., . . . Debernard, J. B. (2017). Spurious sea ice formation1159

caused by oscillatory ocean tracer advection schemes. Ocean Model., 116 , 108 -1160

117. doi: 10.1016/j.ocemod.2017.06.0101161

Redi, M. H. (1982). Oceanic isopycnal mixing by coordinate rotation. J. Phys.1162

Oceanogr., 12 (10), 1154-1158. doi: 10.1175/1520-0485(1982)012〈1154:1163

OIMBCR〉2.0.CO;21164

Richter, I. (2015). Climate model biases in the eastern tropical oceans: causes,1165

impacts and ways forward. Wiley Interdisciplinary Reviews: Climate Change,1166

6 (3), 345–358. doi: 10.1002/wcc.3381167

Riemenschneider, U., & Legg, S. (2007). Regional simulations of the Faroe Bank1168

Channel overflow in a level model. Ocean Model., 17 (2), 93 - 122. doi: 101169

.1016/j.ocemod.2007.01.0031170

Roberts, M., & Marshall, D. (1998). Do We Require Adiabatic Dissipation Schemes1171

in Eddy-Resolving Ocean Models? J. Phys. Oceanogr., 28 (10), 2050-2063. doi:1172

10.1175/1520-0485(1998)028〈2050:DWRADS〉2.0.CO;21173

Simmons, H. L., Jayne, S. R., Laurent, L. C. S., & Weaver, A. J. (2004). Tidally1174

driven mixing in a numerical model of the ocean general circulation. Ocean1175

Model., 6 (3), 245–263. doi: 10.1016/S1463-5003(03)00011-81176

Smith, K. S., & Ferrari, R. (2009). The production and dissipation of compensated1177

thermohaline variance by mesoscale stirring. J. Phys. Oceanogr., 39 (10), 2477-1178

2501. doi: 10.1175/2009JPO4103.11179

–39–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

Solomon, H. (1971). On the Representation of Isentropic Mixing in Ocean Circula-1180

tion Models. J. Phys. Oceanogr., 1 (3), 233-234. doi: 10.1175/1520-0485(1971)1181

001〈0233:OTROIM〉2.0.CO;21182
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