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Abstract

Evaluation and quantification of possible sources of uncertainty and their influence on water resource planning and extreme

management is very important for risk modeling and extreme hydrological management. The main objective of this research

work is to combine statistical climate ensembles, multiple parameter sets for three conceptual hydrological model structure and

five flood frequency distribution models to investigate the interplay among the associated uncertainty in flood and low flow

modelling. Uncertainty in the modeling of extreme high flow frequency mainly comes from the quality of the input data, while

in the modeling of low flow frequency, the main contributor to the total uncertainty is from model parameterization. This

result is also confirmed by using the Analysis Of Variance Analysis (ANOVA) that considers additional information about the

interaction impact of the main factors. The total uncertainty of QT90 (extreme peak flow quantile at 90-year return period)

quantile shows the interaction of input data and extreme frequency models has significant influence on the total uncertainty. In

contrast, in the QT10 (extreme low flow quantile at 10-year return period) estimation, the hydrological models and hydrological

parameters have significant impact on the total uncertainty. This implies that the four factors and their interactions may cause

significant risk in water resource management and flood and drought risk management, and neglecting of these four factors and

their interaction in disaster risk management, water resource planning and evaluation of environmental impact assessment is

not feasible and may lead to big risk.
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Abstract  28 

The accuracy and reliability of river flow model predictions and hydrological extreme frequencies are influenced 29 

by different sources of uncertainties that results from the input variables, conceptual model structures, model 30 

parameters, and extreme frequency distributions. Therefore, evaluation and quantification of possible sources of 31 

uncertainty and their influence on water resource planning and extreme management is very important for risk 32 

modeling and extreme hydrological management. The main objective of this research work is to identify and 33 

holistically address the uncertainty propagation from the input data to frequency of hydrological extremes. This 34 

includes to identify and estimate  their contribution to flood and low flow magnitude by using two objective 35 

functions in flood  (NSE) and low flow (LogNSE) modeling, three hydrological models (XAJ, HBV, and GR8J), 36 

50, 000 hydrological parameter sets and five frequency distribution models (LN, Pearson-III and GEV). The 37 

influence of uncertainty on the simulated flow is not uniform across all the selected eight catchments due to 38 

different flow regimes and mechanism for runoff generation. Uncertainty in the modeling of extreme high flow 39 

frequency mainly comes from the quality of the input data, while in the modeling of low flow frequency, the main 40 

contributor to the total uncertainty is from model parameterization. This result is also confirmed by using the 41 

Analysis Of Variance Analysis (ANOVA) that considers additional information about the interaction impact of 42 

the main factors. The total uncertainty of QT90 (extreme peak flow quantile at 90-year return period) quantile 43 

shows the interaction of input data and extreme frequency models has significant influence on the total 44 

uncertainty. In contrast, in the QT10 (extreme low flow quantile at 10-year return period) estimation, the 45 

hydrological models and hydrological parameters have significant impact on the total uncertainty.  This implies 46 

that the four factors and their interactions may cause significant risk in water resource management and flood and 47 

drought risk management, and neglecting of these four factors and their interaction in disaster risk management, 48 

water resource planning and evaluation of environmental impact assessment is not feasible and may lead to big 49 

risk. 50 
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 61 

1. Introduction 62 

Numerous hydrological river flow models are used to characterize, understand and forecast surface water flow 63 

under both climatic and land use influences to provide valuable information for water resources management and 64 

planning, risk analysis and decision making. The accuracy and reliability of river flow predictions are essential for 65 

water extreme management, policy making and water allocation as well as integrated and sustainable water 66 

resource management practices (disaster management, irrigation water management, hydropower regulation, 67 

ecological water requirement) (Meresa and Romanowicz, 2017; Meresa and Gatachew, 2018; Meresa, 2019; 68 

Okoli et al., 2019).  The precision and trustworthiness of river flow model predictions and extreme frequencies 69 

are influenced by different sources of uncertainty that results from hydrological model input variables (such as 70 

temperature and precipitation) (Kavetski et al., 2006; Bae et al., 2018), conceptual model structures (Dams et al., 71 

2015 ; Mockler et al., 2016; Vetter et al., 2017), model parameters, and extreme frequency distributions (Meresa 72 

and Romanowicz, 2017). Defining and estimation of the critical uncertainty sources at each stage from input data 73 

to frequency of hydrological extremes is important to have comprehensive understanding on the role of systematic 74 

and inherent errors. The nonlinear and inerasable character of uncertainty propagation requires to contrasted at 75 

each stage of uncertainty level that starts from the model input (precipitation and temperature) to the low flow and 76 

flood frequencies for better water extreme management and infrastructure construction (e.g. dam, dyke, bridge, 77 

flood control structures).  78 

defining and estimation of uncertainty in water resource planning and extreme management is very important in 79 

risk modeling and extreme hydrological events, and is identified by hydrological community as one of the 23 80 

unsolved problems in hydrology (Blöschl et al., 2019). Numerous water resource and hydrologic researchers have 81 

attempted to identify different sources of uncertainty in water resources and hydrological extreme frequencies 82 

(Vrugt et al., 2008; Xu et al., 2010; Chen et al., 2013; Vetter et al., 2017; Zhang et al., 2016; Qi et al., 2016; 83 

Meresa and Romanowicz, 2017; Sun et al., 2017; Bae et al., 2018; Hattermann et al., 2018 ; Kusangaya et al., 84 

2018; Prein, 2019; Her et al., 2019). These research works have addressed uncertainty  in water resources and 85 

hydrological extreme modeling in the isolated form, and requires to contrasting the critical sources in projected 86 

high and low flow. For example, Kavetski et al. (2006) examined input uncertainty in hydrological modeling 87 

using a Bayesian approach in two catchments in North America. Her et al. (2019) branded the sources of 88 

uncertainty using Analysis Of Variance Analysis (ANOVA) and come up with the hydrological structure and 89 

parameters and climate change has significant contribution to hydrological extreme condition. They strongly 90 

recommended to incorporate input uncertainty in Ohio river basin.  Chen et al. (2013) considered hydrological 91 

model structure and hydrological parameter uncertainty in their uncertainty analysis using GLUE approach, and 92 

found that the three sources has significant contribution to the high flow in China. Prein, (2019) stated that the 93 

extreme precipitation events and its implication of intense hydrologic cycle could highly expose to uncertainty.  94 

Similarly, Sun et al. (2017) identified multiple sources of uncertainty (distribution types, distribution parameters 95 

and peak over threshold) in flood frequency and found that distribution types could play a major role in 96 



controlling the flood magnitude. Zhang et al. (2016) also did uncertainty investigation in snow dominated 97 

catchments from China and found that input uncertainty is greater than hydrological parameters in peak flow 98 

estimation. others have investigated input and hydrological parameters (e.g Zhang et al., 2016; Bae et al., 2018), 99 

hydrological parameters and model structure (e.g. Butts et al., 2004; Jin et al., 2010), climate change and 100 

hydrological parameters (e.g. Krysanova et al., 2018; Her et al., 2019; Meresa, 2019), climate change and flood 101 

frequency (e.g. Qi et al., 2016a; Meresa and Romanowicz, 2017), distribution parameters and types (e.g. Sun et 102 

al., 2017). These studies have shown that only one aspect of systematic and/or inherent uncertainty is not enough 103 

to address the problem in estimation of extreme flow. However, it is not widely studied the contrasting of 104 

uncertainty propagation at stage and level from input data to frequency of hydrological extremes (flood and low 105 

flow) (Marton and Paseka, 2017; Kiang et al., 2018). This uncertainty propagation comprises input data, 106 

hydrological model structure, hydrological parameters, and extreme probability distribution types, as well as, 107 

desired to analyze its effect on magnitude and frequency of extremes. the accuracy of meteorological variables 108 

can be impacted by systematic, instrumental errors and external factors (Mcmillan et al., 2011;Karakoram, 109 

2016;Yen et al., 2018);  parameter representation and instability of hydrological models may lead to significant 110 

error in timing and magnitude of hydrological process and regimes (Zhang et al., 2016; Meresa and Romanowicz, 111 

2017; Bae et al., 2018);  simplification of the real watershed processes is another source of error in water resource 112 

modeling (Song et al., 2015; Meresa and Gatachew, 2018) and difficult to represent in a single model, which is 113 

mainly due to the lack of precise mathematical principles, catchment heterogeneity and complexity of water cycle 114 

(Jiang et al., 2017; Emam et al., 2018); and the frequency-magnitude relationship is strongly influenced by 115 

distribution type and parameters (Ham et al., 2017), and only one extreme distribution may led to a certain level 116 

of uncertainty. Furthermore, there is no unique hydrological parameter sets, single hydrological structure that can 117 

represent different hydrological process represent, hydro-climatic and physiographic conditions due to non-118 

stationerity and uniform high or low flow percentile distribution and can have an error in distribution fitting (Hu 119 

et al., 2013; Sun et al., 2017; Winter, 2018). 120 

The main objective of this research work is to identify and address the critical uncertainty sources in extreme flow 121 

modeling under using variety plausible rainfall characteristics and combine with hydrological parameters and 122 

structures to assess extreme frequency using different distributions.  This combines statistical climate ensembles, 123 

multiple parameter sets for three conceptual hydrological model structure and five flood frequency distribution 124 

models to investigate the interplay among the associated uncertainty in flood and low flow modeling, i.e 125 

calibration of conceptual hydrological models using two objective functions for high and low flow,  three 126 

hydrological models, 50,000 hydrological parameter sets and five frequency distribution models.   127 

Following this part, section 2 describes in detail about the study river basins and datasets, section 3 presents the 128 

methods and numerical modeling experiments. Results and detail discussion are presented in section 4. Finally, in 129 

section 5 the main conclusions are summarized.  130 

2. Study river basins and datasets   131 



To avoid the human intervention effect on flow prediction, eight medium sized natural river catchments 132 

(unregulated and unurbanized) were selected from four countries for estimation of uncertainty propagation from 133 

input to frequencies of hydrological extremes modeling. These eight river basins are located in different hydro-134 

climatic and physiographic conditions: in Poland (C1P: Nysaklodska and C2P: Dunajec catchments), Norway 135 

(C1N: Viksvaten and C2N: Fustvatn catchments), Ethiopia (C1E: Hombole and C2E: Awash Bello catchments), 136 

and China (C1C: Gaoshiya and C2C: Hanjiamou catchments) (Figure 1). The selected case study catchments vary 137 

in climate regime, drainage density, river length, catchment area and shape, topography, soil type, surface and 138 

subsurface properties and land use land cover type. Each has been the focus of many hydrologic investigations 139 

(e.g. Feng et al., 2016; Meresa et al., 2017; Meresa and Gatachew, 2018). streamflow properties of these eight 140 

catchments are summarized in Table 1. of the selected catchments, Awash bello from Ethiopia and Gaoshiyo from 141 

China have zero m3/s flow in their tenth percitile value. while, the median (Q50) shows very low flow value (0.26 142 

m3/s and 0.34 m3/s, respectively) in these catchments. This may happen and is commonly seen in ephemeral 143 

watersheds.     144 

 145 

Figure 1. location of study areas  146 

 147 

The observed time series of precipitation, temperature and streamflow data were collected from their respective 148 

country offices. The length and quality of available meteorological and hydrological record is good; 30+ years of 149 

recorded data from 1973 to 2018, from which the first 20 years recorded data was used for calibration and the 150 

remaining nine years recorded data for validation of three hydrological models. Daily potential evapotranspiration 151 

for each catchment was estimated by using a temperature-based technique (Hamon, 1963).  152 

 153 

 154 

 155 

 156 



 157 

 158 

Table 1. Statistical description of observed streamflow 159 

Code: Name 

Area 

[Km2]
2
 Log/Lat 

Q10 

[m3/s] 

Q50 

[m3/s] 

Q95 

[m3/s] 

CV 

[-] 

Time 

period 

C1P: Nysaklodska 1061.5 16.65/50.43 4.58 9.00 33.6 0.86 1973-2009 

C2P: Dunajec 681.1 20.03/49.48 4.30 10.00 37.3 0.88 1973-2009 

C1E: Hombole 7656.2 38.783/8.383 3.17 8.40 212.97 0.56 1988-2018 

C2E: Awash Bello 2566.1 38.416/8.85 0.01 0.26 14.24 0.29 1988-2018 

C1N: Viksvatn 508.1 5.886/61.333 6.79 34.00 118.97 1.19 1974-2009 

C2N: Fustvatn 525.7 13.308/65.905 4.73 24.02 101.81 1.04 1974-2009 

C1C: Gaoshiya 1252.1 111.05/39.0 0.01 0.34 4.93 0.73 1973-2012 

C2C: Hanjiamou 2452.1 109.15/38.0 1.32 2.63 4.00 0.13 1973-2012 

*Note: C1P represents catchment one from Poland, C2P catchment two from Poland, C1E catchment one from Ethiopia, C2E catchment one from Ethiopia, 160 

C1N catchment two from Norway, C2N catchment one from Norway, C1C catchment one from China, and C2C catchment one from China. 161 

3. Modeling and numerical methods 162 

The uncertainty propagation from input to extreme hydrological condition was conducted using three conceptual 163 

hydrological models (Xinanjiang (simplified as XAJ thereafter) (Zhao, 1992), HBV (Bergstrom, 1976) and GR8J 164 

((Perrin et al., 2003) )), five distribution models (LN, Pearson-III, GEV, Gamma and Exponential) and 50,000 165 

hydrological parameter sets using Monte-Carlos simulation (Figure 2). Realizations of 1,000 precipitation and 166 

temperature time series generation using statistical approach for input data uncertainty band estimation, sampling 167 

of 50,000 hydrological parameters sets via MCS-GLUE for hydrological parameter uncertainty band estimation 168 

(Beven and Binley, 1992), three conceptual hydrological models (XAJ, HBV and GR8J) for hydrological model 169 

structure impact understanding and to estimate the extreme frequency of peak and low flow by applying  five 170 

different frequency distribution models (Figure 5). 171 

 172 

 173 

 174 

 175 

 176 

 177 



 178 

 179 

 180 

 181 

 182 

 183 

 184 

 185 

 186 

 187 

 188 

 189 

 190 

 191 

 192 

Figure2. The research flow chart of this study  193 

3.1 Precipitation and temperature ensemble generation/modeling 194 

Precipitation and temperature variables are the main drivers of hydrological simulations. Climate variables play a 195 

key role in hydrological process and are highly varied with time and space. of which, temperature and 196 

precipitation are associated with the pattern of regional and local atmospheric circulations (Kidd and Huffman, 197 

2011; Wu et al., 2011; Mockler et al., 2016). In recent decades, various advanced statistical and stochastic 198 

approaches have been developed for climate predictions by incorporating the seasonal and annual fluctuations 199 

(Wu et al., 2011; Jones et al., 2013; Khazaei and Ahmadi, 2013; Breinl et al., 2017).  These studies were highly 200 

exposed uncertainty due to complex stochastic approach (Vesely et al., 2019) and number of parameters (Breinl et 201 

al., 2017; Okoli et al., 2019).  202 

In this study, input data, such as precipitation and temperature were used for forcing the three conceptual 203 

hydrological models. For the input uncertainty analysis, the ensemble realization of precipitation and temperature 204 

were generated using a statistical approach (equation (1) and equation (2)).  The statistical approach that 205 

introduced in this study for generation of ensemble precipitation and temperature is as follows:  206 

                                     𝑃𝑃𝐸𝑛,𝑗 = 𝑃𝑃𝑂𝑛 ∗ 𝐸𝑃𝐸𝑛,𝑗  ;     𝑤ℎ𝑒𝑟𝑒  𝐸𝑃𝐸𝑛,𝑗  ≈ 𝑁(0.01, 𝜎𝑝
2)                                (1) 207 

Observed climate data: Precipitation (P) and Temperature (T) 

T P 

50,000 Monte Carlo parameter sets 1000 Ensemble of Precipitation and 

Temperature using statistical approach 

Xinanjiang (XAJ)          HBV          GR8J 

150,000,000 flow simulations  

NSE and LogNSE likelihood objective criterion 

Relatively best simulation of extreme flow (PCI) 

Extreme flow frequency and uncertainty propagation model   

HBV           GR8J 



                                   𝑇𝑇𝐸𝑛,𝑗 = 𝑇𝑇𝑂𝑛 + 𝐸𝑇𝐸𝑛,𝑗  ;    𝑤ℎ𝑒𝑟𝑒   𝐸𝑇𝐸𝑛,𝑗  ≈ 𝑁(𝜇𝑡 , 𝜎𝑡
2)                                      (2) 208 

where n represents a simulation at specific time and j denotes the jth ensemble of realizations. PPEn,j and TTEn,j 209 

represent the number of ensemble of precipitation and temperature realization at time n, respectively. TTOn and 210 

PPOn symbolize the observed precipitation and temperature at time n, respectively.  The EPEn,j and ETEn,j 211 

represent the possible ensemble of errors variability range of generated precipitation and temperature at time n, 212 

respectively.  213 

Monte Carlo simulation with Gaussian distribution sampling was used to sample 1000 precipitation and 214 

temperature ensemble of realizations by multiplying (high variability nature) and adding (less variability) noise 215 

term EPEj,n and ETEj,n, to  observed precipitation and temperature recorded data, respectively (Ajami et al., 2007).  216 

The observed climate variables are perturbed at a given time by the error terms derived from the Gaussian 217 

distribution with constant mean and standard deviation,  𝑁(0.01, 𝜎𝑝
2)  and  𝑁(𝜇𝑡 , 𝜎𝑡

2)  for precipitation and 218 

temperature, respectively. 219 

3.2 Hydrological extreme modeling 220 

Three hydrological models were considered to investigate the impact of hydrological model structures on the 221 

hydrological extremes. The three hydrological models (XAJ, HBV and GR8J) used daily precipitation and daily 222 

temperature as input to simulate runoff at the outlet of the catchment.  223 

The Hydrologiska Byråns Vattenbalansavdelning (HBV) (Bergstrom, 1976) is widely applied in different hydro-224 

climate condition of the world (Meresa et al., 2017; Meresa and Gatachew, 2018; He et al., 2018b). HBV is 225 

mainly designed to simulate streamflow using precipitation, temperature and evapotranspiration (Bergstrom, 226 

1976). Catchment forest status and elevation of precipitation station (or centroid elevation) are also used. The 227 

HBV model structure used in this study has three storage reservoirs in snow routing, soil moisture, and sub-228 

surface routing to characterize river flow. The model has fourteen parameters set to control the input and output 229 

catchment process (Table 2).  Génie Rural à 8 paramètres Journalier (GR8J) (Perrin et al., 2003) is a daily lumped 230 

conceptual hydrological model with eight parameters and applied in many parts of the world (Meresa et al., 231 

2017;Meresa and Gatachew, 2018). GR8J was used with eight hydrological parameters (Table 2). GR8J model 232 

structure has two consecutive stores: one relates to runoff production and the other associates to routing store 233 

package. Daily precipitation and daily evapotranspiration are the main climate variables. The detailed information 234 

about the model is described in Perrin et al. (2003). The Xinanjiang (XAJ) hydrological model is also used to 235 

simulate streamflow in different hydro-climatic zones of the world (Zhao, 1992). It is a daily conceptual 236 

hydrological model and consists of three runoff generation packages. The conceptual structure is governed by 237 

fourteen hydrological parameters (Table 2). Like HBV and GR8J, the XAJ model requires daily precipitation and 238 

evapotranspiration to simulate streamflow at the outlet of the catchment.  239 

 240 

 241 



 242 

 243 

Table 2 A Range of hydrological parameters of XAJ, HBV and GR8J models. L stands for Lower value and U for 244 

upper part of the model parameters 245 

Model parameter description HBV L HBV U 

XAJ SM the free water capacity of the surface soil layer  5 100 

 

KG outflow coefficients of the free water storage to groundwater  0.5 0.65 

 

KSS_KG daily recession constant of groundwater storage  0.7 0.8 

 

KKG outflow coefficients of the free water storage to interflow  0.05 0.8 

 

KKSS recession constant of the lower interflow storage  0.05 0.8 

 

WUM water capacity in the upper soil layer  10 400 

 

WLM water capacity in the lower soil layer  10 400 

 

 WDM Water capacity in the deeper soil layer 10 400 

 

 IMP recession constant for channel routing  0.005 0.8 

 

 B exponent of the tension water capacity curve  0.05 0.6 

 

 C coefficient of deep evapotranspiration  0.05 0.3 

 

EX  exponent of the free water capacity curve  0.5 5 

 

XE  Flow proportion factor 0 0.5 

  KE  Slot storage coefficient 0.5 10 

HBV FC Maximum soil storage 0.1 250 

 

BETA Shape coefficient 0.01 5 

 

LP threshold for reduction of evaporation 0.1 2 

 

ALPHA Measure for non-linearity of flow in quick runoff 0.1 0.6 

 

KF Recession coefficient for runoff from quick runoff 0.005 0.6 

 

KS Recession coefficient for runoff from base flow 0.005 0.6 

 

PERC Percolation rate occurring when water is available 0.01 400 

 

CFLUX Rate of capillary rise 0.5 400 

 

TT Temperature threshold for snowfall -1 10 

 

TTI Temperature threshold interval length 0.5 15 

 

CFMAX Snowmelt rate 3 30 

 

FOCFMAX correction to give a threshold temperature 0.6 2.6 

 

CFR Refreezing 0.05 2.05 

  WHC Water holding capacity of snow 0.1 2.1 

GR8J TT Temperature threshold for snowfall -1 10 

 

TTI Temperature threshold interval length 0.5 7.99 

 

CFMAX Snowmelt rate 3 20 

 

CFR Refreezing 0.05 2.1 

 

X1 production store capacity [mm] 200 229.05 

 

X2 Inter-catchment exchange coefficient [mm/d] 0 1.6 

 

X3 routing store capacity [mm] 10 46.77 

  X4 unit hydrograph time constant [d] 0 1.98 

 246 

The upper and lower limits of the three hydrological models are listed in Table 2.  247 



 248 

 249 

3.3 hydrological model parameter selection and evaluation 250 

There are different ways of parameter sampling from the upper and lower boundary of hydrological parameters, 251 

which depends on the computing times and number of parameters in a specific hydrological model. Beven and 252 

Binley, (2014) stated that there is no fixed threshold in parameter sampling that varies from thousand to hundred 253 

thousand of parameters sets. In this study, 50,000 parameter sets were generated from each GR8J, HBV, XAJ 254 

hydrological model parameters range. High flow and low flows have different characteristics, and need two 255 

objective functions for calibration . Meresa and Romanowicz, (2017) stated that NSE likelihood function is good 256 

for high flow simulation due to the interest on peak flow and LogNSE for low flow. In this study, two objective 257 

functions were used to simulate both flow regimes (high and low flow regimes) and evaluated against observed 258 

streamflow. NSE, objective function is for high flow simulation and LogNSE for low flow simulation. Based on 259 

the performance of each model, 200 sets of simulations for each hydrological model and data input were selected 260 

as behavioral condition.  261 

            𝑁𝑆𝐸 = 1 −
∑ (𝑄𝑜,𝑡−𝑄𝑚,𝑡)2𝑗

𝑡=1

∑ (𝑄𝑂,𝑡−�̅�𝑜)2𝑗
𝑡=1

     and   𝐿𝑜𝑔𝑁𝑆𝐸 = 1 −
∑ (log (𝑄𝑜,𝑡)−log (𝑄𝑚,𝑡))2𝑗

𝑡=1

∑ (log (𝑄𝑂,𝑡)−log (𝑄𝑜,𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ))2𝑗
𝑡=1

                                         (3) 262 

where Qo,t and Qm,t are observed and simulated flow at time t, Qo is the mean observed flow and j is the length 263 

of the time series. For each hydrologic model, the best values of NSE and LogNSE are selected for hydrological 264 

model structure and parameter uncertainty analyses. 265 

3.4 Evaluation of ensemble simulations  266 

In this research work, the ensemble of simulations was evaluated using the proportion of extreme flow inside 95% 267 

confidence intervals (PCI) principle. Two hydrological extremes, peak and low flow were used and evaluated by 268 

the derived CI. This is very helpful to identify (fix threshold) the behavioral and non-behavioral simulations, and 269 

to select the best threshold value of NSE and LogNSE. According to Li et al. (2011) and Xu, (2014), PCI way of 270 

ensemble evaluation is more reliable and efficient in uncertainty analysis.  271 

                                               𝑃𝐶𝐼 = [1 − | (
𝑁𝑄𝑖,𝑝

𝑇
− 0.95) |] ∗

1

𝑇
∗ [(∑

𝐿𝑢,𝑡,𝑝−𝐿𝑙,𝑡,𝑝

𝑄𝑜,𝑡
)]                             (4) 272 

where LL,t,p and LU,t,p  are the lower and upper boundary values of the extreme flow at time t and portion p, T is the 273 

sum of time steps, Qo,t is the observed extreme flow at t time step,  NQin,p is the number of extreme flow 274 

observations which lie  within the extreme flow CI. The PCI is used in 95% CI evaluation, which ranges from 275 

zero to infinity values (Li et al., 2011). The shape of the 95% CI is governed by the value of PCI; if PCI is closer 276 

to 0.95 it means more of the observed time series extreme fall in the confidence interval band.  277 

Zero flows were commonly observed in the low flow analysis and handled by setting the low boundary of PCI is 278 

zero, whereas the upper part of the PCI is calculated using equation (4). 279 



 280 

 281 

3.5 Extreme Frequency Analysis (EFA) 282 

Extreme frequency analysis is very crucial to understand the probability of occurrence of floods and/or low flows 283 

various distributions have been to estimate these frequencies. For example the Log-Pearson III distribution model 284 

is very popular in the USA and  Australia for infrastructure design (Griffis and Stedinger, 2007), General Extreme 285 

Value and Pearson Type III are used in Europe (Madsen et al., 2013) and the Wakeby and Log-Normal 286 

distributions  have been frequently used in Asian countries (Chen et al., 2013). a single distribution model may 287 

not be able to capture the entire temporal and spatial variability of hydrological extremes. Therefore, in extreme 288 

frequency uncertainty analysis, five common distribution types (LN, Pearson-III, GEV) applied across the world 289 

in extreme frequency modeling. Those distributions were fitted to annual maximum flow and annual seven days 290 

minimum flow in order to understand hydrological flood and low flow in the selected eight catchments from 291 

Poland, Norway, Ethiopia, and China. In equations (5)-(9), the respective probability density function (PDF) of 292 

each distribution is presented. Exponential distribution is a simple model with one parameter; whereas, LN and 293 

Gamma has two parameters and GEV has three parameters. In this research, one-two-three parameter distributions 294 

were considered.  295 

Log-Normal                   𝑓(𝑥) =
exp (−

1

2
(

𝑙𝑛𝑥−𝜇

𝜎
)

2
)

𝑥𝜎√2𝜋
            σ, µ (σ>0)                                                          (5) 296 

Pearson-III                     𝑓(𝑥) =
(𝑥−𝛾)𝛼−1

𝛽𝛼Γ(𝛼)
exp (−

𝑥−𝛾

𝛽
 )       α, β, ϒ (α >0, β >0)                                      (6) 297 

GEV                                𝑓(𝑥) = {

1

𝜎
exp (−(1 + 𝑘𝑧)^−

1

𝑘)(1 + 𝑘𝑧)−1−
1

𝑘  𝑘 ≠ 0

1

𝜎
exp(−𝑧 − 𝑒𝑥𝑝(−𝑧))   𝑘 = 𝑜

         K, σ, µ (σ>0)       (7) 298 

 299 

3.6  Generalize Likelihood Uncertainty Estimation (GLUE)  300 

The Generalize Likelihood Uncertainty Estimation (Beven and Binley, 1992) approach is widely applied to 301 

quantify different sources of uncertainty in hydrological modeling (Mockler et al., 2016; Meresa and 302 

Romanowicz, 2017; Bae et al., 2018). GLUE is based on Monte Carlo (MC) simulations and the behavioral 303 

condition of the parameter sets is controlled by the chosen objective function. GLUE focuses on reasonable 304 

possible solution generation from a large set of likelihood of sets using a nominal threshold, which defines best 305 

behavioral condition (Beven and Binley, 2014).  306 

GLUE is a non-formal statistical approach that includes Monte Carlos simulations. The hydrological model runs 307 

using the entire space of hydrological parameter combinations and is evaluated by deploying goodness-of fit 308 

criterion (Beven, 2007). A likelihood function H(X) is used to separate the non-behavioral and behavioral 309 

simulations produced by different variables X, such as input data, hydrological model parameters, hydrological 310 



model structures, and extreme frequency models. Every ith of the variable X has its own one likelihood measure at 311 

time t. The ensemble of each variable Xi (i=1……..m) provide the multi-likelihood measure values H(Xi). The 312 

GLUE function is shown in Equation (8), where the standard deviation/ variance of residual σ2
e value is the error 313 

in the estimated results affected by the model parameters/input data/hydrological model type/extreme frequency 314 

distribution models. If the estimated value of σ2
e is near equal to the estimated maximum likelihood or equal to the 315 

standard deviation/variance of the observation data σ2
o, the likelihood measure H(X) is equal to zero, which 316 

indicates extremely high uncertainty.  317 

                                                        𝐻(𝑋) = 1 −
𝜎𝑂

2

𝜎𝑒
2                                                                (8) 318 

In this study, GLUE was used to estimate the propagation of uncertainty from the input to extreme frequencies. 319 

GLUE was extended to quantify the uncertainty associated with hydrological parameters, input data, hydrological 320 

models and extreme frequencies.  321 

The overall procedure and concept are presented in Figure 2. 322 

3.7 Total and each uncertainty component estimation and combination methods 323 

The cumulative uncertainty approach was applied to define the total uncertainty in extreme flood 324 

frequency modeling. Thus, first defines the aggregate uncertainty up to stage k=4 denoted by 325 

𝑈𝑐𝑢𝑚(𝑋1 … . . 𝑋𝑘). Intuitively, the uncertainty due to hydrological model selection, the choice of input 326 

quality and type, hydrological parameter sets or flood frequency models, up to stage k=4 can be 327 

characterized as the variation in the extreme hydrological design values due to these four factors,  and 328 

include a choice up to stage k, after stage are fixed. That is, the sum of uncertainty up to stage k=4 is 329 

defined as 330 

 331 

𝑈𝑐𝑢𝑚(𝑥1, … , 𝑥𝑘) =
1

𝜋𝑗=𝑘+1
𝑛𝑗 ∑ …𝑥𝑘+1𝜖𝑥𝑘+1

∑ 𝑈(𝑞𝑥 𝑘+1……𝑥𝑘)𝑥𝑘𝜖𝑥𝑘
                       (9) 332 

 333 

As it is proven in the result section, one of the most fascinating estates of this uncertainty approach is 334 

that it keeps summing as the factor steps progress and type of the extreme hydrological values. That is, 335 

for most acceptable uncertainty measures of U, which 𝑈𝑐𝑢𝑚(𝑥1, … 𝑥𝑗) ≤ 𝑈𝑐𝑢𝑚(𝑥1. , … 𝑥𝑘) for all j < 336 

k=4. More explicitly, as more k stages increase, more uncertainty is appeared the extreme hydrological 337 

design variable.  338 

 339 

Since the aggregated uncertainty has an ascending character, each uncertainty defines at each successive 340 

stage and expressed as the difference between successive sum of uncertainties of each factor. That is, the 341 

uncertainty of stage k=4, denoted by 𝑈𝑐𝑢𝑚(𝑋𝑘), can be described as 342 

 343 

𝑈𝑐𝑢𝑚(𝑋𝑘) = 𝑈𝑐𝑢𝑚(𝑋1, … , 𝑋𝑘) − 𝑈𝑐𝑢𝑚(𝑋1, … . , 𝑋𝑘−1)              (10) 344 

 345 



Note that each uncertainty at stage k=4 is a magnitude of contribution to the total uncertainty. Also, the 346 

sum of uncertainties of individual sources is always equal to the cumulated uncertainty 347 

𝑈𝑐𝑢𝑚(𝑋1, … , 𝑋𝑘). 348 

 349 

 350 

 351 

3.8 Uncertainty decomposition  352 

Four sources of uncertainty in extreme frequency analysis driving from input data, hydrological model structure, 353 

hydrological parameters and extreme frequency distribution models were estimated by means of variances 354 

decomposition approach (ANOVA). ANOVA can decompose the aggregated source of uncertainty into individual 355 

terms and their interactions (Meresa and Romanowicz, 2017). In this study, n-way ANOVA was used to 356 

distinguish the main variable effects and their interaction effect on the aggregated extreme frequency indices.  357 

𝑆𝑆𝑇 = 𝑆𝑆𝐼𝐷 + 𝑆𝑆𝐻𝑀 + 𝑆𝑆𝐻𝑃 + 𝑆𝑆𝐸𝐹 + 𝑆𝑆𝐼𝐷𝐻𝑀 + 𝑆𝑆𝐼𝐷𝐻𝑃 + 𝑆𝑆𝐼𝐷𝐸𝐹 + 𝑆𝑆𝐻𝑀𝐻𝑃 + 𝑆𝑆𝐻𝑀𝐸𝐹 + 𝑆𝑆𝐻𝑃𝐸𝐹   (11) 358 

where SST is the square sum of the total error, SSID is the sum of standard error of input data, SSHM stands for 359 

sum standard error of hydrological models, SSHP is the sum of standard of hydrological parameters, SSEF sum 360 

standard error of extreme frequency, SSIDHM is the sum of standard errors of combined effect of input data and 361 

hydrological models, SSIDEF is the sum of standard error of combined effect of input data and extreme 362 

frequency, SSHMHP is the sum of standard error of combined effect of hydrological models and hydrological 363 

parameters. 364 

4. Results   365 

4.1 Ensemble of input precipitation and temperature evaluation    366 

Figure 3A, B evaluates the ensembles of input precipitation and temperature time series data with 95% confidence 367 

interval, respectively. The correlation of best 100 time series of daily precipitation  (Figure 3A) and daily air 368 

temperature (Figure 3 B) was selected for further use in forcing of hydrological models and assess the input 369 

uncertainty.  The generated ensemble of precipitation and temperature has shown very high correlation and the 370 

observed values are falls in the 95% of confidence interval. In fact, 95% confidence interval (CI) of the 100 371 

groups of generated precipitation is much more highly correlated to observed data than the total ensembles. This 372 

indicates that the proposed statistical climate generator approach performs well in generating ensemble of 373 

precipitation and temperature, as well as, in capturing the annual dynamics and variability of the climate 374 

variables. From the 1000 generated precipitation and temperature time series values, 100 of them were selected 375 

using correlation and variability of their extreme values. Interestingly, spread of the correlation values of 376 

Gaoshiyo, Hinjiuma and Fustvatn catchments are significantly wider and it may have a clear impact on the 377 

uncertainty band of extreme flow (Figure 3A). Meanwhile, the spread of temperature values is not significantly 378 



changed within the sample (Figure 3B). This implies that precipitation has relatively higher variability in terms of 379 

magnitude and intensity, while temperature is not significantly varied in the given period. 380 

 381 

Figure 3A. Scatter representation of 1000 generated precipitation time series correlation value with maximum and 382 

average observed precipitation for eight sub-catchments. Each red or blue dote represents individual maximum 383 

and average precipitation simulation, respectively. The time period of each sub-catchment is presented in Table 1.    384 

385 
Figure 3B. Scatter representation of 1000 generated temperature time series correlation value with maximum and 386 



average observed temperature for eight sub-catchments. Each red or blue dot represents individual maximum and 387 

average temperature simulation, respectively.   The time period of each sub-catchment is presented in Table 1.    388 

4.2 Hydrological simulations     389 

In order to ultimately capture the extreme streamflow predictions, two objective functions were used., The NSE 390 

for extreme high streamflow prediction and LogNSE is for extreme low flow were used to separate the most 391 

behavioral parameter sets from the lower one. Figure 4 presents the results of best 100 hydrological parameter 392 

sets and their respective weights using XAJ, HBV and GR8J hydrological models. The LogNSE and NSE results 393 

are not one to one related sets and had not significant correlation. This confirms that each hydrological regime 394 

governed by different hydrological parameter values. The simulated extreme hydrological flow using these NSE 395 

and LogNSE values were used further for hydrological parameter uncertainty investigation. The result of median 396 

of each objective function for each hydrological model was quite good and promising for uncertainty estimation. 397 

For example, the NSE value of Fustvaten, Dunajec, Hombole and Gaoshiyo is 0.8, 0.7, 0.67, and 0.6, respectively 398 

(Figure 3). The simulated extreme flow was weighted by NSE and LogNSE and produce quite high values for 399 

these 100 behaviour sets using XAJ, HBV and GR8J models (Figure 7). The average NSE of the three 400 

hydrological models is almost uniform across the catchments and produces above the minimum NSE threshold 401 

value. XAJ is relatively perform good in Hamoble and Awahsbello, whereas, GR8J model was explained the 402 

observed flow of Dunajec and Nysaklodska very well. This is likely due to model structure differences and 403 

number of parameters, such as the number of water storage reservoirs and flow generation mechanisms.   404 

Overall, Figure 4 shows the results of three hydrological model performance with the application of MC sampling 405 

with GLUE and a bounded NSE and LogNSE objective functions for each catchment. The bounded likelihood 406 

function has more advantages to compare the results of hydrological models (Mathevet et al., 2006). Unlike, the 407 

NSE (one side bounded objective function), has fixed upper and lower boundaries ([-1 1]). The three hydrological 408 

models performed quite well to simulate river flow. However, the extreme flow simulation is very difficult, and 409 

the three hydrological models had a very wide range of NSE values. The mean NSE and LogNSE value of each 410 

catchment shows a reasonably acceptable value and feasible to understand the uncertainty in the catchments, 411 

keeping the varying results between the catchments. The uniform distribution sampling from the hydrological 412 

parameter ranges (Table 2) has its own impact on the simulated hydrological extremes.  413 



 414 

Figure 3. Bounded NSE for peak flow (left column) and LOGNSE for low flow evaluation (right column) results 415 

for eight catchments from best/behavioral simulations of GR8J (blue), HBV (red) and XAJ (green) models. The 416 

hydrological parameters of XAJ, HBV and GR8J models are one of the critical sources of uncertainty to river 417 

extreme flow simulations and evaluated using seasonal high and low flow indices. 95% CI of simulated extreme 418 

flow using three hydrological models are estimated to examine the extent to which hydrological parameter 419 

uncertainty caused on model simulation. The uncertainty associated with the hydrological parameters in the 420 

simulation of the extreme river flow data was estimated by applying the GLUE approach described in section 3.6, 421 

which was evaluated using seasonal extreme indices derived from daily river flow time series, and presented in 422 

Figure 5A (high flow) and Figure 5B (low flow). Figure 5A, B indicates temporal evolvement of hydrological 423 

parameter uncertainty and its band on simulation of extreme peak flow using XAJ (red band), GR8J (blue) and 424 

HBV (green). 425 

Generally, from Figure 5 A, B, it is clearly seen that the three hydrological parameters sets were lacking to 426 

capture the extreme values characteristics and the very extreme low values. Particularly, Hunjium catchment has 427 

very high events and these models were lacking to simulate these peaks (Figure 5A). Similarly, Gaoshiyo and 428 

Awash Bello catchments are Ephemeral River and with prolonged dry season, the simulation of the low flow was 429 

not 100% in the 95% CI. Overall, the structure of the hydrological models may provide important information in 430 

estimation of uncertainty. This indicates that simulations of low flow in ephemeral catchments are very difficult 431 

due to their prolonged dry conditions. For the estimation of peak flows, the uncertainty comes from the observed 432 

time series characteristics (the number of events). For example, if the catchment has few extremes, the model 433 

gives smaller band, but few extremes fall outside the 95% CI band. A single model is not able to consider all the 434 



processes in a watershed. Therefore, there is no perfect and universally applicable hydrological model and 435 

estimation of the uncertainty is important to build confidence in extreme flow prediction.  436 

 437 

 438 

Figure 5A. Hydrological parameter uncertainty and its band on simulation of extreme monthly high flow using 439 

XAJ (green band), HBV (reddish) and GR8J (blue). Each color stands for the 95% confidence interval of 100 440 

simulations from 100 best hydrological parameters. The red dot represents observed extreme maximum flow of 441 

respective stations. 442 

 443 

 444 



 445 

Figure 5B. Hydrological parameter uncertainty and its band on simulation of extreme monthly low flow using 446 

XAJ (green band), HBV (reddish) and GR8J (blue). Each color stands for the 95% confidence interval of 100 447 

simulations from 100 best hydrological parameters. The red dot represents observed extreme minimum flow of 448 

respective stations.  449 

 450 

4.3 Evaluation of temporal evolvement of hydrological model structure uncertainty     451 

Figure 6A, B reveals simulated and observed peak flow and low flow of eight stations using three hydrological 452 

models for the given period. This shows the ensemble variability over time and has central line for mean of 453 

ensemble simulations from three hydrological model, fixed upper line of the ensample 95% and lower 5%, and 454 

shows the variability of the simulation compare to observed (blue broken lines) and temporal mean (Blue solid 455 

lines). Most of the extreme high flow are consistent and within the 95% (red line). This is affected by the temporal 456 

variation. Each box contains a result of GR8J, XAJ, HBV simulations, and the observed time series is presented 457 

with blue dotted line.  The mean of the three hydrological models together is more comparable with the observed 458 

annual peak flow (Figure 6A) and low flow (Figure 6B) than the individual hydrological model simulation with 459 

observed flow time series.  However, hydrological model uncertainty becomes much higher than the individual 460 

one. the models are failing to simulate two very big events in the Hinjiuma catchment and one large peak in the 461 



Goashiyo catchment. In the Awash Bello catchment, the models are not able to produce observations due to the 462 

external forces like physiographic and ground water (Figure 6A). The remaining stations are almost reasonably fit 463 

with the median of these model simulations. In the low flow, the median of the simulation fit with the observed 464 

low flow except in the Goashiyo catchment. Except the Viksvatn and Nysaklodska catchments, the observed 465 

minimum flow is under the 95% fixed confidence interval (Figure 6B). the values are almost lies in the fixed 466 

mean value and reasonably comparable with observed low flow.   467 

           468 

   469 

  470 

Figure 6A. Time evolution in hydrological model structure uncertainty. The upper and lower red lines represent 471 

the 95% confidence interval, blue solid indicates the ensemble median and broken blue line is the observed of 472 

extreme high flow simulation using three hydrological models (XAJ, HBV and GR8J), and green is the center of 473 

the 95 % confidence interval.   474 

 475 



  476 

    477 

  478 

Figure 6B. Time evolution in hydrological model structure uncertainty. The upper and lower red lines represent 479 

the 95% confidence interval, blue solid indicates the ensemble median and broken blue line is the observed of 480 

extreme low flow simulation using three hydrological models (XAJ, HBV and GR8J), and green is the center of 481 

the 95 % confidence interval.   482 

 483 

4.4 Evaluation of uncertainty propagation     484 

The uncertainty that aggregated from the input data, hydrological model structure, hydrological parameters, and 485 

extreme frequency distribution models becomes larger and has significant implication in water resource and flood 486 

risk management. The total uncertainty increases as the number of sources of uncertainty increases in peak flow 487 

and low flow frequency estimation (Figure 7A, B). The potential impact of each source of uncertainty is estimated 488 

by comparing the 95% CI band in the extreme peak and low flow frequencies (Figure 7. A, B).  Figure 6A, B, 489 

displays the total frequency curves of peak and low flow based on the given period. Each source of uncertainty 490 



presented by each color shade (the colors are additive): green represent extreme frequency models, orange color 491 

for input data, blue for hydrological models and pink color for hydrological parameters. Their corresponding 492 

median values are presented in solid lines of respective uncertainty bands color: red line, yellow line, blue line, 493 

and green line. 494 

The additive way of total uncertainty presentation in Figure 7A, B does not illustrate both the main variables and 495 

their interaction uncertainty at the same time. It shows only the impact of the sources of uncertainty. The 496 

aggregated uncertainty source accounted significant differences in estimation of peak flow and low flow 497 

quantiles. In peak flow quantiles estimation at different return period, the input data uncertainty band is higher 498 

than other sources of uncertainty. hydrological parameters have a larger impact on estimation of low flow 499 

frequency values. This implies that high quality input data is important to reduce uncertainty in water resource 500 

management (Figure 7A); and parameters and good structure of hydrological model play major role in the 501 

reliability and accuracy of environmental flow simulation (Figure 7B). This has a significant contribution for 502 

decision makers and water resource managers.  Based on median of each sources of uncertainty deviation from 503 

total medium value, the extreme peak flow frequency mainly influenced by the uncertainty that come from the 504 

quality of the input data with 40% contribution to the total uncertainty, frequency distribution models contributed 505 

30% to the total uncertainty, hydrological parameter sets contributed 20% and model structure 10% to the total 506 

uncertainty(Figure 7A), in the modeling of low flow frequency, the contributors to the total uncertainty are ranked 507 

as parameter uncertainty (35%), hydrological model structure (28%), quality of input data (25%) and frequency 508 

distribution models (12%) (Figure 7B).  509 



 510 

Figure 7A. Aggregated/total uncertainty of peak flow quantiles for eight catchments based on 30 years simulated 511 

data. These uncertainties are related to four main variables: input data (blue color), hydrological parameters (pink 512 

color), hydrological models (orange color) and extreme frequency distribution models (green color). The solid 513 

lines are median of the respective uncertainty bands: blue line, pink line, red line, and green line. 514 



 515 

Figure 7B. Aggregated/total uncertainty of low flow quantiles for eight catchments based on 30 years simulated 516 

data. These uncertainties are related to four main variables: input data (orange color), hydrological parameters 517 

(green color), hydrological models (blue color) and extreme frequency distribution models (pink color). The solid 518 

lines are median of the respective uncertainty bands: red line, green line, blue line, and pink line. 519 

4.5 Uncertainty decomposition using their variances      520 

Variance based uncertainty decomposition is helpful to understand the interaction of the main sources of 521 

uncertainty. Figure 8A, B, shows the results of the variance decomposition and provides the percentile 522 

contribution of each variable and its interactions. For peak and low flow quantiles, four main variables and their 523 

interactions were identified using ANOVA. The low flow quantile at 10-year return period (QT10) and the peak 524 

flow quantile at 90-year return period (QT90) were considered for ANOVA analysis (Figure 8A, B). These values 525 



were derived from four main groups flow simulations and weighted by logNSE and NSE likelihood, respectively. 526 

The variance based sensitively analysis results presented in Figure 8A, B confirm our earlier results on the major 527 

influences of the input data spread on the magnitude of high flow quantile (QT90) and supreme influence of 528 

hydrological parameters on the magnitude of low flow quantile (QT10). Even though, Figure 7A, B and Figure 529 

8A, B show that the main variables have a huge impact on the estimation of low flow frequency and peak flow 530 

frequency at different return period, but at the same time, the interaction of these variables also played significant 531 

role to the total uncertainty band.  In particular, the interaction of input data band and extreme frequency models 532 

band have significant influence on peak flow quantile values. Similarly, the interaction of hydrological models 533 

and hydrological model parameters have big role on low flow quantile estimation. The ANOVA analysis result 534 

also confirms that inter-dependency of these four sources of uncertainty is high and should be considered in water 535 

resource modeling and in flood risk management. 536 

537 

 538 

Figure 8A. the shares of uncertainty related to HM-hydrological models, HP-hydrological parameters, ID-input 539 

data, EF-extreme frequency and their interaction terms (HMHP-hydrological models and hydrological parameters, 540 

HMID- hydrological models and input data, HMEF- hydrological models and extreme frequency, IDEF-input 541 

data and extreme frequency) for the selected eight catchments  at QT90 (extreme peak flow quantile at 90 years 542 

return period). 543 

 544 

 545 



 546 

 547 

Figure 8B. the shares of uncertainty related to HM-hydrological models, HP-hydrological parameters, ID-input 548 

data, EF-extreme frequency and their interaction terms (HMHP-hydrological models and hydrological parameters, 549 

HMID- hydrological models and input data, HMEF- hydrological models and extreme frequency, IDEF-input 550 

data and extreme frequency) for the selected eight catchments  at QT10 (extreme low flow quantile at 10-year 551 

return period).  552 

 553 

5. Discussion 554 

This study demonstrates the importance of uncertainty propagation quantification and understanding for extreme 555 

river flow simulations and its frequency at different return periods. The associated uncertainty in extreme 556 

frequently modeling is varied and depends on the catchment characteristics, adequacy and quality of forcing data, 557 

flow regime, choice of model and parameterization approach.  558 

This framework is new and highly proposed to quantify the uncertainty propagation from input to frequency of 559 

floods and hydrological droughts. A Gaussian distribution model with a specific mean and standard deviation was 560 

used to generate realizations of precipitation time series data. This error term was multiplied with the observed 561 

precipitation time series data to get the possible realization of precipitation values. Temperature data were 562 

generated using mean and standard deviation of observed temperature data by adding or error term to observed 563 

temperature time series. Both generated realizations of precipitation and temperature time series were used as 564 

input to three hydrological models to estimate the role of input data time series uncertainty on extreme flows. 565 

         Different types of sources of uncertainty associated to extreme flow frequency were identified in order to 566 

compare and characterize their impact on the quantity of extreme flow. In this framework, ensembles of 567 

precipitation and temperature data, three hydrological models, ensembles of hydrological parameter sets and five 568 

extreme frequency models were applied in order to understand the uncertainty propagation from each component. 569 



Eight study areas were selected from four countries with different flow regime, catchment characteristics and 570 

hydro-climate conditions to evaluate the uncertainty propagation framework under different pre-conditions.  The 571 

sources of uncertainty were evaluated using extreme low flow frequency and extreme high flow frequency at 572 

different return periods; these two main variables were defined as main hydrological indicators.   573 

5.1 Uncertainty propagation and robustness of the approach    574 

Associated sources of uncertainty in flood and low flow frequency magnitude are quantified. The input 575 

uncertainty was established using the generated realization of precipitation and temperature to address the 576 

reliability of hydrological simulations. This is a simple and feasible approach in improving hydrological 577 

simulations. Ajami et al. (2007) also used similar way of input uncertainty estimation, but the concept of the 578 

model was only applied for precipitation variable under unknown mean and variance, which may lead to bias in 579 

sampling and unrealistic ensembles. the accuracy of generated ensembles was demonstrated by capturing the 580 

observed maximum precipitation and temperature time series (Figure 3A, B). The generated realization of climate 581 

data was better in Viksvatn and Awashbello than the others. This is related to their less maximum precipitation 582 

events and dry spell length. If the spread of generated precipitation and temperature realization is wide, it will be 583 

transferred to the extreme flow, resulting in the wide range in peak or low flow extremes.  584 

The results of input data uncertainty were evaluated using three hydrological models for eight catchments (Figure 585 

4) and 100 best input data. The uncertainty range due to input data is presented within the box plot for each 586 

catchment. In high flow, the three hydrological models show relatively similar band of 75% and 25% of both plot 587 

range. In the low flow simulations, the HBV model has a wider band than the other two hydrological models 588 

(Figure 4). This indicates that simulations of low flow of ephemeral catchments are very difficult due to their 589 

prolonged dry conditions. In estimation of peak flows, the main difficulty comes from the observed time series 590 

characteristics (the number of peak or low events). For example, if the catchment has few extremes, the model 591 

gives a smaller band, but few extremes fall outside of the band. Tian et al. (2013) compared XAJ, HBV and GR4J 592 

hydrological models for climate change impact study in China and found similar results as presented in this study. 593 

Meresa and Gatachew, (2018) also compared three hydrological models (GR4J, HBV and HMETS) for climate 594 

change impact assessment in Ethiopia and found significant differences. 595 

The hydrological parameter uncertainty was estimated using GLUE, which is straight forward and frequently used 596 

in parameter uncertainty estimation in hydrology. In addition to the input data and hydrological model 597 

uncertainty, hydrological parameter sets have very significant contributions to the extreme flow frequency. 598 

Similarly, Yen et al. (2018); Meresa and Romanowicz, (2017); Bae et al. (2018) also found that the contribution 599 

of parameter uncertainty is significant as presented in this study. However, the role of hydrological parameter sets 600 

is not the same for all flow regimes. The peak flow is less influenced by parameters than the low flow. This is 601 

because of the model parameters that governs the slow and fast flow components of the hydrological water 602 

balance. The peak flow component is highly influenced by the snow and soil surface layer related parameters, 603 

while low flow magnitude is controlled by the snow, surface and sub-surface soil related parameters (Figure 5A, 604 



B). Overall, the three hydrological models showed consistent results and near to the observed peak flow. low flow 605 

simulations band value is not fitted to observed low flow values. This is most likely due to the influence of 606 

physiographic features in the hydrological cycle components (Zhang et al., 2016). 607 

In water resource and flood risk management practical exercise, it is mandatory to estimate the peak or low flow 608 

frequency using a statistical distribution. However, estimates depend on the extreme distribution model (Sun et 609 

al., 2017). Hydrological and statistical approaches were combined to estimate the frequency of extreme low and 610 

peak flow at eight catchments. The result confirms that the frequency distribution uncertainty range (from five 611 

distribution types) also significant contributes to the flood design magnitude. Okoli, (2019) found a similar result. 612 

These sources of uncertainty play a major role in water resource management and planning, food security, flood 613 

risk reduction, poverty reduction and bio-diversity conservation. 614 

 In this study, one-line chain from the input to the frequency magnitude of extreme flow at different return period 615 

and total variance-based approach uncertainty decomposition was deployed (Figure 7A, B and 8A, B, 616 

respectively). The results of variance-based analysis showed that input uncertainty has a larger contribution to the 617 

peak flow frequency magnitude at different return periods. However, using variance-based decomposition 618 

(ANOVA), the second large contributor is the interaction term of input data and extreme frequency model. 619 

Whereas, using one-line chain, the second large contributor is extreme frequency model. This is due to lack of 620 

consideration of the interaction effect in the one line chain uncertainty decomposition approach; at the same time, 621 

it is also visible that the ANOVA has an advantage by considering the interaction effect. Similarly, Meresa and 622 

Romanowicz, (2017),and Sun et al. (2017)  also found the same result.  Therefore, these results are associated 623 

with the case study areas considered here; however, the framework can be applied elsewhere to evaluate and 624 

examine uncertainty for extreme peak and low flow frequency estimation at different return periods.  625 

The proposed comprehensive uncertainty propagation estimation approach is very important for decision makers 626 

and water resource managers. Especially, these results are very mandatory in flood risk modeling and extreme 627 

hazard estimation. Therefore, it would be an essential study, if researchers focus further on how these findings 628 

will propagate to risk and drought probability maps. This will be done by integrating these results with 629 

hydrodynamic model to investigate the uncertainty in flood risk and drought probability maps at different return 630 

periods.  631 

5.2 Limitations of this framework   632 

In this study, the nonstationary characteristics of the hydroclimate time series and models have not been 633 

considered. Therefore, care is needed to extrapolate the results of uncertainty propagation quantification to future 634 

or a different time period. If nonstationary analysis of hydrological parameter and frequency models considered, 635 

there are even larger individual uncertainty of both low and peak extremes than those presented.  636 

In the last few decades, land use and climate change has been significantly changed, which may affect the 637 

characteristics of flow regimes, including excess flow and infiltration. Therefore, it is suggested, if further 638 

physical based hydrological model is considered to capture the range of flow dynamics.  639 



6. Conclusions 640 

This study demonstrates the importance of uncertainty propagation quantification in extreme river flow simulation 641 

and frequency at different return periods. The associated uncertainty in extreme frequently modeling depends on 642 

the catchment characteristics, adequacy and quality of forcing data, flow regime, choice of model and 643 

parameterization approach. Further, this newly developed framework is a good and comprehensive lesson that one 644 

can learn in extreme risk management and water resource management in most intermediate complexity 645 

catchments. Similarly, it helps to fix the problem of uncertainty estimation and consideration in practical exercises 646 

and natural resource management. The influence of uncertainty on the simulated flow is not uniform across all the 647 

selected catchments. Unsurprisingly, the uncertainty in modeling of extreme high flow frequency mainly comes 648 

from the quality of the input data, while in the modeling of low flow frequency, the main contributor to the total 649 

uncertainty is model parameter sets uncertainty. This result is also confirmed using ANOVA that adds additional 650 

information about the interaction of the main factors. The total uncertainty of QT90 quantile shows that the 651 

interaction of input data and extreme frequency models has significant influence on the total uncertainty. In the 652 

QT10 estimation, the hydrological models and hydrological parameters have a significant impact on the total 653 

uncertainty.  In general, input data and its interaction with extreme distribution models are the main factors in 654 

modeling of extreme peak flow frequency for water resource management and flood risk management. 655 

Hydrological parameters and hydrological model structures are the most influential factors in low flow frequency 656 

estimation for environmental flow modeling and reservoir regulation. This implies that four of the main factors 657 

and their interaction may cause significant risk in water resource management and flood and drought risk 658 

management. Neglecting these four factors and their interactions may lead to underestimation of risk.   659 

The methodology framework enhanced in the procedure for estimation of uncertainty and identification by giving 660 

a compressive overview and treat of possible sources of uncertainty in extreme (flood and drought) frequency 661 

magnitude. The results confirm that the framework is sufficient for flood risk managers and modelers, water 662 

resource managers, drought disaster risk managers, decision makers and ecologists; and it gives an outstanding 663 

overview and alarm what people should consider and follow.  664 
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