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Abstract

Interaction between surface gravity waves and sea-ice in the marginal ice zone is complex, and most of the prior research focus

has been in deeper oceans. Here, the regional wave model Simulating WAves Nearshore (SWAN) is configured to simulate

reduced wind-generation and wave dissipation in the presence of sea-ice. The wind-generation process is modified by scaling the

generation terms with the open-water fraction, while wave dissipation in the presence of sea-ice is simulated as an exponential

energy decay as function of ice concentration, wave frequency and empirical coefficients determined from prior experiments.

Modified SWAN is used to simulate interaction between regional sea-ice and a swell event in the Barents Sea. The simulation

accounting for wave-ice interaction reasonably agrees with field measured significant wave height and the energy spectral density.

Additional simulations are conducted for the shallow seas of Gulf of Bothnia, located in the northernmost reach of the Baltic

sea. Modeled wave dynamics in this region agrees well with satellite altimetry based measurements. This model setup is further

investigated to understand fetch scaling in the marginal ice zone, and non-dimensional energy scales well with a non-dimensional

fetch determined from a cumulative fetch dependent on ice concentration. Additional implications for Stokes drift and Stokes

drift shear are also discussed for the Bothnian bay. Finally recommendations for including dissipation due to ice thickness, and

plans for future model coupling are considered.
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Highlights

Wave-Ice Interaction for Regional Applications: SWAN Developments and Val-
idations

Nirnimesh Kumar, W. Erick Rogers, Jim Thomson, Clarence Collins

• SWAN wave model, extended to account for e↵ects of sea ice, is applied for the first
time

• Modeled spectral energy density and significant wave height reasonably agree in the
Barents Sea and the Gulf of Bothnia

• Cumulative fetch laws are validated using modeled wave energy in marginal ice zone
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Abstract

Interaction between surface gravity waves and sea-ice in the marginal ice zone is complex.
Most of the prior research focus in this subject has been in deeper oceans. Here, the regional
wave model Simulating WAves Nearshore (SWAN) is configured to simulate wave dissipation
and reduced wind-generation in the presence of sea-ice. Wind-generation is modified by
scaling the generation terms with the open-water fraction, while wave dissipation due to
sea-ice is simulated as an exponential energy decay as function of ice concentration and
wave frequency. This sea-ice induced dissipation is preferentially at higher frequencies with
implications for reduction in sea-surface roughness and Stokes drift shear. Modified SWAN
is validated for interaction between regional sea-ice and a storm event in the Barents Sea,
and in the Gulf of Bothnia. In the Barents sea, SWAN simulation with wave-ice interaction
reasonably agrees with measured wave parameters. In the shallow seas of Gulf of Bothnia,
modeled wave dynamics agrees well with satellite altimetry based significant wave height.
This model setup is used to understand fetch scaling in the marginal ice zone. The non-
dimensional energy scales well with a non-dimensional fetch determined from a cumulative
fetch dependent on ice concentration. Implications for Stokes drift in the marginal ice zone
are also discussed for the Bothnian Bay. Finally, recommendations for parameterization of
dependency of wave dissipation to ice thickness are discussed.

Keywords: Wave-ice Interaction, Fetch Scaling, Stokes drift, Barents Sea, Gulf of Bothnia

1. Introduction

Surface gravity waves are one of the most common features at the air-water interface,
with implications for exchange of heat, gases, momentum and energy (e.g., Steele et al.,
1989; Agrawal et al., 1992; Melville, 1996). Wave-induced mass flux (i.e., Stokes drift, uSt)
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modifies the Lagrangian transport and interacts with the mean velocity shear to generate
Langmuir circulation cells and upper-ocean mixing through Langmuir turbulence (Tejada-
Martinez and Grosch, 2007; D’Asaro, 2014). In coastal waters, surface gravity waves mod-
ify coastal ocean circulation and vertical mixing. Wave-breaking driven cross-shore and
alongshore circulation, rip currents and eddies (Dalrymple et al., 2011) transport tracers
(e.g., pollutants, larvae) to deeper waters.

At higher latitudes and in the polar ocean, presence of sea-ice in the ocean modifies
propagation and transformation of surface waves in the marginal ice zone (hereinafter MIZ),
a region between the open ocean and pack ice. Interaction between sea-ice and surface
waves (hereinafter, wave-ice interaction) in the MIZ has been observed through field mea-
surement campaigns (e.g., Wadhams et al., 1986; Doble and Bidlot, 2013; Kohout et al.,
2014; Thomson and Rogers, 2014; Gemmrich et al., 2018; Thomson et al., 2018), however,
this interaction is still an active area of research with primary focus in the deeper ocean.
Presence of sea-ice in the coastal ocean, or MIZs in the coastal shelf may change the sur-
face waves properties reaching the coastal waters, and therefore modify the aforementioned
wave-driven processes.

Multiple theoretical models represent the interaction between surface waves and sea-ice
of di↵erent ice types (e.g., Squire et al., 1995; Squire, 2007, 2020). For sparsely spread
ice floes, wave-ice interaction is modeled through exponential wave-attenuation determined
as a function of water depth, floe diameter and thickness (e.g., Wadhams et al., 1988;
Kohout and Meylan, 2008). For compact and potentially colliding ice floes, mathematical
models treat ice floes as a single viscous fluid layer with specific rheology (e.g., Weber, 1987;
Keller, 1998). Such models require eddy viscosity and density for the ice-water layer, and
are applied to study grease ice (Newyear and Martin, 1999). Complex two-layer viscoelastic
theoretical models provide a unified rheology for ice layer treated as a viscous fluid layer
by considering the elasticity quantified through the shear modulus (Wang and Shen, 2010).
For highly compact ice (e.g., shorefast ice), multiple studies attribute wave dissipation due
to turbulence in the boundary layer beneath the ice layer (e.g., Liu and Mollo-Christensen,
1988; Liu et al., 1991, 1994; Ardhuin et al., 2018).

Application of the aforementioned wave-ice interaction theories is potentially challenging
for operational wave modeling in the MIZ, as some of the assumptions in theoretical model
derivations may not always be valid in field. Also, some of the input variables required
might not be readily available, or might be of poor fidelity (e.g., ice type). Historically,
an empirical grid obstruction approach based on ice concentration has existed in the op-
erational operational wave model WAVEWATCH III (WW3, Tolman, 2003; Tolman and
The WAVEWATCH III R� Development Group, 2014), which is often referred to as the IC0
method. The third generation model WAM also uses the grid obstruction method (Tolman,
2003) for ice concentration up to 70%, and has been applied to study wave-ice interaction
in the Baltic Sea (Tuomi et al., 2019). Recently, substantial progress has been made in
the adaptation of WW3 to include wave-ice interactions (Rogers and Orzech, 2013; Rogers
et al., 2016). WW3 updated for surface wave-ice interaction provides multiple approaches
for sea-ice induced wave-dissipation, which include,

1. Exponential wave energy decay as a function of ice coverage (IC1)
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2. Wave-dissipation due to turbulence at ice-water interface (IC2, Liu et al., 1991; Rogers
and Orzech, 2013; Stopa et al., 2016)

3. Wave-dissipation through interaction with an ice continuum model which treats ice as
a viscoelastic layer (IC3, Wang and Shen, 2010)

4. Exponential wave energy decay as a function of ice concentration and wave frequency,
as established from empirical fits to field measurements (IC4, Meylan et al., 2014;
Collins and Rogers, 2017; Rogers et al., 2018).

5. Ice-induced wave decay based on introducing viscosity into the thin elastic plate model
of Fox and Squire (1994) (IC5, Mosig et al., 2015)

The modified WW3 is validated against wave measurements in the Beaufort and Chukchi
Seas (e.g., Thomson and Rogers, 2014; Thomson et al., 2016; Rogers et al., 2016; Collins
and Rogers, 2017; Gemmrich et al., 2018). Furthermore, these recent approaches (e.g., IC4)
have been more successful in simulating wave dynamics in the marginal ice zone as compared
to the historical grid obstruction approach, IC0 (Fig. 11 Thomson et al., 2018). The progress
in WW3 is primarily intended for deep water applications and global domains. In addition
to dissipation through interaction with ice, wave scattering occurs as well. Recent studies
have simulated wave scattering due to ice in the Arctic (e.g., Ardhuin et al., 2016) and
relevant formulations have been discussed in section 2.

Even though WW3 provides a versatile operational tool for wave-ice interaction, its use
in high-resolution wave modeling and coastal regions is limited. Conversely, Simulating
WAves Nearshore (SWAN) is a widely used model for coastal applications with the primary
literature (Booij et al., 1999) having received 4274 citations1. For example, the U.S. Navy
still uses SWAN for much of its high-resolution regional wave modeling, for reasons of e�-
ciency and relative ease of use. These operational models include regions that are seasonally
ice-infested, such as the Baltic Sea and the Gulf of Bothnia. Yet, there was no representa-
tion of sea ice in prior versions (i.e., v41.20) of SWAN (still used operationally at time of
writing), which can substantially reduce model accuracy in coastal regions at higher lati-
tudes (Rogers, 2019). Like WW3, SWAN is governed by similar set of equations; however,
WW3 primarily uses an explicit time-stepping scheme2 and is more e�cient at larger scales,
while SWAN uses implicit time stepping and is better for regional and coastal scales (Rogers
et al., 2007). The grid obstruction approach, ICO historically available in WW3 (Tolman,
2003), was also not available in SWAN. Previous e↵orts to include the role of ice in SWAN
simulations include: (1) running SWAN in open water to provide incident wave conditions
for use in simple, external calculations of wave transmission and losses, or (2) deactivating
ice-covered grid points in SWAN by changing them to land points (e.g., Hoque et al., 2019).

Here, the focus of this paper is to discuss the development and application of SWAN
for wave-ice interaction. Weighing the relative strengths of the approaches used in WW3
(i.e., IC1-IC5), dissipation of wave energy by sea-ice is incorporated in SWAN only using

1Retrieved from Google Scholar, July 6 2020.
2WW3 developments focused on implicit time stepping and unstructured grid are underway (e.g., Roland

and Ardhuin, 2014), however, these updates have not been integrated yet for U.S. Navy operational wave
modeling
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the IC4+Method 2 or IC4M2 methodology, i.e., a simple empirical parametric model (poly-
nomial function) for dissipation by sea ice following previous e↵orts (Meylan et al., 2014;
Collins and Rogers, 2017; Rogers et al., 2018). E↵ectively, this also permits use of IC1 in
SWAN, since IC1 can be recovered using particular settings with IC4M2. This new SWAN
code has been validated for idealized and analytical test cases (Rogers, 2019). Here, these
latest developments in the SWAN code are tested for realistic applications in the Barents
Sea and the Gulf of Bothnia. SWAN simulated dynamics in the MIZ and shallow seas pro-
vides an opportunity to understand the implications for other wave-driven oceanographic
processes, which have not been extensively considered in previous studies. Modeled wave
bulk and spectral parameters are compared to observations, while fetch scalings for the MIZ,
and implications for Stokes drift are discussed. Finally, recommendations for inclusion of
dependency of wave dissipation to ice thickness is also considered.

The equations for model setup and updates are in section 2. The model application for
the Barents Sea and the Gulf of Bothnia are presented in section 3. Discussions related to
fetch scalings, Stokes drift and future recommendations are considered in section 4, followed
by a summary in section 5. Access to updated code and data dissemination is in the
Acknowledgement section.

2. SWAN Model Development

The third generation, spectral SWAN wave model (Booij et al., 1999; Ris et al., 1999)
solves the action-balance equation, and simulates shoaling, wave refraction due to both
bathymetry and mean currents, energy input due to winds, energy loss due to white-capping,
bottom friction, and depth-limited breaking.

2.1. Action-Balance Equation

The wave action spectral density N (hereinafter action density), defined as the ratio of
wave energy spectral density, E and the relative frequency � is a conservative quantity in the
presence of ambient mean flows (Bretherton and Garrett, 1968), and a function of the relative
wave frequency �, direction ✓, space (x, y) and time (t), such that N = N(�, ✓, x, y, t). The
rate of change of action density at a point is determined from the action-balance equation
(Mei, 1989; Komen et al., 1996):

@N

@t
+ r~x · [(~cg + ~U)N ] +

@c�N

@�
+

@c✓N

@✓
=

Stot

�
, (1)

where ~cg = @�/@~k is the group velocity, ~U is the ambient mean flow, and c�, c✓ are propaga-
tion velocities in the spectral space. The first term on the left (Eq. 1) is the rate of change
of action density, while the second term represents energy propagation in the geographic
space including the e↵ect of wave shoaling. The e↵ect of shifting in mean frequency due
to changing depth and mean currents is represented by the third left hand side term, and
the fourth term represents depth and current-induced refraction (Booij et al., 1999). The
relative wave frequency is related to the wave number through the dispersion relation such
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that �
2 = g|~k| tanh |~k|h, where ~k is the wavenumber vector, h is the water depth, and | |

represents an absolute value. The right hand side of Eq. 1 contains non-conservative source
and sink terms such that

Stot = Sin + Snl3 + Snl4 + Sds,w + Sds,b + Sds,br, (2)

where Sin is the source term indicative of wave growth due to wind input, Snl3 and Snl4 are
nonlinear wave energy transfer from three and four wave interactions, and Sds,w,Sds,b, and
Sds,br are wave dissipation due to whitecapping, bottom friction and depth-limited breaking,
respectively. These terms in their present form do not include any wave-ice interaction.

2.2. Wave-dissipation due to Sea-Ice

The primary role of sea-ice is direct wave-dissipation and reduction of wave growth due to
winds in the presence of partial ice-coverage. Both these e↵ects modify the right-hand-side
of the action-balance equation (Eq. 2), and the relevant input parameter is ice concentration
denoted by aice.

Previous e↵orts in simulating wave-dissipation in presence of sea-ice (Collins and Rogers,
2017; Rogers et al., 2018) have successfully used the IC4 approach which assumes that wave
energy decays exponentially in space, with the decay rate being a function of the wave
frequency (Meylan et al., 2014). This decay is a sink term in the action-balance equation
denoted by Sice and is related to the exponential decay rate of energy (Dice) as (Rogers and
Orzech, 2013):

Dice =
Sice

E
= �2cgki, (3)

where ki is the linear exponential decay rate of wave amplitude in geographical space. The
factor of 2 in Eq. 3 converts amplitude decay to an energy decay, while the group velocity
provides a conversion from spatial to temporal decay (i.e., @N/@s = (@N/@t)(@s/@t) =
cg(@N/@t)). Both wave energy spectral density E and Sice are function of wave frequency
f and direction ✓. However, energy decay rate Dice and ki are only a function of the wave
frequency. The linear exponential decay rate of IC4M2 in SWAN is a polynomial of order 6
such that,

ki = C0f
0 + C1f

1 + C2f
2 + C3f

3 + C4f
4 + C5f

5 + C6f
6
, (4)

where C0, C1, C2, · · · are user-defined dimensional constants such that the unit of ki is 1/m.
These dimensional constants can be tuned to match observations, yet some guidelines for
ice types are provided. For ice floes with a diameter of 10-25 m, C2 = 1.06 ⇥ 10�3 and
C4 = 2.30 ⇥ 10�2 are suggested (Meylan et al., 2014), while for pancake and frazil ice,
C2 = 0.284 ⇥ 10�3 and C4 = 1.53 ⇥ 10�2 (Rogers et al., 2018). The relative importance of
dissipation due to presence of sea-ice is a function of the ice concentration, such that the ice
sink function is expressed as:

Sice,1 = aiceSice, (5)

where, Sice,1 is the value after scaling due to the ice concentration.
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2.3. Scaling of Wind-Induced Wave Growth

One of the other implications of sea-ice presence is reduction in the growth rate of wind
waves. Even though this is an active area of research (Smith and Thomson, 2016; Gemmrich
et al., 2018), presently the simplest approach is utilized, i.e., scaling of the wind-input term
with the open-water fraction. The variable ⌦iw controls the wind-input scaling in the SWAN
code, with a default value of ⌦iw = 0 indicating scaling of wave growth from open-water
fraction. The scaling factor (Fin) is given as:

Fin = (1 � aice(1 � ⌦iw)), (6a)

or
Fin = awater + aice⌦iw, (6b)

such that
awater + aice = 1. (6c)

By accounting for reduced wave growth and wave dissipation in the presence of sea-ice
the new action balance equation in SWAN is:

@N

@t
+ r~x · [(~cg + ~U)N ] +

@c�N

@�
+

@c✓N

@✓
=

1

�
{FinSin + Snl3 + Snl4}

+
1

�
{Sds,w + Sds,b + Sds,br + aiceSice} ,

(7)

which for a default scaling of ⌦iw = 0 reduces to:

@N

@t
+ r~x · [(~cg + ~U)N ] +

@c�N

@�
+

@c✓N

@✓
=

1

�
{awaterSin + Snl3 + Snl4}

+
1

�
{Sds,w + Sds,b + Sds,br + aiceSice} .

(8)

2.4. Wave-scattering due to Sea-Ice

Wave scattering due to ice in the Arctic is also important and scattering-based parame-
terizations (e.g., Ardhuin et al., 2016, amongst others) are also used for wave attenuation
in recent studies focusing on wave-ice interactions (e.g., Roach et al., 2018; Bateson et al.,
2019; Zhang et al., 2020). In WW3, sea-ice induced scattering is considered as:

1. Scattering with fraction of wave energy being scattered proportional to the sea-ice
concentration (IS1, Tolman and The WAVEWATCH III R� Development Group, 2014).

2. Linear Boltzmann equation to model wave scattering in the MIZ (Meylan and Masson,
2006) with ice breakup and creep-based dissipation (IS2, Boutin et al., 2018).

These methods for incorporating wave scattering due to sea-ice is not implemented in the
present study. Instead, the empirical dissipation term as parameterized in the IC4M2 algo-
rithm encompasses the e↵ects of all wave attenuation processes, including the role of scat-
tering. Nonetheless, wave scattering also leads to directional energy redistribution, which
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is not considered here. With limited observations of wave dissipation, scattering and subse-
quent energy redistribution, we see the present implementation as a practical approach for
community usage.

2.5. Code Organization/Options in SWAN

The latest developments made as a part of this study have already been integrated with
the o�cial, publicly distributed SWAN code (v41.31, http://swanmodel.sourceforge.
net/download/download.htm). Development version of this code (v41.20ABi) is maintained
as a separate svn repository by Kumar, with access available for further development. The
SWAN development release (v41.20ABi) was evaluated for a variety of idealized test cases,
available to be checked out from the development repository. Further details are provided
in the publicly available report (Rogers, 2019).

Figure 1: SWAN grid for the Barents Sea study region with a mean grid resolution of 3.24 km. Colorbar
is the water depth h in meters. Surrounding geographical regions, Greenland, Iceland, Norway are also
annotated. The magenta box outlines the region with ice coverage discussed in Figure. 2.

3. Model Evaluation for Realistic Configurations

The focus of this study is to evaluate the latest SWAN wave-ice interaction implemen-
tation for realistic applications. In particular, two applications are considered here for the
Barents Sea and Gulf of Bothnia.

3.1. Barents Sea

The R/V Lance encountered an energetic wave event in the Barents Sea on May 2,
2010 (Fig. 1). Onboard Global Positioning System (GPS) on the vessel measured location
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and vertical position at a sampling frequency of 1 Hz, with an accuracy of approximately
0.05 m. The vessel was treated as a surface following wave buoy acting as a low-pass filter
to the ambient surface wave field (Collins III et al., 2015). The highest frequency response
registered by the vessel is f = 0.249 Hz for waves approaching the vessel broadside. Wave
measurements from a moving vessel lead to additional challenges in interpretation due to
Doppler shift, which modifies the dispersion relationship. Even though algorithms exist to
correct these e↵ects (Collins III et al., 2017), we use an approach consistent with previous
studies based on using this dataset, such that all analysis is confined to periods when ship
speed is below 3 ms�1, which is at the most 10% of the wave phase speed (Collins III et al.,
2015). Also, considering that vessels have dynamic stability when moving (e.g., Thomson
et al., 2015), a conservative approach is used such that highest frequency of comparison is
limited to 0.20 Hz. With these constraints on frequency limits, two metrics are quantified,

Hs = 4

sZ fmax

fmin

E(f)df, (9a)

and

mssLP =

Z fmax

fmin

(2⇡f)4E(f)

g2
df, (9b)

where Hs is the significant wave height, mssLP is the low-pass filtered mean square slope
(e.g., Chen et al., 2016), E(f) is the spectral energy density, fmin = 0.04 Hz and fmax =
0.20 Hz. The significant wave height is a prognostic quantity extensively used to define the
general wave climatology for a region, and also a useful quantity for coastal management
purposes. The mean square slope is dynamically related to the sea-surface roughness, and
identifies the contribution of high frequency signal, especially, assuming a universal f�4

dependency (e.g., Toba, 1973; Phillips, 1985).

3.1.1. SWAN Model Setup
SWAN updated for wave-ice interactions is setup to simulate realistic wave conditions

in the Barents Sea. The model grid consists of a single domain with a mean resolution of
3.25 km, and covers a study region which includes most of the Barents Sea, and parts of the
Greenland and the Norwegian Sea (Fig. 1). The model bathymetry is derived from ETOPO2
dataset (Center, 2006). Wind forcing every three hours is obtained from the U.S. Navy’s
contemporary operational analyses (i.e., Navy Operational Global Atmospheric Prediction
System, NOGAPS, Hogan and Rosmond, 1991). Sea-ice concentration is provided using
AMSR-E Unified Level-3 product available daily at a resolution of 12.5 km (e.g., Fig. 2).

The SWAN model is setup to run in third generation mode for wind input and whitecap-
ping following algorithms based on Rogers et al. (2012). Swell dissipation (Ardhuin et al.,
2010) and quadruplet interaction are considered, however, triad interaction and wave dis-
sipation due to depth-limited breaking and bottom friction are not accounted for, and are
not expected to change the primary order dynamics discussed here. The SWAN wave action
balance equation is solved in frequency and directional space with 48 frequencies between
0.04 and 1 Hz, and 100 directional bands with a directional resolution of 3.6�. Any wave
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Figure 2: AMSR-E sea-ice concentration aice over parts of Barents and Norwegian sea on May 02, 2010 (a)
and May 03, 2010 (b). The filled circles are R/V Lance tracks, with the color denoting time of the day in
hours. The region shown here corresponds to the magenta box in Fig. 1.
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activity within the study region is due to wind forcing including storm systems generated
within the study domain, and no other wave forcing is provided at the open boundaries.
Simulations are conducted without (hereinafter RNI) and with wave-ice interactions (RI) for
a period of 20 days from April 20 to May 10, 2010. For the simulation with wave-ice inter-
action, wave dissipation due to the presence of ice is applied with the setting appropriate
for ice floes with a diameter of 10-25 m (i.e., C2 = 1.06 ⇥ 10�3 and C4 = 2.30 ⇥ 10�2), and
wind-input is scaled with the open-water fraction (⌦iw = 0).

3.1.2. Ice Concentration and Ship Track
Wave measurements from R/V Lance are available from May 01-03, 2010. However,

from the previously discussed data reduction constraints (section 3.1), measurements only
for a 21 hour period from May 02, 15:00 to May 03, 12:00 are considered. All times are in
UTC. A low-pressure system over Northern Europe moved northeast on May 01, followed by
strengthening over the Barents Sea. Energetic waves from this storm system were observed
in the study region and encountered by R/V Lance.

On May 02, 2010 the vessel was located southeast of Svalbard, and about 75 km north/
northeast of the Hopen Island (Fig. 2a). Visual and shipboard imagery indicated continuous
pack ice with flat surface covered with snow, and ice thickness of 0.5-0.6 m (Collins III et al.,
2015). The AMSR-E imagery based sea-ice concentration, aice was � 0.8 at most locations
in southern Svalbard and around the Hopen Island. A tongue of relatively high sea-ice
concentration (0.4-0.8) extended southwest from the Hopen island. Continued fracturing of
sea-ice occurred on May 02, hypothesized to be caused by flexural-gravity waves. As the
vessel traversed farther east (Fig. 2a), the ice cover changed from pack ice to broken floes
(Collins III et al., 2015).

On May 03, 2010 the vessel steamed through the MIZ with a typical floe size of 5-10 m.
High wave activity was measured during this period by waves generated from the afore-
mentioned storm system. The vessel continued south/southwestward heading through the
relatively protected waters in the shadow of Hopen Island (Fig. 2c), and again encountered
large waves on exiting the swell shadow around 08:00 hours as it steamed onward south
(Collins III et al., 2015). The AMSR-E imagery suggested that the ice edge recedes farther
north on May 03 (Fig. 2c) and presence of a MIZ north/northwest of Hopen Island. The
preexisting tongue of ice located southwest of the Hopen Island detached from the main ice
pack.

3.1.3. Spatial Variability of Significant Wave Height
Previous SWAN simulations for the study region (Collins III et al., 2015), did not include

the e↵ects of wave-ice interaction. Here, the SWAN simulation with wave-ice interaction,
RI is used to determine the role of sea-ice in changing modeled wave dynamics. Snapshot
of significant wave height Hs evolution at two instances, 05/02, 16:00 (Fig. 3a) and 05/03,
02:00 (Fig. 3b) are considered.

Storm system generated waves in the southeastern region of the Barents Sea propagate
northwest into the MIZ (Fig. 3a). The sea-ice concentration varies from 0.25 (light gray,
Fig. 3a) to 0.75 (solid black, Fig. 3a) over a length scale of approximately 30 km. In this
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(a) 05/02/2010, 16 : 00 : 00
<latexit sha1_base64="IAMzDnpY7pNdl8cd0DDAbMcwu2Q=">AAACCXicbVDLSgMxFM34rPU16tJNsAgVpM2MT1wV3LisYB/QDiWTZtrQTGZIMkIZ6tKNv+LGhSJu/QN3/o2ZtgttPSRwOOde7r3HjzlTGqFva2FxaXllNbeWX9/Y3Nq2d3brKkokoTUS8Ug2fawoZ4LWNNOcNmNJcehz2vAH15nfuKdSsUjc6WFMvRD3BAsYwdpIHRu2Q6z7MkyL+OgBnZWRW3aRg46d8yuEzBt17AIqoTHgPHGmpACmqHbsr3Y3IklIhSYcK9VyUKy9FEvNCKejfDtRNMZkgHu0ZajAIVVeOr5kBA+N0oVBJM0XGo7V3x0pDpUahr6pzPZWs14m/ue1Eh1ceikTcaKpIJNBQcKhjmAWC+wySYnmQ0MwkczsCkkfS0y0CS9vQnBmT54ndbfknJTc29NCxZ3GkQP74AAUgQMuQAXcgCqoAQIewTN4BW/Wk/VivVsfk9IFa9qzB/7A+vwB+dCWmw==</latexit>

(b) 05/03/2010, 02 : 00 : 00
<latexit sha1_base64="NCFQ4bQO/lS5qfJ2cB3MRxrSoDU=">AAACCXicbVDLSgMxFM34rPU16tJNsAgVpM1MFcVVwY3LCvYB7VAyadqGJjNDkhHKUJdu/BU3LhRx6x+482/MtLPQ1kMCh3Pu5d57/IgzpRH6tpaWV1bX1nMb+c2t7Z1de2+/ocJYElonIQ9ly8eKchbQumaa01YkKRY+p01/dJ36zXsqFQuDOz2OqCfwIGB9RrA2UteGHYH1UIqk6J88oPMyqpRd5KBT5F4hZN6kaxdQCU0BF4mTkQLIUOvaX51eSGJBA004VqrtoEh7CZaaEU4n+U6saITJCA9o29AAC6q8ZHrJBB4bpQf7oTQ/0HCq/u5IsFBqLHxTme6t5r1U/M9rx7p/6SUsiGJNAzIb1I851CFMY4E9JinRfGwIJpKZXSEZYomJNuHlTQjO/MmLpOGWnErJvT0rVN0sjhw4BEegCBxwAargBtRAHRDwCJ7BK3iznqwX6936mJUuWVnPAfgD6/MH9UWWmA==</latexit>

Hs
<latexit sha1_base64="6fs1unDPxvxFbeWoj1WGh34j/bQ=">AAAB7HicdVBNS8NAEJ3Ur1q/qh69LBbBU0hqofZW8NJjBdMW2lA22027dLMJuxuhhP4GLx4U8eoP8ua/cZtGUNEHA4/3ZpiZFyScKe04H1ZpY3Nre6e8W9nbPzg8qh6f9FScSkI9EvNYDgKsKGeCepppTgeJpDgKOO0H85uV37+nUrFY3OlFQv0ITwULGcHaSF5nnKnluFpz7FYOtCbNRkFaLnJtJ0cNCnTH1ffRJCZpRIUmHCs1dJ1E+xmWmhFOl5VRqmiCyRxP6dBQgSOq/Cw/dokujDJBYSxNCY1y9ftEhiOlFlFgOiOsZ+q3txL/8oapDq/9jIkk1VSQ9aIw5UjHaPU5mjBJieYLQzCRzNyKyAxLTLTJp2JC+PoU/U96ddu9suu3jVq7XsRRhjM4h0twoQlt6EAXPCDA4AGe4NkS1qP1Yr2uW0tWMXMKP2C9fQK8yI9F</latexit>

Figure 3: Color shading showing significant wave height Hs in the Barents Sea region for simulations with
wave-ice interaction, RI at times, (a) 05/02, 16:00:00; and (b) 05/03, 02:00:00. The position of R/V Lance

is shown as the filled blue circle. Light gray, dark gray and black lines are contour lines representing sea-ice
concentration aice = 0.25, 0.50 and 0.75, respectively. The region shown here corresponds to the magenta
box in Fig. 1.
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region, wave energy dissipates and the significant wave height Hs changes from 3 m to 1
m. Most of the region within 50 km from Svalbard has Hs < 1 m. As the storm system
further intensifies, significant wave height in the southeastern Barents Sea and in the MIZ
around Hopen Island increases. At the edge of the MIZ with sea-ice concentration aice = 0.25,
significant wave height exceeds 5 m, decreasing to a magnitude of 2-3 m at regional locations
with aice = 0.75 (solid black, Fig. 3b).

The sea-ice concentration also evolves as the MIZ recedes northwest (compare contour
lines in Fig. 3a,b). Subsequently, waves generated from the storm event propagate farther
northwest into the MIZ with Hs > 2.5 m around Svalbard (Fig. 3b). Even at locations with
aice = 0.5, the Hs > 4.0 m. For these northwest propagating waves, Hopen Island creates a
shadow zone with Hs < 1 m (Fig. 3b).

3.1.4. Obs. versus Modeled Wave Parameters
SWAN simulated significant wave height Hs and the mean square slope, mssLP without,

RNI (blue, Fig. 4) and with, RI (red, Fig. 4) wave-ice interaction are compared to observations
from R/V Lance. Following Collins III et al. (2015) the 21 hour period is divided into five
sub-periods corresponding to wave blocking by solid ice (15:00-20:00 hours, May 02, Red),
ice breakup (20:00-21:00, May 02, Yellow), continued ice fracturing and interaction with
swell event (21:00, May 02 to 03:00, May 03, Green), swell shadow (May 03, 03:00-08:00
hours, Cyan), and finally direct interaction with swell (May 03, 08:00-12:00 hours, Blue).

During the blocking period (red rectangle, Fig. 4) observed Hs is less than 25 cm. SWAN
simulated Hs for RNI (solid blue, Fig. 4a) varies from 3-4 m, and even for the simulation
conducted with wave-ice interaction, RI (solid red, Fig. 4a) Hs is over-estimated and is
approximately 1.25-2.0 m. The observed mssLP is negligible during the blocking period,
which is captured by the simulation RI (compare red and black squares, Fig. 4b). In this
period even though the AMSR-E suggests an ice concentration, aice = 1 and the vessel was
in pack ice, modeled wave dynamics indicate wave activity. This over-prediction of wave
energy may occur if AMSR-E regional ice concentration in the MIZ southeastward from the
measurement location is underestimated. Further, dissipation of waves may also depend on
ice thickness. Measurements corresponding to this time indicates ice thickness greater than
0.5 m. However, ice thickness is not yet a parameter used in the SWAN wave-ice interaction
model, therefore any dependency of wave dissipation to ice thickness is not yet accounted
for SWAN.

Measured Hs rapidly increases from 0.25 to 3 m over the breakup period leading onto the
swell event (yellow region, Fig. 4). SWAN simulated Hs accounting for wave-ice interaction
does capture this transition, however the change is gradual than observed. Over the duration
of the swell event (green region, Fig. 4) wave height increases from 3 to 4.5 m. The simulation
RNI over-estimates the wave height, while with wave-ice interaction Hs is underestimated in
this period (compare red and blue squares to black squares, Fig. 4a). Mean square slope for
the simulation RI agrees well with observations during the breakup and the swell event.

As the vessel moves to the shadow region behind Hopen Island (Fig. 2c), the wave height
decreases from 4.5 to 2 m, a trend captured by the simulations RNI and RI. However, the
simulation with wave-ice interaction agrees slightly better (Fig. 4a). This good agreement is
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also seen in comparison of mean square slope (Fig. 4b). In the latter half of the swell shadow
event and during direct exposure to the storm-generated waves (cyan and blue region, Fig. 4)
the model results from simulations RNI and RI are similar. This trend is expected with a
lack of sea-ice at the vessel location (Fig. 2b). Caution must be exercised in any direct
comparison for times later than May 03, 06:30, as the ship speed often exceeds 3 ms�1.

Figure 4: Observed (solid black) and modeled significant wave height Hs (a) and mean square slope, mssLP

(b) versus time. Model results w/o (blue, RNI) and with ice (red, RI) are shown. The shaded red, yellow,
green, cyan and blue regions correspond to blocking, breakup, swell event, swell shadow, and exposure
to waves, respectively. The gray line (a) is the ship speed in ms�1. Standard deviation in observed Hs

and mssLP are from 95% confidence intervals to the estimated E(f). Modeled standard deviation is from
variability in modeled E(f) estimates over a radius of 25 km from the location closest to the observation
location.

3.1.5. Implications for Sea-surface elevation Spectra
Multiple previous studies have pointed at dissipation of high frequency waves propagating

through the MIZ (e.g., Meylan et al., 2014; Collins III et al., 2015; Rogers et al., 2016).
Wave dissipation in sea-ice has been empirically formulated as an exponential decay varying
as a function of wave frequency and sea-ice concentration (Eq. 3). Here, modeled spectral
energy density E(f) is compared to observed E(f) and shipboard imagery (Fig. 5). For the
observed E(f), 95% confidence intervals were determined from the WAFO toolbox (dashed
black, Fig. 5, and Collins III et al., 2015), while for the model E(f) from a grid point
closest to the ship position and neighboring points within a radius of 25 km were considered
(dashed red and blue lines).

It has been previously established that during the blocking event (red region, Fig. 4),
SWAN simulated wave height is over-estimated. The shipboard ice imagery indicates pack
unbroken ice at this time (Fig. 5f), while the AMSR imagery suggests ice concentration
in exceeding aice = 0.90 (Fig. 2a). The maximum observed E(f) is at least two orders of
magnitude smaller than those simulated without (blue) and with (red) wave-ice interaction
(Fig. 5a). Five hours later on May 02, 21:30-22:30 after the breakup event (Fig. 5g, h), ob-
served wave activity increases which is captured by the simulation with wave-ice interaction
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mssLP = 1.8 ⇥ 10�4
<latexit sha1_base64="VnMJJy6dYIPbMBCp+3hEOxVrJbA=">AAACDHicdVDLSsNAFJ34rPVVdelmsAjdGJI0tHUhFNy4cFHBPqCJZTKdtEMnD2YmQgn5ADf+ihsXirj1A9z5N07aCip64MLh3Hu55x4vZlRIw/jQlpZXVtfWCxvFza3tnd3S3n5HRAnHpI0jFvGehwRhNCRtSSUjvZgTFHiMdL3Jed7v3hIuaBRey2lM3ACNQupTjKSSBqVyIMQgdQIkxzxIL1tZdmbqDUfSgAhoGjfpiZ2pKUM/bdQsuwYN3TDqpmXmxKrbVRuaSslRBgu0BqV3ZxjhJCChxAwJ0TeNWLop4pJiRrKikwgSIzxBI9JXNETqmJvOnsngsVKG0I+4qlDCmfp9I0XK8jTw1GTuWvzu5eJfvX4i/Yab0jBOJAnx/JCfMCgjmCcDh5QTLNlUEYQ5VV4hHiOOsFT5FVUIX5/C/0nH0s2qbl3Z5WZlEUcBHIIjUAEmqIMmuAAt0AYY3IEH8ASetXvtUXvRXuejS9pi5wD8gPb2CQ1wmuI=</latexit>

mssLP = 3.3 ⇥ 10�3
<latexit sha1_base64="KyzbG4EyiN6Ct+5K8hGcvXjQhwY=">AAACDHicdVDLSgMxFM3UV62vqks3wSJ0Y0lase1CKLhx4aKCfUBnLJk0bUMzD5KMUIb5ADf+ihsXirj1A9z5N2baCip64cLhnHu55x43FFxphD6szNLyyupadj23sbm1vZPf3WurIJKUtWggAtl1iWKC+6yluRasG0pGPFewjjs5T/XOLZOKB/61nobM8cjI50NOiTZUP1/wlOrHtkf0WHrxZTNJziqliq25xxTE6CY+riRmCpUQQhhjmAJcPUUG1Ou1Mq5BnEqmCmBRzX7+3R4ENPKYr6kgSvUwCrUTE6k5FSzJ2ZFiIaETMmI9A31ijjnx7JkEHhlmAIeBNO1rOGO/b8TEWJ56rplMXavfWkr+pfUiPaw5MffDSDOfzg8NIwF1ANNk4IBLRrWYGkCo5MYrpGMiCdUmv5wJ4etT+D9ol0u4UipfnRQaxUUcWXAADkERYFAFDXABmqAFKLgDD+AJPFv31qP1Yr3ORzPWYmcf/Cjr7RP0EZrS</latexit>

mssLP = 4.0 ⇥ 10�3
<latexit sha1_base64="dEFuK0lYvtIYEDb+qdVJnMQtS/4=">AAACDHicdVDLSgMxFM34rPVVdekmWIRuHJK22HYhFNy4cFHBPqCtJZNm2tDMgyQjlGE+wI2/4saFIm79AHf+jZm2gopeuHA4517uuccJBVcaoQ9raXlldW09s5Hd3Nre2c3t7bdUEEnKmjQQgew4RDHBfdbUXAvWCSUjniNY25mcp3r7lknFA/9aT0PW98jI5y6nRBtqkMt7Sg3inkf0WHrxZSNJzso26mnuMQUxuolPSomZQjZCCGMMU4Arp8iAWq1axFWIU8lUHiyqMci994YBjTzmayqIUl2MQt2PidScCpZke5FiIaETMmJdA31ijvXj2TMJPDbMELqBNO1rOGO/b8TEWJ56jplMXavfWkr+pXUj7Vb7MffDSDOfzg+5kYA6gGkycMglo1pMDSBUcuMV0jGRhGqTX9aE8PUp/B+0ijYu2cWrcr5eWMSRAYfgCBQABhVQBxegAZqAgjvwAJ7As3VvPVov1ut8dMla7ByAH2W9fQLw75rQ</latexit>

mssLP = 4.1 ⇥ 10�3
<latexit sha1_base64="LiQ0pHiSFoQN4h3Z1qu0s/yCiGY=">AAACDHicdVDLSgMxFM34rPVVdekmWIRuHJK22HYhFNy4cFHBPqCtJZNm2tDMgyQjlGE+wI2/4saFIm79AHf+jZm2gopeuHA4517uuccJBVcaoQ9raXlldW09s5Hd3Nre2c3t7bdUEEnKmjQQgew4RDHBfdbUXAvWCSUjniNY25mcp3r7lknFA/9aT0PW98jI5y6nRBtqkMt7Sg3inkf0WHrxZSNJzso27mnuMQUxuolPSomZQjZCCGMMU4Arp8iAWq1axFWIU8lUHiyqMci994YBjTzmayqIUl2MQt2PidScCpZke5FiIaETMmJdA31ijvXj2TMJPDbMELqBNO1rOGO/b8TEWJ56jplMXavfWkr+pXUj7Vb7MffDSDOfzg+5kYA6gGkycMglo1pMDSBUcuMV0jGRhGqTX9aE8PUp/B+0ijYu2cWrcr5eWMSRAYfgCBQABhVQBxegAZqAgjvwAJ7As3VvPVov1ut8dMla7ByAH2W9fQLygZrR</latexit>

mssLP = 4.1 ⇥ 10�3
<latexit sha1_base64="LiQ0pHiSFoQN4h3Z1qu0s/yCiGY=">AAACDHicdVDLSgMxFM34rPVVdekmWIRuHJK22HYhFNy4cFHBPqCtJZNm2tDMgyQjlGE+wI2/4saFIm79AHf+jZm2gopeuHA4517uuccJBVcaoQ9raXlldW09s5Hd3Nre2c3t7bdUEEnKmjQQgew4RDHBfdbUXAvWCSUjniNY25mcp3r7lknFA/9aT0PW98jI5y6nRBtqkMt7Sg3inkf0WHrxZSNJzso27mnuMQUxuolPSomZQjZCCGMMU4Arp8iAWq1axFWIU8lUHiyqMci994YBjTzmayqIUl2MQt2PidScCpZke5FiIaETMmJdA31ijvXj2TMJPDbMELqBNO1rOGO/b8TEWJ56jplMXavfWkr+pXUj7Vb7MffDSDOfzg+5kYA6gGkycMglo1pMDSBUcuMV0jGRhGqTX9aE8PUp/B+0ijYu2cWrcr5eWMSRAYfgCBQABhVQBxegAZqAgjvwAJ7As3VvPVov1ut8dMla7ByAH2W9fQLygZrR</latexit>

mssLP = 2.5 ⇥ 10�3
<latexit sha1_base64="aR9z4HCufUttw6/Fx2imtMM7CIg=">AAACDHicdVDLSgMxFM3UV62vqks3wSJ045C0atuFUHDjwkUF2wptLZk004ZmHiQZoQzzAW78FTcuFHHrB7jzb8y0FVT0woXDOfdyzz1OKLjSCH1YmYXFpeWV7GpubX1jcyu/vdNSQSQpa9JABPLaIYoJ7rOm5lqw61Ay4jmCtZ3xWaq3b5lUPPCv9CRkPY8Mfe5ySrSh+vmCp1Q/7npEj6QXXzSS5LRkH3c195iCGN3Eh+XETCEbIYQxhinAlRNkQK1WLeEqxKlkqgDm1ejn37uDgEYe8zUVRKkORqHuxURqTgVLct1IsZDQMRmyjoE+Mcd68fSZBB4YZgDdQJr2NZyy3zdiYixPPMdMpq7Vby0l/9I6kXarvZj7YaSZT2eH3EhAHcA0GTjgklEtJgYQKrnxCumISEK1yS9nQvj6FP4PWiUbl+3S5VGhXpzHkQV7YB8UAQYVUAfnoAGagII78ACewLN1bz1aL9brbDRjzXd2wY+y3j4B9aGa0w==</latexit>

mssLP = 5.3 ⇥ 10�4
<latexit sha1_base64="dkRQj+Xa9ElUzU+aRQPi62T+ILI=">AAACDHicdVDLSsNAFJ3UV62vqks3g0XoxpCksa0LoeDGhYsK9gFNLJPptB06eTAzEUrIB7jxV9y4UMStH+DOv3HSVlDRAxcO597LPfd4EaNCGsaHlltaXlldy68XNja3tneKu3ttEcYckxYOWci7HhKE0YC0JJWMdCNOkO8x0vEm51m/c0u4oGFwLacRcX00CuiQYiSV1C+WfCH6ieMjOeZ+ctlM07MTveJI6hMBTeMmObZTNWXop/WqZVehoRtGzbTMjFg1u2JDUykZSmCBZr/47gxCHPskkJghIXqmEUk3QVxSzEhacGJBIoQnaER6igZIHXOT2TMpPFLKAA5DriqQcKZ+30iQsjz1PTWZuRa/e5n4V68Xy2HdTWgQxZIEeH5oGDMoQ5glAweUEyzZVBGEOVVeIR4jjrBU+RVUCF+fwv9J29LNim5d2aVGeRFHHhyAQ1AGJqiBBrgATdACGNyBB/AEnrV77VF70V7nozltsbMPfkB7+wQL5prh</latexit>

mssLP = 5.4 ⇥ 10�4
<latexit sha1_base64="fEnjka9c5vGV6VL7mmRam7Mbx18=">AAACDHicdVDLSsNAFJ3UV62vqks3g0XoxpCksa0LoeDGhYsK9gFNLJPptB06eTAzEUrIB7jxV9y4UMStH+DOv3HSVlDRAxcO597LPfd4EaNCGsaHlltaXlldy68XNja3tneKu3ttEcYckxYOWci7HhKE0YC0JJWMdCNOkO8x0vEm51m/c0u4oGFwLacRcX00CuiQYiSV1C+WfCH6ieMjOeZ+ctlM07MT3XYk9YmApnGTHNupmjL003rVsqvQ0A2jZlpmRqyaXbGhqZQMJbBAs198dwYhjn0SSMyQED3TiKSbIC4pZiQtOLEgEcITNCI9RQOkjrnJ7JkUHillAIchVxVIOFO/byRIWZ76nprMXIvfvUz8q9eL5bDuJjSIYkkCPD80jBmUIcySgQPKCZZsqgjCnCqvEI8RR1iq/AoqhK9P4f+kbelmRbeu7FKjvIgjDw7AISgDE9RAA1yAJmgBDO7AA3gCz9q99qi9aK/z0Zy22NkHP6C9fQINeJri</latexit>

mssLP = 1.6 ⇥ 10�3
<latexit sha1_base64="2klDmvpCtDMIa3i8eZ4ZxB7XZ0I=">AAACDHicdVDLSsNAFJ34rPVVdelmsAjdGJI0tHUhFNy4cFHBPqCJZTKdtEMnD2YmQgn5ADf+ihsXirj1A9z5N07aCip64MLh3Hu55x4vZlRIw/jQlpZXVtfWCxvFza3tnd3S3n5HRAnHpI0jFvGehwRhNCRtSSUjvZgTFHiMdL3Jed7v3hIuaBRey2lM3ACNQupTjKSSBqVyIMQgdQIkxzxIL1tZdmbqNUfSgAhoGjfpSTVTU4Z+2qhZdg0aumHUTcvMiVW3qzY0lZKjDBZoDUrvzjDCSUBCiRkSom8asXRTxCXFjGRFJxEkRniCRqSvaIjUMTedPZPBY6UMoR9xVaGEM/X7RoqU5Wngqcnctfjdy8W/ev1E+g03pWGcSBLi+SE/YVBGME8GDiknWLKpIghzqrxCPEYcYanyK6oQvj6F/5OOpZtV3bqyy83KIo4COARHoAJMUAdNcAFaoA0wuAMP4Ak8a/fao/aivc5Hl7TFzgH4Ae3tEwjHmt8=</latexit>

mssLP = 1.1 ⇥ 10�3
<latexit sha1_base64="OgtsLF5sOlIR9c49hIjS/0UVZLE=">AAACDHicdVC7SgNBFJ31GeMramkzGIQ0LjubJYmFELCxsIhgHpCNYXYySYbMPpiZFcKyH2Djr9hYKGLrB9j5N84mEVT0wIXDufdyzz1exJlUlvVhLC2vrK6t5zbym1vbO7uFvf2WDGNBaJOEPBQdD0vKWUCbiilOO5Gg2Pc4bXuT86zfvqVCsjC4VtOI9nw8CtiQEay01C8UfSn7ietjNRZ+ctlI0zNkIlcxn0qIrJvkpJzqKcs8rVVspwIt07KqyEYZsatO2YFIKxmKYIFGv/DuDkIS+zRQhGMpu8iKVC/BQjHCaZp3Y0kjTCZ4RLuaBlgf6yWzZ1J4rJUBHIZCV6DgTP2+kWBteep7ejJzLX/3MvGvXjdWw1ovYUEUKxqQ+aFhzKEKYZYMHDBBieJTTTARTHuFZIwFJkrnl9chfH0K/yct20Rl075yivXSIo4cOARHoAQQqII6uAAN0AQE3IEH8ASejXvj0XgxXuejS8Zi5wD8gPH2CQDtmto=</latexit>

mssLP = 6.3 ⇥ 10�4
<latexit sha1_base64="lLiz+Zj0FvuXBYFQgi5NPBQeoIQ=">AAACDHicbVDLSsNAFJ3UV62vqks3g0XoxpC0Rd0IBTcuXFSwD2himUwn7dDJJMxMhBLyAW78FTcuFHHrB7jzb5y0WWjrgQuHc+/lnnu8iFGpLOvbKKysrq1vFDdLW9s7u3vl/YOODGOBSRuHLBQ9D0nCKCdtRRUjvUgQFHiMdL3JVdbvPhAhacjv1DQiboBGnPoUI6WlQbkSSDlInACpsQiSm1aaXp6ZdUfRgEhoW/fJaSPVU5ZpzQCXiZ2TCsjRGpS/nGGI44BwhRmSsm9bkXITJBTFjKQlJ5YkQniCRqSvKUf6mJvMnknhiVaG0A+FLq7gTP29kSBteRp4ejJzLRd7mfhfrx8r/8JNKI9iRTieH/JjBlUIs2TgkAqCFZtqgrCg2ivEYyQQVjq/kg7BXnx5mXRqpl03a7eNSrOax1EER+AYVIENzkETXIMWaAMMHsEzeAVvxpPxYrwbH/PRgpHvHII/MD5/AK1cmqA=</latexit>

mssLP = 2.2 ⇥ 10�3
<latexit sha1_base64="NRKDUmybEshCW19QHhCEN8el4QQ=">AAACDHicbVDLSsNAFJ3UV62vqks3g0XoxpCkgm6EghsXLirYBzSxTKaTduhkEmYmQgn5ADf+ihsXirj1A9z5N07aLLT1wIXDufdyzz1+zKhUlvVtlFZW19Y3ypuVre2d3b3q/kFHRonApI0jFomejyRhlJO2ooqRXiwICn1Guv7kKu93H4iQNOJ3ahoTL0QjTgOKkdLSoFoLpRykbojUWITpTSvLLh3TcRUNiYS2dZ+eNjI9ZZnWDHCZ2AWpgQKtQfXLHUY4CQlXmCEp+7YVKy9FQlHMSFZxE0lihCdoRPqacqSPeensmQyeaGUIg0jo4grO1N8bKdKWp6GvJ3PXcrGXi//1+okKLryU8jhRhOP5oSBhUEUwTwYOqSBYsakmCAuqvUI8RgJhpfOr6BDsxZeXSccx7Ybp3J7VmvUijjI4AsegDmxwDprgGrRAG2DwCJ7BK3gznowX4934mI+WjGLnEPyB8fkDo/Wamg==</latexit>

mssLP = 3.1 ⇥ 10�3
<latexit sha1_base64="WVl0Ll2/+TRA/KeN1Cym/nCnzd8=">AAACDHicbVDLSsNAFJ3UV62vqks3g0XoxpC0gm6EghsXLirYBzSxTKbTdujMJMxMhBLyAW78FTcuFHHrB7jzb5y0WWjrgQuHc+/lnnuCiFGlHefbKqysrq1vFDdLW9s7u3vl/YO2CmOJSQuHLJTdACnCqCAtTTUj3UgSxANGOsHkKut3HohUNBR3ehoRn6ORoEOKkTZSv1zhSvUTjyM9ljy5aabpZd12PU05UdB17pPTemqmHNuZAS4TNycVkKPZL395gxDHnAiNGVKq5zqR9hMkNcWMpCUvViRCeIJGpGeoQOaYn8yeSeGJUQZwGEpTQsOZ+nsjQcbylAdmMnOtFnuZ+F+vF+vhhZ9QEcWaCDw/NIwZ1CHMkoEDKgnWbGoIwpIarxCPkURYm/xKJgR38eVl0q7Zbt2u3Z5VGtU8jiI4AsegClxwDhrgGjRBC2DwCJ7BK3iznqwX6936mI8WrHznEPyB9fkDo/eamg==</latexit>

mssLP = 7.8 ⇥ 10�4
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Figure 5: Observed (solid and dashed black) and modeled (blue w/o and red with sea-ice interaction)
spectral energy density E(f) versus frequency on (a) May 02, 2010, 16:30; (b) May 02, 2010, 21:30; (c) May
02, 2010, 22:30; (d) May 03, 2010, 02:30; and (e) May 03, 2010, 04:30. All times are in UTC. Shipboard
camera imagery in (f-j) are for the times corresponding to those in (a-e). The dashed black lines are the 95%
confidence intervals in observations, while the dashed red and blue lines are E(f) estimates from a point
within a radius of 25 km from the location closest to the observation location. The black, blue and red text
in a-e are the modeled mean square slope (Eq. 9b) for observations, and simulations w/o and with wave-ice
interaction.
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(black and red, Fig. 5b,c). Also in this case, the decay in E(f) at higher frequencies is well
simulated as distinguished from the modeled E(f) without and with wave-ice interaction
(compare blue and red lines to black, Fig. 5b,c). Consequently the observed and modeled
(RI) mssLP agree well (Fig. 4b).

As the storm intensifies and the vessel heads south through the MIZ (Fig. 5i,j) the
observed wave activity is further enhanced and the role of sea-ice concentration is less evident
(blue, red and black lines in Fig. 5d,e). This reduced role of sea-ice concentration is also
expected as the vessel heads to the swell shadow (Fig. 3c,d), and E(f) without and with
wave-ice interaction are similar (Fig. 5e).

3.2. Gulf of Bothnia
The Gulf of Bothnia is located in the northernmost part of the Baltic Sea along the west

coast of Finland (Fig. 6). This region experiences a seasonal ice cover every year from the
month of January to April and is a good study site to explore wave-ice interaction (Tuomi
et al., 2019). Furthermore, the needs for high resolution modeling with complex coastline
features justifies usage of a regional wave model like SWAN. Previously, Tuomi et al. (2019)
investigated the role of seasonal ice cover on the wave climate of the Baltic Sea using the
WAM model along with treatment of wave-ice interaction as a function of ice concentration
with no direct change in wave spectral evolution (e.g., Tolman, 2003).

3.2.1. SWAN Model Setup
SWAN was set up without and with wave-ice interaction to simulate surface wave dy-

namics in the Gulf of Bothnia. The model grid with a mean resolution of �x = 1.75 km
and �y = 1.85 km covers the entire Bothnian Sea and the Bothnian Bay, and a part of the
Gulf of Finland (Fig. 6a). The model bathymetry is derived from ETOPO2 dataset (Center,
2006), and wind forcing every three hours is available from U.S. Navy’s operational Coupled
Ocean/Atmosphere Mesoscale Prediction System (COAMPS) at a resolution of 0.2�.

The Finnish Meteorological Institute (hereinafter FMI) provides daily ice concentration
maps gridded at a resolution of 0.02� ⇥ 0.01�, for Longitude and Latitude, respectively,
and available in a NETCDF format. This ice concentration map is updated daily by the
FMI using a combination of in-situ measurements, satellite observations, and expertise in
handling ice products in the study region (Tuomi et al., 2019).

SWAN simulations were setup with the same configuration as discussed for the Barents
Sea test case. No wave boundary forcing was provided in the southern edge of the study
domain (Fig. 6a). Simulations were conducted without (RNI) and with (RI1, RI2) wave-ice
interaction for a period of three months from January, 1-March, 31, 2018. For the simulations
with wave-ice interaction, wave dissipation is considered for pancake ice with diameter 0.20-
1 m (i.e., C2 = 0.284⇥10�3 and C4 = 1.53⇥10�2, RI1) and for broken ice floes with diameter
10-25 m (i.e., C2 = 1.06⇥ 10�3 and C4 = 2.30⇥ 10�2, RI2). Most of the comparison is done
between RNI and RI1. Wind-input is scaled with the open water fraction (⌦iw = 0).

3.2.2. Ice Concentration
The seasonal sea-ice cover is a well-established feature in the Baltic Sea and usually

extends for a period of 5-7 months, i.e., from November to May. Yet, yearly variability in
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Figure 6: (a) SWAN grid for Gulf of Bothnia region with a mean grid resolution of �x = 1.75 km and
�y = 1.85 km. Color shading is the bathymetry h. (b) Terra-MODIS visible band imagery showing water
surface, ice and cloud cover in the Gulf of Bothnia on March 1, 2018.
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ice season is large (Haapala and Leppäranta, 1996). For a mild winter, only the Bothnian
Bay may be ice covered, while for a cold winter both Bothnian Bay and the Bothnian Sea
maybe ice covered. Observations further suggest that the Bothnian Bay ice pack may be
motionless even for extreme wind conditions (i.e., � 15 ms�1

, Haapala and Leppäranta,
1996). TERRA-MODIS visible band imagery (Fig. 6b) on March 1, 2018 indicates ice
coverage in the northern part of Gulf of Bothnia and marginal ice or ice free region in the
Bothnian Sea. Here, daily ice concentration from Jan. 1-March 31, 2018 is averaged to
determine the monthly mean sea-ice concentration for the simulation period (Fig. 7).

In January, 2018, most of the study region in the Gulf of Bothnia is ice free (Fig. 7a). Yet,
sea-ice is present in the strait between the Bothnian Bay and Bothnian Sea with haicei > 0.25
(21�E, 63�N, Fig. 7a), and in the shallow reaches of the Bothnian Bay with haicei > 0.75.
Deeper waters of the Bothnian Bay are ice free in January, 2018. Later in the season, sea-
ice is present throughout the Bothnian Bay with haicei > 0.80 (Fig. 7b). Even though a
time variability of aice is not explicitly shown here (check supplementary material), most of
Bothnian Bay except the northeastern tip is ice free till mid-January. However, by the first
week of February, the entire bay is ice covered.

Figure 7: Area-averaged comparison of the mean ice concentration (color shading) in the Gulf of Bothnia
from January (a), February (b) and March (c). This product is created using the daily ice concentration
maps available from the FMI.

Ice concentration reduces further south and in February only shallow parts of the Both-
nian Sea are ice covered (Fig. 7b). In the Gulf of Finland, sea-ice concentration haicei is
negligible in the south/southeastern flanges. The ice concentration increases to 0.5 in the
northeastern edge of the Gulf of Finland (Fig. 7b). Ice growth does occur in the Bothnian
Sea in late February with aice varying from 0-1 (Fig. 7c). For 2018, aice is high in late
February and early March, and becomes more patchy in late March (not shown here). This
region therefore is an interesting test bed for understanding wave-ice interaction in the MIZ.
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3.2.3. Model Testing
Surface wave properties are measured in the Bothnian Bay and the Bothnian Sea by the

FMI. However, the buoys are retrieved in the end of December for instrument protection
and maintenance, to be redeployed in May (personal communication, Antti Kangas, FMI).
Thus during the winter season no in-situ wave measurements are available. Significant wave
height measured from satellite altimetry is however available for the study region (Ribal
and Young, 2019). This dataset consists of altimetry based Hs from satellites JASON-2,
JASON-3, CRYOSAT-2, HAI-YANG 2A, SENTINEL-3A and SARAL.

(a)
<latexit sha1_base64="lNXYF2n0IhB4WQTn3fASq28sY58=">AAAB83icbVBNSwMxFHxbv2r9qnr0EixCvZTdKthjwYvHCrYWukvJptk2NMkuSVYoS/+GFw+KePXPePPfmG33oK0DgWHmPd5kwoQzbVz32yltbG5t75R3K3v7B4dH1eOTno5TRWiXxDxW/RBrypmkXcMMp/1EUSxCTh/D6W3uPz5RpVksH8wsoYHAY8kiRrCxkl/3BTYTJTI8vxxWa27DXQCtE68gNSjQGVa//FFMUkGlIRxrPfDcxAQZVoYRTucVP9U0wWSKx3RgqcSC6iBbZJ6jC6uMUBQr+6RBC/X3RoaF1jMR2sk8ol71cvE/b5CaqBVkTCapoZIsD0UpRyZGeQFoxBQlhs8swUQxmxWRCVaYGFtTxZbgrX55nfSaDe+q0by/rrVbRR1lOINzqIMHN9CGO+hAFwgk8Ayv8Oakzovz7nwsR0tOsXMKf+B8/gDGepF7</latexit>

01/07 01/14 01/21 01/28 02/04 02/11 02/18 02/25 03/04 03/11 03/18 03/25 04/01
0

1

2

3

4

5

01/07 01/14 01/21 01/28 02/04 02/11 02/18 02/25 03/04 03/11 03/18 03/25 04/01
0

1

2

3

4

5

01/07 01/14 01/21 01/28 02/04 02/11 02/18 02/25 03/04 03/11 03/18 03/25 04/01
0

1

2

3

4

5

(b) 20 � 22� E, 59 � 60� N
<latexit sha1_base64="r6v1FbzRz97ti86lZYtL2nZK8nk=">AAACJ3icbVDLSsNAFJ3UV62vqEs3wSJUsCWJ9bWRggiupIJ9QFPLZDpph04ezEyEEtKvceOvuBFURJf+iZM2grYeuHA4517uvccOKOFC1z+VzNz8wuJSdjm3srq2vqFubtW5HzKEa8inPmvakGNKPFwTRFDcDBiGrk1xwx5cJH7jHjNOfO9WDAPcdmHPIw5BUEipo54XLBeKPnMjO94fmXrRNO8iCxGG4tGPcxkfHJ0Vj/UZ4zruqHm9pI+hzRIjJXmQotpRX6yuj0IXewJRyHnL0APRjiATBFEc56yQ4wCiAezhlqQedDFvR+M/Y21PKl3N8ZksT2hj9fdEBF3Oh64tO5ML+bSXiP95rVA4p+2IeEEosIcmi5yQasLXktC0LmEYCTqUBCJG5K0a6kMGkZDR5mQIxvTLs6RulozDknlTzlfKaRxZsAN2QQEY4ARUwBWoghpA4AE8gVfwpjwqz8q78jFpzSjpzDb4A+XrGzzBpio=</latexit>

(c) 19 � 20�E, 62 � 63�N
<latexit sha1_base64="MsN9PLYiOumKlz9qmX/9GzHsLP4=">AAACJXicbVDLSsNAFJ3UV62vqEs3wSJUsCVJS1VwURDBlVSwD2himUyn7dDJg5mJUEL8GDf+ihsXFhFc+StO2gjaeuDC4Zx7ufceJ6CEC13/VDJLyyura9n13Mbm1vaOurvX5H7IEG4gn/qs7UCOKfFwQxBBcTtgGLoOxS1ndJn4rQfMOPG9OzEOsO3CgUf6BEEhpa56UbBcKIbMjVB8/GicF039PrIQYSj+Ma7ik6pZrJbn9Zu4q+b1kj6FtkiMlORBinpXnVg9H4Uu9gSikPOOoQfCjiATBFEc56yQ4wCiERzgjqQedDG3o+mXsXYklZ7W95ksT2hT9fdEBF3Ox64jO5ML+byXiP95nVD0z+yIeEEosIdmi/oh1YSvJZFpPcIwEnQsCUSMyFs1NIQMIiGDzckQjPmXF0nTLBnlknlbydcqaRxZcAAOQQEY4BTUwDWogwZA4Am8gDcwUZ6VV+Vd+Zi1ZpR0Zh/8gfL1DUldpR4=</latexit>

(d) 21 � 25�E, 64 � 66�N
<latexit sha1_base64="CkAMG6mumtmfbVaiTQZDHauQiV4=">AAACJXicbVDLSsNAFJ3UV62vqEs3wSJUsCWJtbpwURDBlVSwD2himUym7dDJg5mJUEL8GDf+ihsXFhFc+StO2ghaPXDhcM693HuPE1LCha5/KLmFxaXllfxqYW19Y3NL3d5p8SBiCDdRQAPWcSDHlPi4KYiguBMyDD2H4rYzukj99j1mnAT+rRiH2PbgwCd9gqCQUk89L1keFEPmxW5y+GAaZfPkLrYQYSj5Ni6To1q1XKvN69dJTy3qFX0K7S8xMlIEGRo9dWK5AYo87AtEIeddQw+FHUMmCKI4KVgRxyFEIzjAXUl96GFux9MvE+1AKq7WD5gsX2hT9edEDD3Ox54jO9ML+byXiv953Uj0z+yY+GEksI9mi/oR1USgpZFpLmEYCTqWBCJG5K0aGkIGkZDBFmQIxvzLf0nLrBjHFfOmWqxXszjyYA/sgxIwwCmogyvQAE2AwCN4Bq9gojwpL8qb8j5rzSnZzC74BeXzC0+XpSI=</latexit>

Figure 8: (a) Color shading showing the mean (Jan. -March, 2018) ice concentration in the Gulf of Bothnia
along with locations (gray dots) corresponding to satellite altimeter measurements. Observed (black squares)
and modeled significant wave height (blue and red) versus time (b, c, and d) corresponding to the orange
rectangular regions in (a). Blue and red lines correspond to simulations w/o (RNI) and with (RI1) wave-ice
interaction. The modeled significant wave height is averaged over the region denoted by the orange rectangle.
The solid orange line in (b), (c) and (d) are averaged ice concentration.

Here, measurements from the first five satellites were obtained in the Gulf of Bothnia
region for the simulation period. Measurements from SARAL had substantial errors and
were discarded. Only quality controlled data (i.e., QAQC flag=0, 1) in KU/KA band were
considered for the analysis presented here. In addition to providing a mean Hs, every mea-
surement also has a standard deviation determined from the 20 Hz KU/KA band altimeter
(Ribal and Young, 2019). For standard deviation greater than 2.5 m, the data is flagged to
be bad quality (i.e., QAQC flag=4, Ribal and Young, 2019). In total approximately 7, 500
quality controlled data points were available for comparison to the model results (gray dots,
Fig. 8a).

Satellite altimetry based measurement of Hs can be complicated in presence of sea-ice.
Previous studies focused on Hs retrieval in regions with partial ice cover indicate that in
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general Hs is higher for aice  0.3, and sea-ice seems to a↵ect altimetry measured Hs at
concentration as low as aice = 0.1. It is not completely clear if this reduction in Hs is due
to dissipation of waves in presence of ice, or if altimetry results are additionally impacted
by presence of ice (Kudryavtseva and Soomere, 2016). Other studies using altimetry based
Hs in the Baltic sea do not consider data collected for partial ice coverage (e.g., Tuomi
et al., 2019). Here, this criteria is not used to remove any altimetry data, instead the only
filter is the QAQC flag provided with the observations (Ribal and Young, 2019). Regardless,
caution must be exercised in interpretation of these observations.

Observed and modeled Hs over the simulation period are compared in multiple sub-
regions within the Baltic Sea and the Gulf of Bothnia (orange boxes, Fig. 8a). The modeled
sea-ice concentration and wave height within the sub-region is averaged to generate an area-
averaged aice and Hs (yellow line, Fig. 8b-d). Simulations without (RNI, solid blue) and with
(RI1, dashed red) wave-ice interaction are compared to all observations (solid black, Fig. 8b-
d) available in the sub-region. Since observations are sparse and only available infrequently,
they are not averaged.

In the Baltic Sea region, area averaged sea-ice concentration is zero for the simulation
period (Fig. 8b). Both simulations RNI and RI1 have the same area-averagedHs and compare
well to observations. In the northern Bothnian Sea aice is usually � 0.3 after mid-February,
which leads to reduced Hs in simulation RI1 (Fig. 8c). It is worth mentioning that reduced
open water fraction and o↵-ice winds may also reduce wave height at a location in the MIZ.

Figure 9: Obs. versus modeled Hs from simulation RI1 (a, with wave-ice interaction) and RNI (b, w/o
wave-ice interaction). Solid black squares are bin-averages and the solid black line is the 1:1 line. Model
results were determined from the location closest to the observation location. Color indicates the latitude.

Strongest e↵ect of sea-ice occurs in the Bothnian Bay with aice > 0.9, end of January
onward (Fig. 8d). Modeled Hs from simulations RNI and RI1 have similar magnitude in Jan-
uary and generally agree with observation. After January, Hs simulated by RI1 is basically
zero, while as expected the simulation with RNI has similar variability of Hs as modeled far-
ther south (Fig. 8d). Even though observations in this region are even more sparse (Fig. 8a),
there are at least multiple quality controlled observations which are also zero.
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The area-averaged modeled Hs gives a general understanding of wave height variability
in the sub-region. Yet, a more accurate way of comparing modeled Hs to observations is to
determine it at a location closest to the observation location, as is considered in Fig. 9 for
simulations with and without wave-ice interaction. It is clear that larger Hs is more common
at lower latitudes, especially for the model simulation RI1 (Fig. 9a). Also, over-prediction
of modeled Hs without wave-ice interaction at higher latitudes occurs where observations
are mostly zero (Fig. 9b). Detailed error analysis of the best fit line between observations
and the model results, by explicitly including the standard deviation associated with the
observations, establishes that the simulation with wave-ice interaction is substantially better
than those without (see Table. 1). Overall, the correlation coe�cient r2(rmse) for RI1 and
RNI are 0.81(0.34 m) and 0.77(0.38 m). At higher latitudes (� 63� N), simulation RI1 has
a correlation (rmse) of 0.69 (0.40 m), while for simulation RNI 0.37 (0.63 m). Simulations
with wave dissipation due to broken floes (RI2) has similar error statistics as for RI1.

Table 1: Results of linear regression of best fit line between observed (O) and modeled wave height (M),
such that M = aO+ b. Linear fitting includes uncertainty in both observations and model results. Standard
deviation from satellite observations is the uncertainty in O, while modeled uncertainty is determined as
the mean norm of the residual for a linear fit without any uncertainty in O or M . The uncertainty of fitted
parameters (i.e., a, b) are from a Monte Carlo simulation with 500 iterations, and by assuming errors are
Gaussian and centered.

All Data Points RNI RI1

a 0.94 ± 0.01 0.98 ± 0.01
b 0.08 ± 0.01 -0.02 ± 0.01
r
2 0.77 0.81

rmse (m) 0.39 0.36
High Lat. (> 63� N)

a 0.67 ± 0.04 0.95 ± 0.03
b 0.49 ± 0.04 -0.01 ± 0.03
r
2 0.38 0.69

rmse (m) 0.63 0.44

4. Discussion

4.1. Fetch-Scaling in the MIZ
Fetch available for wave generation is often a limiting parameter for wave growth in

coastal regions and marginal seas (Hasselmann et al., 1973). For a given wind speed
U10, the corresponding fetch (X) and the associated wave energy (E / H

2
s ) can be non-

dimensionalized such that:
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The relationship between X and E is such that,

E = aX
m
, (11)

where m is expected to vary from 0.75 � 1 (Young, 1999). This simple fetch scaling law
has been tested extensively in general (e.g., Kahma and Calkoen, 1992; Young, 1999) and
for the central Beaufort Sea (e.g., Thomson and Rogers, 2014). Yet the appropriate fetch
scalings for winds blowing over the MIZ is an open topic of research.

Recently, the relationship between fetch and wave energy in partial ice cover was studied
over the western Arctic, with findings suggesting that the wave generation in the MIZ can be
fetch limited for o↵-ice winds (Smith and Thomson, 2016), and the conventional fetch laws
(i.e., Eq. 11) can still be applied for o↵-ice winds with an “e↵ective fetch” empirically scaled
with the local ice concentration. The idea of wave generation in o↵-ice wind conditions has
been further explored using TerraSAR-X imagery and local insitu wave measurements in the
Beaufort Sea (Gemmrich et al., 2018). Particularly, an appealing idea of cumulative fetch is
considered, where wave growth in the MIZ is considered to be a function of the ice coverage
such that,

X = ↵

X
Xi(1 � aicei)

m
, (12)

where Xi is the downwind width of the region with sea-ice concentration of aicei , ↵ is the
weighing parameter such that 0  ↵  1, and m is an empirical parameter. The value of
↵ defaults to unity if local aicei = 0. Previously, ↵ = 0.8 and m = 1 have been found to
agree well with observations in the Beaufort Sea (Gemmrich et al., 2018). Additional, fetch
scaling laws for the MIZ have also been tested by assuming fetch origin at aice = 0.3 or 0.5
(Gemmrich et al., 2018). Here, model simulated waves in the MIZ are used to diagnose the
relative accuracy of multiple fetch scaling laws.

For the Gulf of Bothnia, the locations in the northern reaches of the Bothnian Sea are
in the MIZ, especially in the latter half of the simulation period (i.e., Feb 15 to March,
31, 2018). Here we consider a location at 19�E, 62.5�N (black dot, Fig. 7c) to test multiple
fetch scalings. Particularly, two di↵erent fetch scaling are investigated for the simulation
RI1 (i.e., with wave-ice interaction and coe�cients corresponding to pancake ice), (i) fetch
scaling by assuming fetch origin at locations corresponding to aice  0.3; and (ii) cumulative
fetch scaling (Eq. 12). For the cumulative fetch algorithm, only winds directed from 0�120�

and 240 � 360� are considered as o↵-ice winds, and the algorithm reverts to a fetch scaling
by assuming fetch origin same as in (i) for winds from other directions. Further, to limit
incidents with weak and duration limited winds, all events with U10  3.5 ms�1 were not
considered.

At the location of interest (black dot, 19�E, 62.5�N , Fig. 7c), Hs = 0 � 5.65 m is
modeled for the simulation period with ice concentration varying from aice = 0 � 0.98. The
presence of higher concentration ice for a longer period of time leads to poor prediction
of non-dimensional energy, E if fetch X is estimated using standard fetch laws with land
boundaries as the fetch origin (R2

 0.4 and a best fit slope m = 0.50, not shown here).
Note that the Pierson-Moskowitz limit for non-dimensional energy corresponding to pure
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Fetch from Eq. 12(a) Fetch from aice = 0.3 (b) Fetch from Eq. 12

��

�

R2 = 0.50 R2 = 0.52
m = 0.58 m = 0.72

Figure 10: Non-dimensional fetch, X versus non-dimensional energy E for fetch estimates with origin corre-
sponding to aice = 0.3 (a) and fetch estimates using the cumulative fetch algorithm (Eq. 12b) corresponding
to a location 19�E, 62.5�N, shown in Fig. 7c. The solid black line is the best-fit line and the dashed black
line are 95% confidence intervals. Colors represent the wind direction (meteorological convention) as a phase
between 0 � 2⇡. Orange dotted line is the non-dimensional energy limit for Pierson-Moskowitz spectrum.

wind seas is E = 3.64⇥10�3, and modeled energy in the extreme upper right is not expected
to fall on the best-fit line (Thomson and Rogers, 2014). For X estimates using aice = 0.3
as the fetch origin, E is correlated with R

2 = 0.50, p < 0.05 and the best fit slope is
m = 0.58, i.e., substantially less than the slope typically expected for wind-generated waves
(Fig. 10a). Yet, this best fit line with 95% confidence intervals explains most of the modeled
variability at this location. On the contrary with a cumulative fetch formulation, the best fit
slope between X and E increases to m = 0.72, even though the correlation remains similar
(i.e., R2 = 0.52, p < 0.05, Fig. 10b). Similar improvement in fetch scaling using a cumulative
fetch estimate is identified at multiple other neighboring locations (not shown here).

4.2. Implications for Stokes Drift

Stokes drift represents the mass flux associated with surface waves. Near-surface Stokes
drift is often comparable to circulation driven by other physical processes, and can modify
tracer dispersal in coastal ocean and shallow seas. Moreover, the Stokes drift magnitude
and Stokes drift shear are strongly dependent on the high frequency tail of the frequency
spectrum. Since wave-ice interaction filters out high frequency signal through wave dissipa-
tion, it is expected that Stokes drift will be weaker and any upper-water column mixing will
be inhibited in the MIZ. This change in Stokes drift and its shear has only received limited
attention in the MIZ (e.g., Smith and Thomson, 2016).

Near-surface Stokes drift magnitude |~u
St

|z=0 averaged for the month of March, 2018 is
di↵erent for simulations with and without wave-ice interaction (Fig. 11a,b). For simulation
RNI, Stokes drift magnitude is up to 0.10 ms�1 in the Bothnian Sea and slightly smaller in
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the Bothnian Bay. The general pattern of decrease in Stokes drift from south to north is
evident for the simulation with wave-ice interaction RI1, the magnitude is  0.05 ms�1 in
the northern Bothnian Sea and  0.02 ms�1 in the Bothnian Bay. This general reduction
in Stokes drift may have implications for pathways related to larval dispersal, transport and
recruitment.

The spectral energy density E(f) snapshot (March 13, 2018, 18:00:00) for simulations
RNI, RI1 and RI2 at location 19�E, 62.5�N is considered (black, blue and red lines, Fig. 11c).
The E(f) is diminished at almost all frequencies for simulations RI1 and RI2. High frequency
dissipation is stronger for the simulation assuming ice dissipation coe�cients for broken floes
(red, Fig. 11c). In absence of wave-ice interaction, the Stokes drift in the top 10 m of the
water column is of the order O(10�2

� 10�1) ms�1, decreasing by two orders of magnitude
for simulations with coe�cient of wave-dissipation corresponding to pancake ice and broken
floes (blue and red, Fig. 11d). Subsequently, the Stokes drift shear,

s✓
@uSt

@z

◆2

+

✓
@vSt

@z

◆2

(13)

is also weaker in presence of ice (Fig. 11e). Not only does the Stokes drift shear reduce,
the shape of near-surface shear also changes. In simulation RNI the shear rolls o↵ rapidly
near-surface due to the high frequency content of the frequency spectra. In absence of this
high frequency tail, the reduction in shear is gradual. These near-surface changes in Stokes
drift shear has potential implications for upper-water column mixing and gas transfer.

4.3. Role of Ice Thickness

The model development conducted for wave-ice interaction also allows for inputting the
ice thickness hice (this is an undocumented feature in the SWAN manual). Even though no
direct formulation exists for wave dissipation solely due to ice thickness, hice is a prognostic
variable available from sea-ice models (e.g., Community ICe CODE, CICE), and is also
available from new, experimental satellite-derived products (e.g., Soil Moisture and Ocean
Salinity, SMOS). Sea-ice thickness may also a play a role in wave dissipation. For example,
simulations conducted for the Barents Sea suggest that even if the ice concentration provided
to the model is similar to satellite observations, the simulated wave height and spectral
energy may still be over-estimated (Fig. 5a).

Previous studies have derived modified dispersion relationship by treating ice thickness
layer as a suspension of solid particles in water with known viscosity (e.g., Keller, 1998).
These analytical solutions suggest changes in wave propagation speed and subsequent at-
tenuation of wave energy. A more complicated approach suggests treatment of the ice-ocean
system as a homogeneous viscoelastic fluid overlying an inviscid fluid (Wang and Shen,
2010), which is implemented as the IC3 approach in WW3 (Rogers and Orzech, 2013). Pre-
liminary analysis on relating wave attenuation to pancake ice thickness have been tested
in the Weddell Sea, suggesting a strong relationship between the attenuation coe�cient as
a function of the wave period and ice thickness (Doble et al., 2015). Viscous propagation
models configured for grease and pancake ice have been used to simulate wave propagation,
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with ice thickness as a fitting parameter for model calibration (De Santi et al., 2018). Also,
considering relative success in expressing wave dissipation as an empirical function of aice,
with dissipation coe�cients determined from field experiments in di↵erent ice types, it is
possible to determine representative ice thickness from existing dataset and ongoing experi-
ments. Following the IC4M2 approach, empirical parameterizations for the decay rate ki(f)
can be developed as function of ice thickness (Rogers, 2019). These approaches are yet to
be developed and tested.

E
(f

)
(m

2
/H

z)
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Figure 11: Mean (March, 2018) near-surface Stokes drift magnitude, |~uSt
| over Gulf of Bothnia for simulation

without (a, RNI) and with (b,RI1) wave-ice interaction. (c) Spectral energy density versus frequency; (d)

Stokes-drift magnitude |~uSt
| and (e) Stokes-drift shear

q
(@uSt/@z)2 + (@vSt/@z)2 versus vertical coordinates

at location denoted by black square. Black, blue and red lines refer to simulations RNI, RI1 and RI2,
respectively. Colored text in (c) is the estimated mean square slope (Eq. 9b).

5. Summary

Regional surface wave propagation model Simulating WAves Nearshore (SWAN) is de-
veloped to simulate wave-ice interaction including reduced wind-generated waves in the
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presence of sea-ice, and wave dissipation. The wind generation process is modified by scal-
ing the wind-generation source term with the open-water fraction, while wave dissipation
process in presence of ice is simulated as an exponential wave energy decay as a function
of ice concentration and wave frequency, as established from empirical fits to field measure-
ments. This updated SWAN model is used to develop hindcasts for the Barents Sea and the
Gulf of Bothnia.

Model simulations with wave-ice interaction generally capture the spectral energy density
and dissipation at higher frequencies for the storm generated waves in the Barents Sea.
Di↵erences occur when the observed sea-ice is rigid, i.e., SWAN, even with the correct ice
concentration, produces energy variance much higher than those observed. In the shallow
seas of Gulf of Bothnia, both wave generation and dissipation change in the presence of
ice. Modeled significant wave height with wave-ice interaction compares reasonably well
with satellite altimeter based estimates, and suggests a decreasing wave height trend from
the Bothnian Sea to the Bothnian Bay, especially for late February and March, a trend
also evident in the field observations. The modeled surface wave dynamics in the Gulf of
Bothnia is further investigated to test modified fetch scaling laws for o↵-ice winds in the
MIZ. The non-dimensional wave energy scales well with a non-dimensional fetch determined
from a recently hypothesized cumulative fetch estimate as function of local ice concentration
and empirical coe�cients. In addition, one of the important findings from this work is the
change in near-surface Stokes drift and Stokes drift shear in presence of sea-ice in the Gulf
of Bothnia, which has consequences for Lagrangian transport and Langmuir turbulence.
Finally recommendations for future model development in SWAN for including dependency
of wave dissipation to ice thickness is considered. Future work will focus on application and
validation of SWAN in the coastal Arctic, along with the possibilities for coupling between
SWAN, regional ocean circulation model ROMS, and the sea-ice simulating model CICE.
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