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Abstract

The direct observation of water movement via Electrical Resistivity Imaging (ERI) can leverage the understanding of the

processes that lead to the occurrence of variable residence times (RT) within the Critical Zone (CZ). While hydrological

processes at natural landscapes are often space and time-variable, quantitatively estimating solute transport with ERI under

transient conditions is challenging due to necessary considerations of moisture states and electrical properties of the medium.

Here, we introduce the use of Periodic Steady State (PSS) theory applied to electrical resistivity of soils to provide a simple

solution to the problems and report a laboratory experiment to test the proposed method. We used a 1 m3 sloping lysimeter to

represent the hydrological functioning of natural hillslopes, equipped with electrodes to provide cross-borehole images of bulk

soil electrical conductivity and performed a 28-days experiment in which a periodic irrigation was applied. A saline tracer was

added to the lysimeter in two irrigation pulses and subsequent pulses were applied until the tracer was flushed out. ERT-surveys

and estimates of background soil-water conductivity were used to quantitatively estimate solute breakthrough throughout the

different cross-sections. Integrated lysimeter-scale images were superimposed with the water table progression throughout the

experiment to leverage the understanding of flow and transport processes responsible for the tracer mobilization. Our study

introduces a novel method for laboratory experimentation at mesocosm scales using ERT and provides valuable insight into the

role of water table dynamics in mediating the occurrence of variable flow pathways within hillslopes.
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Key points 12 

 13 

1. This study proposes a simple method for the study of solute movement using ERI under 14 

transient conditions. 15 

 16 

2. We applied a saline tracer onto a sloping soil lysimeter designed to reproduce the 17 

hydrologic behavior observed at the hillslope scale. 18 

 19 

3. Our analysis provided observational insight into the role of water table dynamics in solute 20 

export at natural hillslopes.  21 
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ABSTRACT  22 

The direct observation of water movement via Electrical Resistivity Imaging (ERI) can leverage 23 

the understanding of the processes that lead to the occurrence of variable residence times (RT) 24 

within the Critical Zone (CZ). While hydrological processes at natural landscapes are often space 25 

and time-variable, quantitatively estimating solute transport with ERI under transient conditions is 26 

challenging due to necessary considerations of moisture states and electrical properties of the 27 

medium. Here, we introduce the use of Periodic Steady State (PSS) theory applied to electrical 28 

resistivity of soils to provide a simple solution to the problems and report a laboratory experiment 29 

to test the proposed method. We used a 1 m3 sloping lysimeter to represent the hydrological 30 

functioning of natural hillslopes, equipped with electrodes to provide cross-borehole images of 31 

bulk soil electrical conductivity and performed a 28-days experiment in which a periodic irrigation 32 

was applied. A saline tracer was added to the lysimeter in two irrigation pulses and subsequent 33 

pulses were applied until the tracer was flushed out. ERI-surveys and estimates of background 34 

soil-water conductivity were used to quantitatively estimate solute breakthrough throughout the 35 

different cross-sections. Integrated lysimeter-scale images were superimposed with the water table 36 

progression throughout the experiment to leverage the understanding of flow and transport 37 

processes responsible for the tracer mobilization. Our study introduces a novel method for 38 

laboratory experimentation at mesocosm scales using ERI and provides valuable insight into the 39 

role of water table dynamics in mediating the occurrence of variable flow pathways within 40 

hillslopes. 41 

  42 



1. INTRODUCTION 43 

 44 

The critical zone (CZ) is the region that extends from the bottom of the bedrock aquifer to the top 45 

of the plant canopies and it is where most the hydro-biogeochemical fluxes relevant to sustaining 46 

life on the planet take place (Chorover et al., 2007). The knowledge of transport-related 47 

phenomena at the subsurface is of great relevance for the understanding of CZ structure and 48 

functioning (Brooks et al., 2015), since it can inform the extent to which fresh water interacts with 49 

mineral surfaces, influencing the overall equilibrium of weathering reactions (Maher, 2010, 2011) 50 

and release of nutrients (Brantley et al., 2007). The spatial variability of weathering rates and 51 

mineralogy seen in natural landscapes can be explained in part by variable water fluxes and 52 

residence times imposed by topographic gradients (Lybrand and Rasmussen 2014, 2018; Zapata-53 

Rios et al., 2015; Vazquez-Ortega et al., 2016) and heterogeneous soil properties. This natural 54 

variability is often accounted for by studying such interactions processes at the hillslope scale 55 

(Dontsova et al., 2009; Heimsath et al., 2013; Pohlman et al., 2016).  56 

Most attempts to characterize residence times of water are based on the analysis of the aggregated 57 

catchment response (see review by McGuire and McDonnell, 2006), in which time-series of 58 

concentrations of one or multiple tracers are used in conjunction with rainfall and discharge values 59 

to infer transport properties of catchments. While such methods are useful, they can only provide 60 

a lumped representation of transport within hydrologic systems, and therefore lack local-scale 61 

process description. The study of local-scale flow and transport processes cannot only provide a 62 

physical interpretation of water transit times (Pangle et al., 2017), but is also a necessary step 63 

towards the improvement of watershed models, which commonly lack combined flow and 64 

transport processes description (McDonnell and Beven, 2014). In this way, the tracking and 65 

quantification of tracer movement allows for the direct observation of velocities and residence 66 

times of water within the subsurface, providing a great opportunity for understanding the internal 67 

functioning of the CZ.  68 

In the last 25 years, electrical resistivity imaging (ERI) has been widely used as a non-invasive 69 

tool for investigating solute transport in the subsurface (Binley et al., 1996; Kemna et al., 2002; 70 

Singha and Gorelick, 2006; Koestel et al., 2008; Wehrer and Slater, 2015). ERI-methods are 71 

subject, however, to uncertainties arising from the ill-posedness and non-uniqueness of the 72 



inversion process (Binley et al., 2015). Moreover, the soil bulk electrical conductivity (𝜎𝑏) 73 

estimated through ERI surveys is controlled by multiple variables. In order to convert the estimates 74 

of 𝜎𝑏 into fluid conductivity (𝜎𝑓), estimates of soil porosity (𝜙), water saturation (𝑆), and 75 

eventually soil-surface conductivity (𝜎𝑠) are needed. This poses additional challenges to the 76 

quantitative assessment of solute transport through ERI methods.  77 

Numerous strategies have been employed in order to circumvent the latter issue. One way forward 78 

is utilizing the parameters for petrophysical functions relating 𝜎𝑏 and its controlling variables 79 

(Friedman, 2005; Samouelian et al., 2005). However, information on such parameters for different 80 

kinds of soils are rarely available, adding the necessity of laboratory experiments (Rhodes, 1981; 81 

Grunat et al., 2013). Even in the case of laboratory-retrieved petrophysical parameters, the 82 

application of sample-based relationships to an ERI image will not necessarily be successful 83 

(Wehrer and Slater, 2015), since it will not account for the heterogeneity found in soils. Another 84 

alternative consists of imposing or assuming steady state (SS) conditions at either saturated or 85 

unsaturated conditions (Binley et al., 1996; Slater, 2002; Alumbaugh et al., 2004; Koestel et al., 86 

2008), which is commonly performed in controlled experiments. Its main disadvantage comes 87 

from the limited range of processes that can be reproduced, as the majority of hydrological 88 

processes occurring in natural landscapes do not take place at steady-state conditions. 89 

Nonetheless, a simple approach that takes advantage of repeatability of an experiment can be 90 

developed that allows for a quantitative characterization of solute transport under unsteady state 91 

conditions with spatially varying degrees of saturation. When a given system is forced following 92 

a repetitive regime of inputs, its internal states and outputs will eventually repeat themselves, and 93 

the system will enter a periodic steady state regime (PSS). This is akin to the notion of driven 94 

harmonic oscillation, which occurs, for example, when a force is repeatedly applied to a pendulum.  95 

The concept of PSS has been applied as a condition for the application of the Periodic Tracer 96 

Hierarchy (PeRTH, Harman and Kim, 2014; Kim et al., 2016) method. The PERTH method was 97 

envisioned for the extraction of transit time distributions when different tracers are applied to a 98 

system and relies on the observation of tracer concentrations at the system’s outlet for its successful 99 

application (Wang et al., 2019). 100 

Here, we present a time-lapse ERI-based study of unsteady state solute imaging at the sub-meter-101 

scale using the PSS theory. Our experimental set-up utilizes a sloping 1 m3 soil lysimeter that aims 102 



at reproducing the hydrologic processes observed in natural hillslopes. We imposed a PSS by 103 

means of a repetitive irrigation schedule with the addition of a high-concentration saline tracer. 104 

The objectives of this paper are twofold: First, we propose a straightforward method for the 105 

estimation of tracer movement using ERI in that it does not require the fitting of parameters from 106 

petrophysical relationships and can be used to understand solute transport at transient conditions. 107 

Second, we use the retrieved images of the tracer movement throughout the irrigation experiment 108 

to characterize the (internal) flow and transport processes ultimately leading to the observed 109 

(external) tracer breakthrough. 110 

 111 

2. SOLUTE TRACKING UNDER PERIODIC STEADY STATE 112 

2.1. PROCEDURE FOR SOILS WITH NEGLIGIBLE SURFACE CONDUCTIVITY 113 

For non-conductive soils, the soil bulk electrical conductivity (𝜎𝑏 , 𝑖𝑛 𝜇𝑆 𝑐𝑚⁄ ) can be explained as 114 

a function of the conductivity of the soil water (𝜎𝑓), porosity (𝜙) and water-saturation (𝑆), and is 115 

described by Archie’s law (Archie, 1942) as:  116 

𝜎𝑏 = 𝜎𝑓𝜙𝑚𝑆𝑛 (1) 117 

where 𝑚 is the cementation exponent, and 𝑛 is the saturation exponent. In order to obtain values 118 

of 𝜎𝑓 from 𝜎𝑏 , the remaining variables and exponents need to be estimated. Under SS, the term 119 

𝜙𝑚𝑆𝑛 remains constant throughout the course of the injection, and the tracer migration can be 120 

analyzed by the ratio (𝜎𝑟𝑎𝑡) between post-injection data-frames (𝜎𝑏𝑝𝑜𝑠𝑡
) at an arbitrary time 𝑡, and 121 

the background conductivity image, 𝜎𝑏𝑝𝑟𝑒
: 122 

𝜎𝑟𝑎𝑡(𝑡) =
𝜎𝑏𝑝𝑜𝑠𝑡

(𝑡)

𝜎𝑏𝑝𝑟𝑒
(𝑡)

=
𝜎𝑓𝑝𝑜𝑠𝑡

(𝑡)𝜙𝑚𝑆𝑛

𝜎𝑓𝑝𝑟𝑒
𝜙𝑚𝑆𝑛

(2) 123 

where 𝜎𝑓𝑝𝑜𝑠𝑡
 is the post-injection fluid conductivity and 𝜎𝑓𝑝𝑟𝑒

 is the pre-injection fluid conductivity. 124 

The evolution of the conductivity ratio through time can be seen as a breakthrough curve of relative 125 

concentration under the assumptions of (1) full saturation (S = 1), (2) changes in 𝜎𝑏 occur only due 126 

to changes in 𝜎𝑓, and (3) 𝜎𝑓 is a linear function of salt concentration (Binley et al., 1996). Examples 127 

of this approach include the pixel-based breakthrough curves estimated by Binley et al., (1996), or 128 

the voxel-based breakthrough curves estimated by Slater et al., (2000). Assuming that pre-injection 129 



values of fluid conductivity can be estimated, equation 2 provides a solution of  𝜎𝑏,𝑝𝑜𝑠𝑡. Slater et 130 

al., (2002) used water samples collected from wells to both estimate the pre-injection 𝜎𝑓 and 131 

validate ERI-based breakthrough curves, finding good agreement for both magnitude and timing 132 

of tracer peaks. Koestel et al., (2008) successfully estimated the tracer breakthrough within an 133 

undisturbed soil monolith at unsaturated steady-state conditions by a similar approach. They 134 

assumed uniform distribution of 𝜎𝑓 prior to tracer injection and validated the internal breakthrough 135 

results by comparing ERI-estimates of 𝜎𝑓 with observations based on time domain reflectometry 136 

(TDR). For unsteady state conditions, the above-mentioned simplifications cannot be made since 137 

the factor 𝑆𝑛 will vary over time and space. In this case, knowledge of the exponents in equation 138 

1 is needed. Wehrer and Slater (2015) characterized the tracer breakthrough of the seepage water 139 

of a laboratory lysimeter under transient unsaturated conditions by comparison of shape measures 140 

(Koestel et al., 2011) of the breakthrough curves. In their study, they obtained values of 𝜎𝑓 by 141 

applying laboratory derived petrophysical functions (Grunat et al., 2013) onto the ERI-retrieved 142 

values of 𝜎𝑏.  143 

We define a PSS-cycle as the period where hydrologic states and fluxes are repeated (Harman and 144 

Kim, 2014). This can be achieved for example by repeating an irrigation sequence separated by 145 

equal time intervals. Under PSS, the variables in 1 become a function of the time relative to the 146 

beginning of a cycle (𝑡∗): 147 

𝜎𝑏(𝑡∗)  = 𝜎𝑓(𝑡∗)𝜙𝑚𝑆(𝑡∗)𝑛. (3)  148 

The internal states and outputs achieved within a PSS-cycle will result from an interplay between 149 

internal properties (porosity, hydraulic conductivity and retention characteristics) and the input 150 

sequence: if, for example, the system under study is a soil lysimeter subject to an irrigation 151 

schedule, moisture states and fluxes can vary from saturated to unsaturated conditions both in 152 

space and time depending on the intensity and duration of the imposed irrigation sequence.  153 

The experiment begins by first forcing the system to reach PSS by periodically adding water with 154 

background tracer concentrations and conductivity. We call this period “warmup” (𝑤), which leads 155 

to the response of a warmup cycle as: 156 

𝜎𝑏(𝑡𝑤
∗ )  = 𝜎𝑓(𝑡𝑤

∗ )𝜙𝑚𝑆(𝑡𝑤
∗ )𝑛, (4)  157 



where 𝑡𝑤
∗  is the time relative to the beginning of the warmup cycle. After PSS reached, the progress 158 

𝜎𝑏 within a cycle will be repeated at every cycle. The estimation of a representative warmup cycle 159 

can therefore be taken from any cycle within PSS conditions, or an average of all warmup cycles 160 

to account for between cycle variability that can potentially arise due to failure in repeating the 161 

exact input sequence. After that, an “injection” cycle is performed, in which water with contrasting 162 

concentrations (and conductivity) is applied. Subsequent cycles are then imposed with background 163 

concentrations until tracer recovery is satisfactorily achieved. The cycles from injection until the 164 

end of recovery are called active (𝐴), and the soil-bulk conductivity can be written as:  165 

𝜎𝑏(𝑡𝑘
∗)  = 𝜎𝑓(𝑡𝑘

∗)𝜙𝑚𝑆(𝑡𝑘
∗)𝑛 (5)  166 

where 𝑡𝑘
∗ is the time relative to the beginning of the 𝑘𝑡ℎ active-cycle. By dividing each active-cycle 167 

response by the warmup-cycle response, the following expression can be written for any active 168 

cycle: 169 

𝜎𝑏(𝑡𝑘
∗ )

𝜎𝑏(𝑡𝑤
∗ )

 =
𝜎𝑓(𝑡𝑘

∗ )

𝜎𝑓(𝑡𝑤
∗ )

∙
𝜙𝑚𝑆(𝑡𝑘

∗ )
𝑛

𝜙𝑚𝑆(𝑡𝑤
∗ )𝑛

, (6)  170 

Since the term 𝜙𝑚𝑆(𝑡)𝑛 is the same for warmup and active periods, we arrive at the estimation of 171 

𝜎𝑟𝑎𝑡 for the unsteady state case as: 172 

𝜎𝑟𝑎𝑡(𝑡𝑘
∗) =

𝜎𝑏(𝑡𝑘
∗)

𝜎𝑏(𝑡𝑤
∗ )

 =
𝜎𝑓(𝑡𝑘

∗)

𝜎𝑓(𝑡𝑤
∗ )

. (7)  173 

Similarly to the steady state case, assuming the pore-water conductivity prior to injection is 174 

estimated, equation 7 provides a solution for  𝜎𝑓 at any arbitrary time 𝑡. 175 

2.2. PROCEDURE FOR SOILS WITH SURFACE CONDUCTIVITY 176 

The bulk electrical conductivity of soils with significant surface conductivity follows a similar 177 

form as in equation 1, however with an additional term representing the solid surface intrinsic 178 

conductivity (𝜎𝑆 , 𝑖𝑛 𝜇𝑆 𝑐𝑚⁄ ). Here we represent 𝜎𝑏 following the model of Waxman and Smith 179 

(1968) as:  180 

𝜎𝑏 = 𝑤𝜎𝑓𝜙𝑚𝑆𝑛 + 𝜎𝑆 (8) 181 



where 𝑤 is a fitting parameter. In this case, the ratio-based solution presented in 2.1 will not yield 182 

a solution for 𝜎𝑓. To circumvent this issue, an additional warmup phase is required prior to the 183 

injection phase. The additional warmup phase will follow the same prescribed forcing but have 184 

different but known background tracer concentrations and conductivity. In this case, we re-write 185 

equation 6 as:  186 

𝜎𝑏1
(𝑡𝑤

∗ )  = 𝑤𝜎𝑓1
(𝑡𝑤

∗ ) 𝜙𝑚𝑆(𝑡𝑤
∗ )𝑛 + 𝜎𝑆 , (9) 187 

𝜎𝑏2
(𝑡𝑤

∗ )  = 𝑤𝜎𝑓2
(𝑡𝑤

∗ ) 𝜙𝑚𝑆(𝑡𝑤
∗ )𝑛 + 𝜎𝑆, (10) 188 

Where 𝜎𝑏1
 stands for the bulk conductivity during warmup with fluid conductivity 𝜎𝑓1

, while 𝜎𝑏2
 189 

stands for bulk conductivity during a second warmup period with fluid conductivity 𝜎𝑓2
. The 190 

difference between equations 10 and 9 yield: 191 

𝜎𝑏2
(𝑡𝑤

∗ ) − 𝜎𝑏1
(𝑡𝑤

∗ ) = 𝑤𝜙𝑚𝑆(𝑡𝑤
∗ )𝑛[𝜎𝑓2

(𝑡𝑤
∗ ) − 𝜎𝑓1

(𝑡𝑤
∗ )], (11) 194 

After rearranging the terms, we obtain an estimate of the product of unknown terms,𝜓 at any 192 

moment 𝑡∗: 193 

𝜓(𝑡∗) = 𝑤𝜙𝑚𝑆(𝑡𝑤
∗ )𝑛 =

𝜎𝑏2
(𝑡𝑤

∗ ) − 𝜎𝑏1
(𝑡𝑤

∗ )

𝜎𝑓2
(𝑡𝑤

∗ ) − 𝜎𝑓1
(𝑡𝑤

∗ )
. (12) 195 

Once estimated, 𝜓 can be used to solve for 𝜎𝑓 by subtracting each active-cycle response by a 196 

warmup-cycle response, allowing the following expression to be written for any active cycle: 197 

𝜎𝑏(𝑡𝑘
∗) − 𝜎𝑏𝑋

(𝑡𝑤
∗ ) =  𝑤𝜙𝑚𝑆(𝑡𝑤

∗ )𝑛[𝜎𝑓(𝑡𝑘
∗) − 𝜎𝑓𝑋

(𝑡𝑤
∗ )], (13) 198 

in which 𝑋 represents either first (1) or second (2) warmup background concentrations. By 199 

substituting 12 into 13 and rearranging accordingly one obtains: 200 

𝜎𝑓(𝑡𝑘
∗) − 𝜎𝑓𝑋

(𝑡𝑤
∗ ) =

𝜎𝑏(𝑡𝑘
∗) − 𝜎𝑏𝑋

(𝑡𝑤
∗ )

𝜓(𝑡∗)
, (14) 204 

As in the case of soils with negligible surface conductivity (equation 7), assuming known 201 

background pore-water conductivity of warmup periods 1 and 2 is, equation 14 provides a solution 202 

for  𝜎𝑓 at any arbitrary time 𝑡. 203 

 205 



3. MATERIALS AND METHODS 206 

3.1. The miniLEO lysimeter 207 

The miniLEO (Figure1-A) is a 10-degree sloping soil lysimeter with 1m3 capacity (0.5 m x 2.0 m 208 

x 1.0 m) located at the Biosphere 2 facility in Oracle, Arizona. The lysimeter is a small-scale 209 

replicate of the Landscape Evolution Observatory (LEO) artificial hillslopes (Pangle et al., 2015) 210 

constructed at the same facility. The interior walls and floor of the lysimeter are coated with a non-211 

conductive abrasion-resistant waterproofing system (DuralDeck, Euclid Chemical Company). The 212 

miniLEO rests on 4 load cells (Honeywell Model 41 Load Cell) and is equipped with a sprinkler-213 

based irrigation system composed by multiple sprinkler heads (not shown) that can be adjusted to 214 

deliver rain intensities ranging from 10 to 30 mm/h. For this experiment the irrigation system was 215 

adjusted for a single rain intensity (14mm/h, using 3 sprinkler heads) and multiple trial runs were 216 

performed to achieve a homogenous rainfall distribution over the soil surface. The lower-right end 217 

wall of the lysimeter act as a seepage face (at atmospheric pressure, no suction is applied at this 218 

boundary condition), and is composed of a perforated plastic sheet separated from the basaltic soil 219 

by a 10 cm basalt gravel layer. Seepage water is collected at a gutter and is routed to a tipping 220 

bucket (ONSET HOBO model RG3), allowing for the computation of the volumetric discharge 221 

out of the system. Discharge samples were collected at each hour throughout the course of the 222 

experiment. Vertically arranged Prenart® suction lysimeters at 5 different depths (5, 20, 35, 50 223 

and 85 cm) are located along 3 sampling verticals (at 0.65, 1.25 and 1.85 m from the left wall, 224 

Erro! Fonte de referência não encontrada.-A). Suction lysimeters are routed to an airtight acrylic 225 

box (not shown) containing reusable plastic veils for sample collection at each corresponding 226 

location. The acrylic box is connected to a vacuum pump adjusted for -0.5 Bar suction, allowing 227 

for simultaneous sample collection from all locations. Two sensors were co-located with the 228 

suction lysimeters (with an approximately separation of 5 cm in the x-direction): Decagon® MPS-229 

2 matric potential sensors, in this study were used to provide temperature readings and Decagon® 230 

5TM for measurements of volumetric soil water content.  Additionally, two Campbell CS451 231 

pressure transducers were installed at the lysimeter floor (triangles in Figure 1-A). 232 



 233 

 234 

235 

The material within the miniLEO is a basalt tephra extracted from a deposit in northern Arizona 236 

that was further ground on site to a loamy sand texture. The final texture distribution was achieved 237 

by sieving and remixing different size fractions of the original basalt so that a larger percentage of 238 

fines could be achieved (Dontsova et al., 2009). This procedure led to a final texture consisting of 239 

approximately 85% sand-size particles (≥ 50 and < 2000 µm), 12% silt-size particles (≥ 2 and < 240 

50 µm), and 3% clay-size particles (< 2 µm). The material, herein referred to as basaltic soil, is the 241 

same as in the LEO hillslopes and was chosen as part of the investigation of the coevolution of 242 

soils and landscape complexity mediated by physical and biogeochemical processes (Pangle et al., 243 

2015). The intended low content of fine particles (approx. 32 g kg-1) should allow for an easier 244 

detection of incipient secondary mineral formation (Pohlman et al., 2016). Even though clay-sized 245 

particles are present in the basaltic soil, no secondary minerals were estimated as part of the 246 

basalt’s mineralogical composition (Dontsova et al., 2009; Pangle et al., 2015; Pohlman et al., 247 

Figure 1 Schematic view the miniLEO soil lysimeter. A- Overview of the lysimeters dimensions, sampler locations, ERT verticals (C1 

through C5) along the walls and overall instrumentation. Triangles represent Campbell CS451 pressure transducers. The Coordinate 

system (x,y and z directions) used throughout the text is highlighted in the lower end of the lysimeter. The location of the vertical gravel 

layer is shown in brown. Aside from this layer, the lysimeters volume was filled with the basaltic loamy sand. A metallic structure (not 

shown here) responsible for supporting the lysimeters weight and keeping it at a 10o angle did not allow for a uniform distribution of 

ERT verticals along the y-axis. B- Depth distribution of stainless-steel electrodes (red) and water samplers (Prenart ® suction lysimeters 

– black circles).  

 



2016). In addition to that, we assumed that no considerable clay formation took place through the 248 

course of  the experiment, and a treatment of the soil according to the procedure for soils with 249 

negligible surface conductivity was followed (item 3.2).  250 

The basaltic soil was added to the lysimeter in December 2016, through a procedure consisting of 251 

sequentially adding 32 cm increments of loose soil, which were then compacted to 25cm. During 252 

this procedure, the first 10 centimeter from the seepage face were occupied by the original gravel-253 

size basaltic tephra to serve as a drainage layer. 254 

10 ERI verticals (located at y = 0.25, 0.55, 1.1 1.4, and 1.63) containing 10 electrodes each are 255 

distributed along both walls of the lysimeter, as seen in Figure1-A and B. The location of the ERI-256 

verticals was chosen in order to avoid overlap with sensor-verticals and also due to inaccessibility 257 

of certain portions of the lysimeter wall that were blocked by the metal structure responsible to 258 

keep the lysimeter at its 10 degree slope. This layout allows for acquisition of 5 cross-sectional 259 

resistivity images along different distances, hereafter referred as C1 through C5, in which the 260 

number 1 represents the upper most cross section (y = 0.25 m) and 5 the lower most (y = 1.63 m). 261 

The electrode distribution of each vertical follows a 10 cm interval spacing, with the exception of 262 

the first electrode position (Figure1-B). The electrodes consist of 3 mm diameter stainless steel 263 

rods secured through plastic cable glands installed through orifices at the lysimeter walls. The 264 

electrodes were installed prior to the soil packing and the orifices were sealed with the same non-265 

conductive water-proofing system used internally. 266 

3.2. Periodic steady state (PSS) experiment 267 

The PSS experiment described here served originally as an application of the Periodic Tracer 268 

Hierarchy (PERTH) method (Harman and Kim, 2014), designed to observe time-varying transit 269 

time distributions. While not intended to be an experiment for quantification of tracer movement, 270 

it conformed to all pre-requisites and experimental needs to test the proposed ERI-PSS method. 271 

The experiment was conducted between June 22nd and July 21st 2018 and consisted of 15 cycles 272 

(48 hours per cycle) in which a day with 2 consecutive rainfall pulses was followed by a dry day. 273 

Figure 2-A depicts the progression of the PSS cycles: During days with rain, two 3-hour-long 274 

pulses at a target intensity of 14 mm/hr were separated by 2 hours, and applied from 8:30 to 11:30 275 

and from 13:30 to 16:30, while during dry days there was no rainfall application. Figure 2-B 276 

highlights the three distinct moments of the experiment: Initially, a warm-up period, necessary for 277 



the system to reach a periodic steady state was imposed (the choice of 3 warm-up cycles is simply 278 

illustrative: the actual progression is shown in Figure 3). The warm-up irrigation water was kept 279 

at a background EC of 40 uS/cm (gray). Once PSS was achieved, irrigation water containing LiCl 280 

at 0.35g/l for a target conductivity of 1000 uS/cm was used with the rain system and applied to the 281 

lysimeter throughout a whole cycle (two rain-pulses, in green). Following the injection cycle, 282 

additional recovery cycles at background concentration were followed until water samples at the 283 

sampling locations reached pre-injection conductivity values. Soil-water samples from the suction 284 

lysimeters were collected at 9:00, 14:00 and 19:00 every day. The choice of this sampling scheme 285 

was related to availability of personal on site. 286 

 287 

 288 

Figure 2 Schematic of the 48 hours cycle of rain application imposed at the miniLEO lysimeter at target rainfall intensity 289 

rate. B – Schematic of the progression of the experiment, highlighting the existence of 3 distinct groups of cycles: warm-up, 290 

injection and recovery. Green color represents the contrasting concentration of the rain pulses of injection in comparison 291 

with background concentration of the other cycles (gray). Figures are not to scale and serve the purpose explaining the 292 

overall progression of the experiment. Here, the number of warm-up and recovery cycles are also illustrative. 293 

 294 

3.3. ERT measurements and data analysis 295 

 296 



3.3.1. Data acquisition and pre-processing 297 

Measurements of soil resistance (𝑅 −ratio of measured voltage between a pair of electrodes by the 298 

current injected between another pair or electrodes) were performed using the 8 channel Supersting 299 

R8 (Advanced Geosciences Inc.) resistivity meter. We followed a time-lapse cross-borehole 300 

survey designed to obtain 2D cross-sectional images at the 5 distances along the lysimeter. 2D 301 

cross-borehole configurations allow for quick image acquisition and have been widely used for 302 

studies of solute transport and plume migration in a variety of environments (Slater et al., 2000; 303 

Kemna et al., 2002; Looms et al., 2008; Perri et al., 2012; Bellmunt et al., 2016). A skip-dipole 304 

(Slater et al. 2000) measurement scheme with 2 and 3 electrode distances as the assigned skip, 305 

representing 248 measurements to be taken per cross-section (including reciprocals). A survey 306 

consisted of repeating the same scheme from cross-sections 1 through 5, resulting in a total of 307 

1240 measurements per run. A total of 1190 surveys were performed between June 22nd 2018 and 308 

July 21st 2018, with each survey taking approximately 35 minutes. Poor soil-electrode contact 309 

during dry days allied to the low-conductivity water used in the rain pulses made it impossible for 310 

all readings to be taken at all surveys. This led to a reduction of the total measurements to an 311 

average of 1182 per survey (237 measurements per cross section, in average). 312 

An error analysis procedure was conducted prior to the inversion. We first excluded obvious 313 

outliers by removing measurements with reciprocal error (𝜖𝑟𝑒𝑐𝑖𝑝, Slater et al., 2001) greater than 314 

5%, which resulted in a 7% reduction of the initial number of measurements. Following that, we 315 

estimated an error model for each survey in order to estimate weights to be used in the inversion 316 

(Slater et al. 2001, Koestel et al., 2008, Wehrer and Slater, 2015). This was done by binning the 317 

reciprocal measurements (R̅) values in 10 classes with increasing order of magnitude and fitting a 318 

linear relationship between binned values of 𝑅̅ and 𝜖𝑟𝑒𝑐𝑖𝑝, from which the slope and intercept were 319 

retained. 320 

 321 

3.3.2. ERI Inversion and post-processing 322 

The surveys were inverted with the code R3t (Binley, 2013), which estimates the spatial 323 

distribution of resistivities from measured potential and current values. We used the software 324 

Gmsh (Geuzaine and Remacle, 2009) to generate a three-dimensional finite element mesh 325 

consisting of 20640 tetrahedral elements with characteristic length of 5 cm. A time-lapse ERI 326 



inversion scheme based on the difference regularization method of Labrecque and Yang (2001) 327 

was used in this study. This method allows for faster convergence and tends to minimize systematic 328 

errors. First, a reference data-set to be used as the a priori model for subsequent inversions is 329 

inverted according to the following objective function: 330 

Ψ𝑑 = (Wd[𝒅 − 𝑓(𝒎)])2 + 𝛼(Wm𝒎)2, (15) 331 

Where 𝒅 is the vector of measured resistances (Οℎ𝑚), 𝒎 is the model vector of resistivities 332 

(Οℎ𝑚. 𝑚), 𝑓(𝒎) is the forward solution of the resistances, Wd is a matrix containing the data 333 

weights, Wm is the roughness matrix, which is used to generate a smooth solution by penalizing 334 

differences between adjacent values of modelled resistivities and 𝛼 is a smoothing parameter, 335 

which assigns a weight to the second term of the objective function. The first term of the objective 336 

represents the misfit between modelled and measured data, while the second is a measure of 337 

smoothness of the forward model. After the reference data-set is inverted, the data vector (𝒅) is 338 

modified for the subsequent data-sets as: 339 

𝒅 = 𝒅′ − 𝒅𝒓𝒆𝒇 + 𝑓(𝒎𝒓𝒆𝒇) (16) 340 

Where 𝒅′ is the vector of measured resistances at a subsequent time, 𝒅𝒓𝒆𝒇 represents the measured 341 

resistances used in the reference data-set and 𝑓(𝒎𝒓𝒆𝒇) is the forward solution of the reference data-342 

set. A new objective function based on the minimization of the differences between current and 343 

reference data-sets and the smoothness term is then calculated: 344 

Ψ𝑑 = (Wd[𝒅 − 𝑓(𝒎)])2 + 𝛼(Wm[𝒎 − 𝒎𝒓𝒆𝒇])
2

, (17)  345 

Two-dimensional cross-sectional resistivity images at the 5 transects were extracted from the 346 

inverted three-dimensional fields of resistivities and further converted to conductivity values 347 

(𝜇𝑆/𝑐𝑚). Since electrical conductivity is influenced by temperature (Campbell et al., 1948), the 348 

resulting conductivity values were corrected to a reference temperature by: 349 

𝜎𝑏(𝑇𝑟𝑒𝑓) =
𝜎𝑏(𝑇)

 1 + 0.02(𝑇 − 𝑇𝑟𝑒𝑓)
(18) 350 

Where  𝑇 is the in-situ temperature provided by the MPS2-2 matric potential sensors (see 3.1), and 351 

𝑇𝑟𝑒𝑓 is a reference temperature (25 oC). Measurements from the co-located temperature sensors 352 



were spatially interpolated and extrapolated to generate spatial temperature estimates at the cross-353 

sections at the different times. 354 

 355 

3.4. Chloride Breakthrough Analysis at PSS  356 

3.4.1. Estimation of Cross-Sectional panels of 𝝈𝒇 357 

In order to obtain final estimates of conductivity values at each cross-section according to the 358 

methods outlined in section 2, the following procedure was followed: First, the soil water 359 

conductivity (𝜎𝑓) measurements taken at each sampling location during warm-up cycles were 360 

temporally averaged and a single warmup cycle response (𝜎𝑓,𝑊) at each location was created. 361 

Following that, values 𝜎𝑓,𝑊 were spatially linearly interpolated at the locations of the cross-362 

sections. Second, estimated cross-sectional bulk conductivities from the warmup period were 363 

averaged onto a single warmup cycle response (𝜎𝑏,𝑊). As previously mentioned, the basaltic soil 364 

can be considered not to have significant surface conductivity. Therefore, the injection and 365 

recovery cycles were corrected following equation 7 producing cross-sectional estimates of soil-366 

water conductivity, 𝜎𝑓,𝐴. We obtained the chloride concentrations from soil-water samples 367 

(𝐶𝐶𝑙,𝑂𝑏𝑠) using a linear relationship calibrated in the laboratory (𝑟2 = 0.99)  relating chloride 368 

concentration (𝜇𝑚𝑜𝑙/𝐿) and electrical conductivity for the water (𝜇𝑆/𝑐𝑚) at 25oC as a reference 369 

temperature. Finally, ERI-based values of concentration (𝐶𝐶𝑙,𝐸𝑅𝑇) were obtained by converting 𝜎𝑓,𝐴 370 

into values of concentration using the relationship. 371 

3.4.2. Estimation of depth-averaged profiles of 𝝈𝒇 and velocity of center of mass  372 

We produced depth-averaged profiles of 𝐶𝐶𝑙,𝐸𝑅𝑇 at 10-cm spacing for visual assessment of chloride 373 

breakthroughs. For evaluation of the results, values of 𝐶𝐶𝑙,𝑂𝑏𝑠 from the 3 water sampling verticals 374 

were superimposed onto the ERI-cross sections by linear interpolation, while 𝐶𝐶𝑙,𝐸𝑅𝑇 values were 375 

averaged at the equivalent locations. Cross-sections 1 and 2 were compared with vertical 1 to avoid 376 

extrapolation of water-sampler data beyond the measurement verticals during the active period. 377 

We quantified the progression of the tracer at each cross-section by first estimating the center of 378 

mass of each image and computing the time necessary for the latter to reach different depths. 379 

3.4.3. 2-dimensional images of chloride concentration across the lysimeters length. 380 



In order to allow for a better assessment of the chloride movement across the lysimeters length, 2-381 

dimensional panels of chloride concentration from the moment of injection and onwards were 382 

created based on the spatial interpolation of depth averaged profiles across the domain of the 383 

lysimeter. Water table estimates obtained from the pressure transducers were linearly interpolated 384 

for the same region are also provided for this analysis. 385 

3.4.4. Chloride Mass Balance comparisons for the whole lysimeter. 386 

A comparison between observed and ERI-estimated chloride mass balances from the chloride 387 

injection and onwards were performed according to the following procedure. We first estimated 388 

the observed mass of chloride (𝑀𝑜𝑏𝑠)  within the lysimeter was estimated according to the 389 

following equation: 390 

𝑀𝑜𝑏𝑠(𝑡) = 𝐼(𝑡). 𝐶𝑖𝑛 −  𝑂(𝑡). 𝐶𝑜𝑢𝑡(𝑡) (19) 391 

Where 𝑡 represents the time stamp, 𝐼 is the irrigation flux (l/min), 𝐶𝑖𝑛 is the concentration of added 392 

chloride µmol/l, 𝑂 is the discharge out of the lysimeters seepage face (l/min) and  𝐶𝑜𝑢𝑡 is the 393 

chloride concentration at the discharge, in µmol/L. 𝐶𝑖𝑛 is taken to be constant since the barrels 394 

with irrigation water were previously mixed with LiCl. The ERI-based estimates of chloride mass 395 

within the lysimeter (𝑀𝐸𝑅𝑇) were estimated by multiplying the 2-dimensional panels of 396 

concentration described in the item 3.4.3 by 2-dimensional panels of water content taken as 397 

spatially interpolated fields from the original 5TM water content sensors. 398 

4. RESULTS and DISCUSSION 399 

 400 

4.1. Hydrologic assessment of the experiment 401 

 402 

The overall progression of the experiment can be seen in Figure 3. Seven warmup irrigation cycles 403 

occurred prior to the injection cycle (8th cycle), followed by another 7 recovery cycles. Figure 3A 404 

shows the irrigation intensity applied through the several pulses as well as measured seepage-face 405 

discharge, whereas the load-cell mass changes are shown in Figure 3B. The estimated mean 406 

rainfall intensity was 13 mm/hr per pulse, with a standard deviation of 3 mm/hr (Coefficient of 407 

variance of 23%). Such variability occurred due to malfunctioning of the micro-controller that 408 

adjusts the pressure at the inlet of the tubbing system that distributes water to the sprinklers. The 409 



resulting spatial distribution of irrigation intensities resulted in higher irrigation intensities closer 410 

to the seepage face was noted where the average intensity at the upper third was approximately 10 411 

mm/hr, followed by 12 and 15 mm/hr at middle-slope and seepage face thirds respectively. Even 412 

though the system quickly reached a PSS, as seen in the variations in mass (Figure 3B), additional 413 

cycles were performed due to the issues mentioned previously. Electrical issues within the data-414 

logging system during the cycles 1 and 3 led to poor estimation of mass and discharge values. 415 

Figure 3C shows the electrical conductivity of irrigation and discharge throughout the experiment. 416 

The irrigation water during warmup cycles was kept at an average of 41 𝜇𝑆/𝑐𝑚 with standard 417 

deviation of ± 2 𝜇𝑆/𝑐𝑚, while during injection a conductivity of 1040 𝜇𝑆/𝑐𝑚 was achieved (in 418 

black, Figure 3C). A delayed tracer response can also be identified where the discharge 419 

conductivity is seen to increase after the first cycle of the recovery period (Cycle 9, day 2 in Figure 420 

3-C).   421 

  422 

Figure 3 Hydrologic progress of the miniLEO lysimeter under a Periodic Steady State throughout the experiment. A- 423 

Irrigation (mm/hr) sequence applied throughout the experiment (black) and discharge (mm/hr) from the lysimeters seepage 424 

face (blue). B- Mass variations (kg) registered through the load cells indicate the increase in mass due to irrigation pulses 425 

and drainage periods. Equipment failure during the cycles 1 and 3 were responsible for missing values of mass which and 426 

poor estimates of discharge for those periods. C- Conductivities of irrigation (black) and discharge (red) fluxes.  427 



Additional insights on the hydrologic processes within a cycle can be gained by analyzing both 428 

external and internal responses. Figure 4A shows the responses of the representative 48-hour 429 

cycle, shown as the average of all observed cycles for irrigation, discharge and storage. It is 430 

possible to see the double peaked response in storage and discharge resulting from the sequential 431 

irrigation pulses, followed by a recession period. Furthermore, we estimated the water tables 432 

responses by linearly interpolating the observed values from the pressure transducers (Figure 1A) 433 

for a better assessment of the degrees of saturation occurring within the lysimeter. Figure 4B   434 

shows the approximate water table location at the instants 3, 5, 8, 16 and 48h. While initially 435 

absent, the water table rises to a first peak at t = 3h, followed by a quick recession due to the 436 

absence of rainfall between t = 3h and t = 5h. With the end of the second irrigation pulse  the water 437 

table reaches its second peak at t = 8h, which is followed by a recession (see t = 16h) and the 438 

absence of a water table characterizing the initial conditions of the cycle. 439 



 440 

Figure 4 Characteristic (average) hydrologic responses within one cycle. A - Sequence of two 2-hour long 441 

irrigation pulses (gray bars) separated by a 2-hour period resulting increasing storage (black dashed line) and 442 

discharge (blue dashed line), followed by a recession period. B - Approximate location of the water table 443 

measured by pressure transducers (red x symbols), linearly interpolated throughout the ERI domain (inner 444 

square). 445 

 446 

4.2. Warmup analysis 447 

 448 

Figure 5-A shows the average warmup soil-water conductivity (𝝈̅𝒇,𝑾)  per sampling location for 449 

the 3 sampling verticals over cycles 1 through 6.  Horizontal bars depict the temporal variability 450 

(as one standard deviation) observed throughout the warmup cycles. A gradient of increasing 451 



values 𝝈𝒇 with soil depth is suggested as a function of distance from the outlet. The pattern of 𝝈𝒇 452 

can be attributed to the release of solutes from the basaltic material into solution occurring as the 453 

result of geochemical weathering. An analysis performed by Pohlman et al., (2016) on the hydro-454 

geochemical behavior of the LEO hillslopes showed that the regions further from the outlet 455 

experience enhanced rates of weathering due to longer rock-water contact times and lower fluxes. 456 

 457 

During the warmup period the ERI-acquisition-system faced 2 stoppages, making it impossible to 458 

fully observe the cycles 5, 6 and 7. For this reason, we used cycles 1 through 4 for estimation of 459 

the pre-injection bulk conductivity values 𝝈𝒃,𝐖. For the purpose of visualization, Figure 5-B 460 

shows cross-sectional averages of bulk conductivity for those cycles. The repeatability achieved 461 

throughout the experiment can be seen as the spike in 𝝈𝒃 values due to the irrigation pulses 462 

(represented by the vertical lines), followed by a falling limb, associated with the decrease in soil 463 

moisture. It can also be seen that average values increase from the cross-section closest to the 464 

outlet (C5) to the cross-section located upslope (C1). This behavior can be attributed to a 465 

combination of average moisture contents per cross-section and the observed increase in values 466 

𝝈𝒇 between the outlet and the upper boundary of the lysimeter, as seen in Figure 5-A.  467 

 468 

 469 

Figure 5 Patterns of bulk conductivity and fluid conductivity during warmup. A- Average  𝝈𝒇 obtained for the 3 water 470 

sampling verticals from the suction cups for the warmup period. Horizontal bars represent the standard deviation of all 471 



measurements taken. The observed low variability in 𝝈𝒇 per sampling led to the choice of constant (average) values in 472 

solving for 𝝈𝒇 after injection. B-ERI measurements: cross-sectional averages of 𝝈𝒃 for cycles 1 through 4, used to estimate 473 

the pre-injection response. The 𝝈𝒃 trajectories over time illustrate the repeatability of the electrical conductivity as a 474 

response to a periodic oscillation of the internal variables. Vertical bars represent beginning and end of irrigation pulses 475 

for each cycle.  476 

 477 

4.3. Injection analysis 478 

Observed values of  𝝈𝒇 across all warmup cycles taken from the suction lysimeters were used to 479 

produce spatial estimates of background  𝝈̅𝒇,𝑾 for each cross-section (see Methods). We then 480 

normalized these cross-sectional estimates for each active cycle (𝝈𝒃,𝑨) by the respective average 481 

warmup cycle (𝝈𝒃,𝑾) and obtained estimates of 𝝈𝒇,𝑨 by applying equation 7.  After that we 482 

converted convert 𝝈𝒇,𝑨 into values of concentration using a laboratory-derived relationship (see 483 

Methods 3.4).  484 

The in-situ estimation of the spatial distribution of background conductivity (𝝈̅𝒇,𝑾) throughout the 485 

warmup cycle is arguably a critical step for the application of our ERI-PSS procedure, as these 486 

values will be used to normalize bulk conductivities for injection subsequent recovery cycles, as 487 

seen in Equation 7 and 14. As seen in Figure 1, two ERI cross sections fall outside of the water 488 

sampler domain, which lead to the extrapolation of sampled values of conductivity to C1 and C2. 489 

We suggest that other applications of this method should attempt to obtain sampled values of soil 490 

conductivity for regions both within as well as outside of the survey domain. The issue of prior 491 

determination of background fluid conductivity has been a common pre-requisite for other 492 

laboratory based ERI applications of solute monitoring (Slater et al., 2002; Koestel et al., 2008; 493 

Wehrer and Slater, 2017).  494 

While our sub-meter scale study might arguably be more adequate for laboratory settings, in which 495 

observations of background fluid conductivity are easier to obtain, some observations can be made 496 

about a possible field extension of the proposed method. First, the need for a warmup-period might 497 

be an asset for the determination of the background conductivities since a known conductivity to 498 

be previously used might help creating a more homogeneous 𝝈𝒇 field. Second, when previous 499 

background determination is not possible, the results reported as ratios between post-injection and 500 



background can still be useful for understanding important transport processes taking place at plot 501 

scale.  502 

 Panels of retrieved values of concentration are shown in Figure 6, for 4 different days at 14:00, 503 

starting from the injection cycle. Differences in tracer velocities along the lysimeter length are 504 

noticeable: while the fastest tracer movement can be seen closest to the bottom-most end (C5), a 505 

delayed response was observed at the top-most cross section (C5). Table 1-A summarizes this 506 

behavior, where estimated arrival times at different depths is shown for each cross-section. It can 507 

be seen that required time for the tracer to reach 0.8 m depth for cross-section C5 is almost twice 508 

as large as for C1 (10.3 days versus 6.3 days) with intermediate values happening for the cross-509 

sections in between. Different vertical velocities might also explain the different vertical extents 510 

of the tracer plume across y-distances. There is no clear differentiation between two tracer-labelled 511 

pulses for C1, whereas a visible larger spread can be seen in C5. We believe that the differences 512 

in velocities occur mainly due to the increasing rainfall intensities from C1 towards C5, as 513 

discussed in Section 4.1, Additionally, the region close to C5 is constantly under wetter conditions 514 

due to its proximity to the outlet, where saturation must occur in order for water to leave through 515 

the seepage face. On the other hand, the upslope regions are relatively drier due to longer distance 516 

between the water table and the soil surface (see for example the water table in Figure 4B at t = 517 

16h) . This length-dependent gradient of soil moisture will lead to a gradient in hydraulic 518 

conductivities which will promote the observed differences in tracer velocities.  Our results are in 519 

accordance with previous modeling studies of the system under study (Pangle et al., 2017) and 520 

agree with the hydrologic functioning of natural hillslopes with impermeable bedrock (Kirkby, 521 

1988; Graham and McDonnell, 2010). It is also possible to see a slight differential movement 522 

across the width (x-direction) for cross-sections C3 through C5, resulting in gentle slope in the 523 

observed plume. Since the skip-dipole scheme utilized should not result in any asymmetric features 524 

(as investigated in forward modelling exercises prior to the experiment – not shown here), this 525 

might indicate varying bulk densities resulting from a likely (although unintended) non-uniform 526 

packing of the soil.  527 

Figure 7 shows the depth-average profiles of retrieved concentrations versus the estimated 528 

concentrations from the water-samplers, where a good agreement in both timing of the tracer 529 

movement as well in magnitude of the chloride concentrations can be observed. In our system, the 530 



locations of the ERI cross-sections were chosen to be offset from the sampling verticals due to 531 

possible interferences in the flow fields by the Prenart suction lysimeters and co-located MPS2, 532 

both having their tubing and cables vertically routed to the floor of the lysimeter. In this way, we 533 

do not consider the suction lysimeter interpolated onto the cross-sectional images to provide the 534 

true fluid conductivity, but giving their proximity to the cross-sections and homogenous nature of 535 

the soil, we believe they represent adequate approximations of fluid conductivity. An observation 536 

must be made regarding cross-sections 1 and 2, which are located outside of the interpolated 537 

domain provided by sampling verticals, and in the absence of an appropriate extrapolated method 538 

were compared to data from the nearest sensors (vertical C1).  Different approaches have been 539 

used to circumvent the issue of validation of ERI-derived values of concentrations in other studies: 540 

In their saturated steady state experiment, Slater et al., (2002) used conductivity sensors located 541 

inside observation wells: Due to screening along the well lengths, mixing of water could occur and 542 

their values of conductivity could not be considered representative of point measurements. Koestel 543 

et al (2008) used TDR-based values of 𝜎𝑓 for validation. Although advantageous from the point of 544 

reducing the interference on water flow-paths, the sensors were located on the walls of the soil 545 

monolith, providing a local scale validation further from the center of the monolith. On the other 546 

hand, the internal breakthrough at unsteady state conditions investigated by Wehrer and Slater 547 

(2015) was only qualitatively evaluated and seepage water was used to validate their findings. We 548 

further calculated the coefficient of determination (r2) between 𝐶𝐶𝑙,𝐸𝑅𝑇 and 𝐶𝐶𝑙,𝑂𝑏𝑠 as a measure of 549 

goodness of fit. These results are highlighted in Table 1-B suggesting a good performance by the 550 

ERI estimates of chloride concentration, with overall high values of goodness of fit. It is possible 551 

to observe that C1 and C2 obtained the lowest r2 values, which might be related to the use of the 552 

nearest sampled values of conductivity of background conductivity. The diffuse character of 553 

electric fields (e.g. Kemna et al., 2002) and the smoothness imposed by the regularization scheme 554 

used in the inversion procedure play an important role when assessing ERI versus in-situ 555 

observations: It is important to note that comparing point specific values of concentration as shown 556 

in Figure 7 to sampled results are more useful when promoting a qualitative analysis than a precise 557 

comparison between observation and predicted quantities.  558 

 559 

 560 



 561 

 562 

 563 

Figure 6. Retrieved images of Chloride concentration per cross-section for different days with respect to the injection day 564 

(day 0) taken at a reference time (14:00). Note that the scale of the color bar is different between images from July 6th and 565 

8th (early response) and July 11th and 14th (late response). 566 

 567 

 568 
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 571 

 572 

Table 1. A- Estimated tracer arrival times at different depths. B- Goodness of fit between 𝐶𝐶𝑙,𝐸𝑅𝑇  and 𝐶𝐶𝑙,𝑂𝑏𝑠 573 

A 
     

 

Arrival time (days) 

Depth (cm) C.1 C.2 C.3 C.4 C.5 

10 0.5 2.1 0.4 0.2 0.4 

25 2.4 2.4 2.2 2.2 2.2 

50 4.7 4.4 3.3 2.6 2.4 

80 10.3 8.3 6.4 6.3 6.3 

      

B 
     

 

Goodness of fit (R2)  

                           C.1 C.2 C.3 C.4 C.5 

R2 0.79 0.80 0.87 0.89 0.95 

 574 



 575 

Figure 7. Depth-averaged ERI-derived concentrations versus measured concentrations at cross-sections C1 trough C5 at 576 

the same days as in Figure 5. Measured concentrations for each profile were obtained through interpolation of values at 577 

the sampling verticals.  578 

4.4. Lysimeter-scale solute breakthrough  579 

Here, we attempt to reconcile the 2D images of spatially interpolated chloride concentration 580 

described in Section 3.4.3 with the knowledge on the water table fluctuations to further investigate 581 

the lysimeter-scale chloride breakthrough, and explain the delayed response in discharge 582 

conductivity after the first recovery-period irrigation cycle (cycle 9, day 2), as seen in Figure 3-583 

C. 584 



Figure 8 provides an overlook of both ERI-derived solute movement and water table position at 585 

different times for the injection cycle (day 0) and first recovery cycle (day 2). The time stamps 586 

shown here were chosen to best represent the temporal dynamic described previously (see Figure 587 

4), in which t = 3h represents the first peak in water table at the end of the first irrigation pulse, t 588 

= 5h represents an intermediate water table height following a quick 2-hour recession prior to the 589 

second pulse, whereas t = 8h represents the water table at its highest level, immediately after the 590 

second irrigation pulse. Additionally, Figure 8G shows the progression of the Chloride 591 

concentrations measured at the seepage face, with the timesteps of snapshots shown as vertical 592 

bars.  593 

It can be seen that the tracer occupied a well-defined region within the first 25 cm of soil after the 594 

second irrigation pulse in day 0 (Figure 8C).  It is possible to see that no tracer response has been 595 

detected at the seepage face for that day whereas the highest water table levels reached for that day 596 

were located sufficiently far from the tracer-dominated region. On the other hand, on day 2 the 597 

tracer plume is pushed down further by the imposed irrigation pulses, allowing for a higher 598 

proximity between tracer dominated region and water table, which ultimately lead to the 599 

mobilization of the tracer. According to Figure 8F, most of the injected solute was placed above 600 

the water table at Day2, 8 hr. However, the solute concentration of discharge at that time is already 601 

high, which suggests the occurrence of lateral (along the y-direction) flow above the water table 602 

in the tension-saturated zone as the main process responsible for the quick tracer mobilization. The 603 

absence of an ERI cross-section closest to the seepage makes it impossible to accurately describe 604 

the chloride concentrations around that area, but the overall shape of the tracer plume suggests an 605 

even deeper depths were reached within that region. It is also important to observe the differences 606 

between water table heights between both days, in which malfunctioning of the irrigation system 607 

being most likely the cause for the lower values of irrigation for day 0, resulting in lower water 608 

table levels. An animation containing the variables in Figures 3 and 8 showing the progression of 609 

the experiment is provided as a supplement (See Supplements Section) to aid the interpretation of 610 

the results. 611 

Additional insights on the ability the proposed method to properly reproduce the chloride 612 

breakthrough within the lysimeter are presented in Figure 9, where the observed Chloride mass 613 

(𝜇mol) inside the lysimeter (red line) is compared to the ERI-based one (black dashed line). 614 



Highlighted as gray bars are the irrigation pulses applied throughout the period. The tracer 615 

injection, marked by the initial jump in 𝑀𝐶𝑙 at day 0 is followed by a period with constant values 616 

between days 0 and 2, while the extent of solute removal from the lysimeter observed as sequential 617 

drops in 𝑀𝐶𝑙 due to the applied irrigation pulses (gray bars). An overall good agreement can be 618 

seen, in which the ERI derived Chloride mass closely follows the mass-balance values, with the 619 

exception of the time period between days 1 and 2, in which the ERI based estimates show a visible 620 

increase in mass, even though the system does not experience any irrigation pulse during that time. 621 

Differences in mass within the system can also be seen for the two last irrigation cycles, marked 622 

by an overprediction of 𝑀𝐶𝑙 from ERI derived. 623 

4.5. Towards a local understanding of hillslope-scale processes 624 

The observation that hillslopes and catchments in general possess much faster runoff responses to 625 

rainfall events when compared to the delayed transit time responses has been subject to recent 626 

attention (Botter et al., 2010; Hrachowitz et al., 2013; McDonnel and Beven, 2014), and the 627 

differentiation between hydrologic responses in terms of celerity (i.e. hydraulic response) and 628 

velocity (i.e. velocity of water molecules) has been proposed as a path forward for the development 629 

of more physically sound watershed models. Verseveld et al., (2017) conducted a field-scale 630 

sprinkling experiment in a natural hillslope at the H. J. Andrews Experimental Forest in western 631 

Oregon and investigated the interplay between the slower, unsaturated (vertical), versus faster, 632 

saturated (lateral) flow paths, mediated by soil depths, in explaining the differences in celerity-633 

velocity responses. Scaini et al., (2018) performed a hillslope-scale sprinkling experiment at the 634 

Weierbach catchment in Luxembourg and observed that bedrock topography to be an important 635 

controlling factor on the orientation of subsurface flow pathways. Quick tracer mobilization across 636 

the tension saturated zone for the same soil lysimeter as in our study was also suggested by a 637 

modelling exercise in which a more intense and less spaced irrigation scheme was imposed to the 638 

lysimeter leading to higher water tables (Pangle et al., 2017) . 639 

While our study lacks the representation of field-scale heterogeneities such as in variable soil 640 

depths (Verseveld et al., 2018) and complex bedrock topography (Scaini et al., 2018), our choice 641 

for simple and controllable system allowed the observation of smaller scale processes that can be 642 

upscaled for leveraging hillslope scale understanding. The sequential solute release as discharge 643 

associated with periods with the occurrence of an active saturated zone highlight the dynamic role 644 



of water table fluctuations as a mediator between the occurrence of slower vertical versus faster 645 

lateral flow paths. It is worth noting that while the uniform soil depth and intense irrigation 646 

sequence imposed in our experiment might not be realistic for most natural hillslopes, the 647 

processes presented here can be associated with those of humid catchments, or seasonally 648 

occurring water tables. Additionally, while soil depth might play a more important role at 649 

controlling the occurrence of slower and faster flow paths at the hillslope scale (Verseveld et al., 650 

2017), we believe that our experiment can also be representative of near stream shallow water table 651 

dynamics. 652 

 653 



  654 

Figure 8. (a-f) Interpolated ERT-derived panels showing Chloride concentration in 𝝁mol/l throughout days 0 and 2 (tracer 

injection and following irrigation cycle). Dashed black lines indicate the approximate location of the water table, estimated 

by pressure transducer measurements at 2 points (circles). g. Estimated Chloride concentration from discharge samples, 

highlighting the time-steps for which the panels a-f were taken. 



 655 

Figure 9. Chloride mass inside the lysimeter starting from the injection day (day 0) and following the recovery 656 

cycles (day 2 onwards). The red line represents the Chloride mass estimated through the mass balance 657 

(𝑴𝒐𝒃𝒔, Eq. 19), whereas the dashed black line represents the ERI-derived values (𝑴𝑬𝑹𝑻). Irrigation pulses are 658 

shown as grey bars.  659 



5. SUMMARY AND CONCLUSION 660 

 661 

Adequate quantification of residence times of water in natural landscapes can reveal important 662 

mechanisms of CZ functioning. Existing theories on transit time’s distribution are commonly 663 

applied as lumped representations of hydrologic systems and lack confirmation from 664 

experiments that explicitly address the internal variability of flow and transport processes. 665 

 666 

ERI represents a consolidated tool for the tracking of tracers at the subsurface and has the 667 

potential to provide insight into residence times of water of natural systems. While the natural 668 

variability of biogeochemical processes at the CZ is highly correlated to landscape morphology 669 

which is commonly studied at the hillslope scale, laboratory experiments using ERI have so 670 

far focused on soil lysimeters or monoliths where vertical fluxes of water prevail. While the 671 

adequate representation of hillslope processes involves the consideration of variable moisture 672 

states and fluxes, such conditions have traditionally posed challenges for studies of tracer 673 

movement using ERI.  674 

 675 

This study introduced the use of ERI as a tool for the investigation of the processes leading to 676 

the varying residence times of water on a sloping soil lysimeter representing hydrologic 677 

processes common in natural hillslopes.  We present a simple method for quantification of 678 

tracer movement at the subsurface under transient conditions and varying moisture states over 679 

space and time. We demonstrated that the PSS theory (Harman and Kim, 2014) can be applied 680 

to the equations governing the electrical conductivity of soils to provide a simple solution to 681 

the tracer movement under complex conditions, and introduced  the experimental procedures 682 

to be carried for different soils, with respect to the existence of surface conductivity. Our 683 

method is advantageous over the existing approaches in that it does not require knowledge of 684 

petrophysical properties of the material for estimating fluid conductivities that can be applied 685 

at transient conditions.  686 

 687 

We imposed a regimented irrigation scheme at soil in the form of irrigation cycles, in which 688 

the internal states and fluxes would repeat themselves. We then added a conductive tracer to 689 

one of the cycles and retrieved values of fluid conductivity through a simple conversion based 690 



on the response recorded during the cycles prior to injection. This led us to quantitatively 691 

observe the internal tracer breakthrough and quantify the time necessary for the tracer to travel 692 

vertically through different regions of the lysimeter. We observed the differential movement 693 

of solutes in which shorter transit times were observed at regions closer to the outlet as opposed 694 

to the slower movement of the tracer at the upslope region. The observed difference was almost 695 

twofold, which considering the dimensions of our system can highlight the heterogeneity in 696 

hydrologic transport observed at the hillslope scale.  697 

 698 

Even though an exact estimate of observed fluid conductivity was not possible due to the 699 

location of water samples, our results show that the method could satisfactorily provide 700 

estimates of fluid conductivity and therefore tracer concentrations within the soil lysimeter. 701 

We suggest that similar studies using full 3D ERI surveys can provide better assessment 702 

between observed values and ERI estimates and provide a complete investigation throughout 703 

the intended control volume.  704 

 705 

Finally, we were able to explore the lysimeter-scale solute export at transient conditions, by 706 

combining the spatially distributed images of the tracer progression throughout the lysimeters 707 

length with the associated water table fluctuations. Our results highlight the role of water table 708 

fluctuations as a mechanism for the quick tracer mobilization and suggest the occurrence of 709 

such process for humid or seasonally humid regions, as well as near stream portions of 710 

hillslopes.  711 

 712 

 713 

  714 
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