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Abstract

Effective radiative forcing (ERF) is evaluated in the ACCESS1.0 General Circulation Model (GCM) with fixed land and sea-

surface-temperatures as well as sea-ice. The 4xCO2 ERF is 8.0 Wm-2. In contrast, a typical ERF experiment with only fixed

sea-surface-temperatures (SST) and sea-ice gives rise to an ERF of only 7.0 Wm-2. This difference arises due to the influence of

land warming in the commonly used fixed-SST ERF experimental design, which results in: (i) increased emission of longwave

radiation to space from the land surface (-0.45 Wm-2) and troposphere (-0.90 Wm-2), (ii) reduced land snow-cover and albedo

(+0.17 Wm-2), (iii) increased water-vapour (+0.49 Wm-2), and (iv) a cloud adjustment (-0.26 Wm-2) due to reduced stability

and cloudiness over land (positive ERF) counteracted by increased lower tropospheric stability and marine cloudiness over

oceans (negative ERF) . The sum of these radiative adjustments to land warming is to reduce the 4xCO2 ERF in fixed-SST

experiments by ˜1.0 Wm-2. CO2 stomatal effects are quantified and found to contribute just over half of the land warming

effect and adjustments in the fixed-SST ERF experimental design in this model. The basic physical mechanisms in response to

land warming are confirmed in a solar ERF experiment. We test various methods that have been proposed to account for land

warming in fixed-SST ERFs against our GCM results and discuss their strengths and weaknesses.
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Abstract 32 

Effective radiative forcing (ERF) is evaluated in the ACCESS1.0 General Circulation Model (GCM) with 33 

fixed land and sea-surface-temperatures as well as sea-ice. The 4xCO2 ERF is 8.0 Wm-2.  In contrast, a 34 

typical ERF experiment with only fixed sea-surface-temperatures (SST) and sea-ice gives rise to an 35 

ERF of only 7.0 Wm-2. This difference arises due to the influence of land warming in the commonly 36 

used fixed-SST ERF experimental design, which results in: (i) increased emission of longwave 37 

radiation to space from the land surface (-0.45 Wm-2) and troposphere (-0.90 Wm-2), (ii) reduced 38 

land snow-cover and albedo (+0.17 Wm-2), (iii) increased water-vapour (+0.49 Wm-2), and (iv) a cloud 39 

adjustment (-0.26 Wm-2) due to reduced stability and cloudiness over land (positive ERF) 40 

counteracted by increased lower tropospheric stability and marine cloudiness over oceans (negative 41 

ERF) . The sum of these radiative adjustments to land warming is to reduce the 4xCO2 ERF in fixed-42 

SST experiments by ~1.0 Wm-2.  CO2 stomatal effects are quantified and found to contribute just 43 

over half of the land warming effect and adjustments in the fixed-SST ERF experimental design in this 44 

model. The basic physical mechanisms in response to land warming are confirmed in a solar ERF 45 

experiment. We test various methods that have been proposed to account for land warming in 46 

fixed-SST ERFs against our GCM results and discuss their strengths and weaknesses. 47 

 48 

Plain language summary 49 

Radiative forcing measures the energy imbalance caused by anthropogenic activities (such as 50 

emissions of CO2, other greenhouse gases or aerosols) or natural events (such as volcanic eruptions).  51 

There are various definitions of radiative forcing, with the most commonly used being the ‘effective 52 

radiative forcing’ which measures the energy imbalance after allowing for atmospheric 53 

temperatures, water vapour and clouds to adjust to the forcing agent, while keeping surface 54 

conditions (specifically temperature) unchanged. However in complex climate models it is difficult to 55 

prescribe land temperatures, so in practice ERF estimates are generally contaminated by the 56 

radiative effect of land temperature change and responses to it.  Here we quantify this effect for the 57 

first time, finding that for 4xCO2, the ERF is reduced by ~1.0 Wm-2 (~14%) in a typical climate model 58 

ERF experiment due to land warming and its impact on temperatures, water-vapour, clouds and 59 

surface albedo.  60 
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1. Introduction 61 

Radiative forcings have long been used to compare and rank the drivers of past and future climate 62 

change (e.g. Shine and Forster, 1999; Shine et al., 2003; Hansen et al., 2005). Various definitions of 63 

radiative forcing have emerged over the years (Ramaswamy et al. 2018), each with their own 64 

strengths and weaknesses (Hansen et al. 2005). ‘Effective radiative forcing’ (ERF) is now the most 65 

widely adopted definition of radiative forcing (Myhre et al., 2013; Boucher et al. 2013; Sherwood et 66 

al., 2015; Forster et al., 2016; Ramaswamy et al. 2018) since it has been found to be the best 67 

predictor of the resulting climate response (Shine et al., 2003; Hansen et al., 2005; Richardson et al., 68 

2019), measured by global-mean surface-air-temperature change, ΔT. 69 

Myhre et al. (2013) defined ERF to be the “change in the net TOA downward radiative flux after 70 

allowing for atmospheric temperatures, water vapour and clouds to adjust, but with surface 71 

temperature or a portion of surface conditions unchanged”.  Hence ERF not only includes the 72 

‘instantaneous radiative forcing’ (IRF) (i.e. the instantaneous change in radiative flux caused by the 73 

introduction of a forcing agent) but also any other responses (often called ‘adjustments’) to forcing 74 

that are not mediated by surface temperature change (Boucher et al. 2013; Sherwood et al., 2015; 75 

Ramaswamy et al., 2018). 76 

A self-consistent forcing-feedback framework requires forcing adjustments to be separated from 77 

feedback by identifying radiative responses that are not mediated by ΔT (Shine et al., 2003; Hansen 78 

et al., 2005; Sherwood et al., 2015; 2020).  In practice however, this separation is inconsistent with 79 

the way the community generally calculates ERF in General Circulation Models (GCMs), which use 80 

the recommended method of only fixing sea-surface-temperatures and sea-ice fraction (e.g. Myhre 81 

et al., 2013; Forster et al., 2016; Pincus et al., 2016) with land temperatures being free to respond1.  82 

This is partly a pragmatic recommendation since prescribing land surface conditions in a GCM – 83 

while possible – presents a technical challenge (see Hansen et al, 2005; Ackerley and Dommenget, 84 

2016; Ackerley et al., 2018). Indeed Hansen et al. (2005) were unable to find a satisfactory method in 85 

their own model, but noted this may be due to their model-specific formulations. Only Shine et al. 86 

(2003) have provided ERF estimates with fixed surface temperatures everywhere, but this was only 87 

achievable in a GCM of ‘intermediate complexity’ which they defined as having ‘physical 88 

parameterisations (radiation, clouds, surface flux) … typical of what would have been state of the art 89 

in the 1980s’.  90 

Hence in typical GCM fixed-SST ERF calculations land temperatures are free to respond to the forcing 91 

and so some ΔT-mediated responses may arise that might be better considered a feedback and so 92 

contaminate the ERF calculation. Hansen et al. (2005) proposed a correction to the fixed-SST method 93 

to account for this by assuming the radiative response to ΔT arising from land temperature change 94 

could be calculated from the model’s long-term feedback parameter.  Smith, Kramer and Myhre et 95 

al. (2020) provide an alternative approach where the radiative effect of the land surface 96 

temperature change is calculated using radiative kernels and subtracted from the ERF. Tang et al. 97 

(2019) also use a kernel approach but additionally calculate other radiative responses that can 98 

reasonably be assumed to be associated with the land surface temperature change, such as changes 99 

in surface albedo and a component of tropospheric temperature (assumed to be vertically uniform 100 

 
1 An alternative method for estimating ERF is the Gregory-type regression method (Gregory et al., 2004), but 
here our focus is on the fixed-SST GCM experiments to determine ERF. Note that the two methods are in 
principle different (see Summary and Discussion, Section 5). 
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and equal to that of the surface) and associated water-vapour change. None of these methods have 101 

been tested against a GCM calculation of ERF with fixed surface temperatures over land as well as 102 

SST, something we aim to do here. 103 

Here we use the modelling framework of Ackerley and Dommenget (2016) and Ackerley et al. (2018) 104 

for prescribing land temperatures in the Australian Community Climate and Earth System Simulator 105 

(ACCESS) GCM to calculate ERF in both a fixed-SST and fixed surface temperatures (SST and land) (Ts) 106 

experimental design in a complex GCM for the first time. This allows us to isolate and quantify the 107 

radiative effect and adjustments associated with land temperature change in the commonly used 108 

fixed-SST ERF experimental design, provide a physical description of the relevant processes and test 109 

the various methods that have been proposed to account for land warming effects in ERFs. Our 110 

principle focus is on a forcing from a quadrupling of CO2, but we also isolate a CO2 stomatal-111 

conductance effect by analysing experiments with different biogeochemical couplings. We further 112 

check the robustness of the basic physical processes we describe by a comparison to an ERF from a 113 

change in the solar constant. The experimental design therefore allows the effects of land warming, 114 

reduced atmospheric radiative cooling and plant transpiration in response to increased CO2 to be 115 

separated. Chadwick et al. (2019) provide a description of the circulation and precipitation changes 116 

in these experiments, while Kamae et al. (2019) analysed the seasonality of the marine low cloud 117 

adjustments. Here our focus is on the ERF and adjustments in these experiments. 118 

 119 

2. Method 120 

2.1 GCM Experiments 121 

We use the Prescribed Land AMIP (PLAMIP) v1.0 dataset as described in Ackerley et al. (2018). The 122 

GCM used in PLAMIP is an atmosphere-only configuration of ACCESS1.0. ACCESS1.0 is a CMIP5 123 

generation model and described in detail in Bi et al., (2013). However the version of ACCESS1.0 used 124 

in PLAMIP has a horizontal grid spacing of 3.75∘ (longitude) × 2.5∘ (latitude) and 38 vertical levels, 125 

which is slightly lower in horizontal resolution than the ACCESS1.0 submissions to CMIP5. ACCESS1.0 126 

shares the same atmospheric physics as that of the Hadley Centre Global Environmental Model 127 

version 2 (HadGEM2) (Martin et al., 2011) and the same land surface scheme, namely the Met Office 128 

Surface Exchange Scheme (MOSES) version 2.2 (Essery et al., 2003). MOSES is a somewhat simpler 129 

scheme than more recent developments used in the latest (e.g. CMIP6) generation of models, such 130 

as its successor in either the HadGEM family of models (which now use the Joint UK Land 131 

Environment Simulator, JULES, Best et al., 2011) or the ACCESS family of models (which now use The 132 

Community Atmosphere Biosphere Land Exchange, CABLE, model, e.g. Kowalczyk et al., 2013). A 133 

dynamic vegetation scheme is not included, so vegetation cover is fixed. Note that the similarity of 134 

ACCESS1.0 to the HadGEM family of models is useful for assumptions made in Section 2.2. 135 

The control simulation is an AMIP type simulation (e.g. Gates et al., 1999), i.e. the AGCM is 136 

prescribed with seasonally varying monthly-mean observed SSTs and sea-ice fraction, land 137 

temperatures being free to evolve.  Forcing levels, e.g. greenhouse gas levels and aerosol emissions, 138 

are kept constant as described in Ackerley et al. (2018). The background climatology is to some 139 

extent immaterial for ERF simulations (Forster et al., 2016) but is described and evaluated in detail in 140 

Ackerley et al. (2018) and is found to compare well against observations and is comparable with 141 

other CMIP5 generation models (in terms of 1.5 m temperature, precipitation and mean sea level 142 
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pressure biases). From this control simulation, three fixed-SST ERF simulations are performed: (i) CO2 143 

is quadrupled from 346ppm to 1384 ppm (4xCO2), (ii) CO2 is quadrupled only in the radiation 144 

scheme, the vegetation scheme continues to ‘see’ control levels of CO2 (4xCO2-rad), and (iii) an 145 

increase in the solar constant by ~3.3% from 1365 Wm-2 to 1410.7 W m−2 (+Solar).  4xCO2-rad follows 146 

the analogous experimental design of Doutriaux-Boucher et al. (2009) who showed that plant 147 

physiological processes – specifically a reduced stomatal opening in the plant’s leaves in response to 148 

elevated CO2 (e.g. Field et al., 1995) – can have a large impact on CO2 ERF.  This occurs via reduced 149 

evapotranspiration which influences moisture availability, boundary layer humidity and cloud cover, 150 

temperature and precipitation, amongst other things (e.g., Andrews et al., 2011; Arellano et al., 151 

2011; Andrews and Ringer, 2014).  The comparison of 4xCO2 to 4xCO2-rad allows us to quantify this 152 

effect, and since such CO2 physiological processes will not occur under non-CO2 forcings, inhibiting 153 

this process (4xCO2-rad) allows a clean comparison of physical processes with those in the +Solar ERF 154 

experiment. 155 

To generate ERF simulations with fixed land temperatures as well SSTs, the surface temperature, soil 156 

moisture and deep soil temperatures from the AMIP control simulation (described above) is saved 157 

and then used in re-runs of both the control and perturbation ERF simulations with those fields 158 

prescribed. Full details of the experimental setup are given in Ackerley et al. (2018) and further 159 

details on developing the prescribed land method are described by Ackerley and Dommenget (2016) 160 

and so a brief description of the experiments is given here. Three-hourly surface temperature, soil 161 

moisture and deep soil temperature are taken from the control simulation (i.e. free running land 162 

conditions) described above. The three-hourly fields are read in by the prescribed land model where 163 

they are interpolated in time to allow the fields to be updated hourly (details of the physical changes 164 

are described in Ackerley et al., 2018). Timestep frequency data is not used because of practical 165 

limitations of reading in such large datasets (Ackerley et al. 2018). However, Ackerley and 166 

Dommenget (2016) showed that a simulation using timestep data was almost indistinguishable from 167 

another using interpolated three-hourly data. By using three-hourly surface temperature, soil 168 

moisture and deep soil temperature, the model will retain a diurnal cycle in each of those fields as 169 

well as physical consistency between them (i.e. each prescribed field is dependent on the other and 170 

so it is important to prescribe all three). The prescribed land simulations therefore closely mimic the 171 

intended (freely evolving land) control experiment for the entirety of their simulation (discussed in 172 

detail in Ackerley et al., 2018). 173 

An important limitation is that the method cannot prescribe surface temperatures over both the 174 

permanent ice sheets (Greenland and Antarctica) and over sea-ice (Ackerley and Dommenget, 2016; 175 

Ackerley et al. 2018). While this has negligible impact on the climatology of these simulations 176 

(Ackerley et al., 2018) we do find that that global-mean surface temperature change, ΔTs, is close to 177 

– but not precisely – zero in our ERF experiments, and this results in a small but non-zero surface 178 

temperature and Planck adjustment in our results (see Section 3). While imperfect we accept this as 179 

a technical limitation of the experimental design. 180 

Our analysis period covers a common 29 years of model simulation (Jan 1980 through to Dec 2008 in 181 

model time) except for the 4xCO2-rad simulations which we limit to 20 years (Jan 1980 to Dec 1999) 182 

because an issue with the remaining 9 years (Jan 2000 to Dec 2008) of the prescribed land 4xCO2-rad 183 

simulation was discovered during analysis. There is now clear instruction not to use those years on 184 



6 
 
 

 

the PLAMIP data site2. The shorter time-period over which the ERF is calculated reduces the signal to 185 

noise ratio in this simulation but does not bias the result relative to the longer simulations, assuming 186 

there is no dependence of the ERF on the underlying background state which is varying (Forster et al. 187 

2016). Indeed, if we restrict our 4xCO2 fixed-SST ERF data to just 20 years we confirm that the same 188 

global-time-mean ERF (7.03 Wm-2) is returned as when using the full 29 years of data. Hence we use 189 

the full timeseries of data where possible to reduce noise, rather than restricting all analysis to a 190 

common 20 year period. 191 

To summarise, we have a set of 4xCO2, 4xCO2-rad and Solar ERF experiments with fixed-SSTs and 192 

fixed-surface temperatures (referred to as fixed-Ts). The climatology of the simulations and 193 

validation of the methodology is extensively documented and analysed in Ackerley et al. (2018). This 194 

includes additional experiments to validate the linearity of assuming the land warming effect as the 195 

difference between these sets of experiments, which is what we do here. 196 

 197 

2.2 ERF, radiative kernels and adjustments 198 

The ERF used here is does not have a strict definition but is taken to include responses beyond the 199 

IRF and is calculated simply as the change in TOA radiative flux in the perturbation experiment 200 

relative to its control (e.g. Forster et al., 2016), in this case averaged over the 29 years of simulation 201 

(20 years in the 4xCO2-rad case). We separate the ERF into its IRF and adjustment processes 202 

following the radiative kernel technique as described, for example, in Smith et al. (2018).  Briefly, we 203 

write the ERF as  204 

ERF = IRF + APlancksurf + APlancktrop+ ALR + Astrat + Aq + Aα + Ac + ϵ, 205 

where Ax is the adjustment x in forcing due to: (1) surface temperature change (i.e. the surface 206 

Planck response, Plancksurf), (2) a vertically uniform temperature change (equal to that of the surface 207 

temperature change) throughout the troposphere (i.e. the tropospheric Planck response, Plancktrop), 208 

(3) a change in the tropospheric lapse-rate (LR) (i.e. the deviation from vertically uniform 209 

temperature change), (4) stratospheric temperature (strat) change, (5) water-vapour (q) change, (6) 210 

surface albedo (α) change, (7) changes in cloudiness (c), and finally ϵ is a residual that accounts for 211 

nonlinearities and kernel errors. This separation into adjustment terms is analogous to how the 212 

climate feedback community isolate various feedback processes (e.g. Bony et al., 2006; Soden et al. 213 

2008). Note the feedback literature typically sum the Plancksurf and Plancktrop terms into a single 214 

‘Planck response’, but here we will find it to be useful to have separated the surface and 215 

tropospheric components.  The Planck response is often considered to be a horizontally and 216 

vertically uniform temperature response, but in GCM calculations it is typically estimated from the 217 

surface temperature change applied to each level (Bony et al., 2006) as we have done here. Hence 218 

while vertically uniform, it is not necessarily horizontally uniform, and this will certainly be the case 219 

in our experiments where land temperatures are free to evolve but SSTs are fixed. An alternative 220 

approach would be to simply sum the tropospheric Planck and lapse-rate terms (i.e. APlancktrop+ ALR) 221 

into a single tropospheric temperature response as per Smith et al. (2018; 2020), but we find the 222 

 
2 https://researchdata.edu.au/prescribed-land-amip-v10-amip/1330579 
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isolation of a lapse-rate term useful for linking to stability changes and it is required for the 223 

application of the Tang et al. (2019) method in Section 4.3.  224 

We separate the stratosphere and troposphere using a tropopause that varies linearly from 100 hPa 225 

at the equator to 300 hPa at the poles following Soden et al. (2008). Each adjustment Ax is 226 

determined by multiplying the change in variable (Δx=xpert–xcntl) in the ERF experiment by the 227 

relevant radiative kernel Kx that describes the TOA radiative flux change for a unit change in variable 228 

x. We use radiative kernels derived from the HadGEM3-GA7.1 model (Smith, Kramer and Sima et al. 229 

2020) which has a similar radiation scheme to ACCESS1.0.  All calculations are preformed on 230 

monthly-mean data. 231 

Cloud adjustments, Ac, are calculated by correcting the change in ‘cloud radiative effect’ (CRE) 232 

(defined as the difference between all-sky and clear-sky radiative flux changes, i.e. ERF - ERFclr) for 233 

‘cloud masking effects’ (see Soden et al., 2008). Following Smith et al. (2018) we write,  234 

Ac= (ERF – ERFclr) – (IRF – IRFclr) – ∑
x
(Ax – Ax

clr), 235 

where superscript ‘clr’ refers to clear-sky radiative fluxes and the Ax
clr terms are calculated as above 236 

but using corresponding clear-sky radiative kernels. 4xCO2 IRF and IRFclr are taken from the closely 237 

related HadGEM2 model, calculated from instantaneous double calls to the radiation scheme in the 238 

CMIP5 amip-4xCO2 experiment (Taylor et al., 2012). We also assume these HadGEM2 IRFs in the 239 

surface albedo calculation (see below).  Assuming the IRF from a model closely related to ACCESS1.0 240 

may be imperfect, but no more so than the application of the radiative kernel method in general, 241 

which is only ever an approximation of the radiative transfer of a model.  Moreover IRF is not our 242 

primary focus here and is identical in fixed-SST and fixed-Ts experiments by design. The solar IRF is 243 

calculated from the change in insolation, the model’s planetary albedo (μ) and geometry, so that IRF 244 

– IRFclr = ΔSW↓(μclr-μ) where SW↓ is the incoming TOA SW radiation and μclr and μ are the control 245 

clear-sky and all-sky TOA planetary albedo. 246 

An issue with the PLAMIP dataset is that the surface fluxes required to directly calculate the change 247 

in surface albedo change, Δα, do not exist. A similar issue was encountered by Sanderson et al. 248 

(2010) when applying radiative kernels to the climateprediction.net dataset. We use an expansion of 249 

their solution here. We calculate the clear-sky albedo adjustment Aα
clr by assuming it to be the 250 

residual between the SW clear-sky ERF, ΔSWclr, and the effects of CO2 IRF and water-vapour change 251 

on the SW clear-sky budget (since these are the only other dominant terms that will affect the SW 252 

clear-sky budget). That is,  253 

Aα
clr = ΔSWclr - SW_IRFclr - SW_Kq

clrΔq. 254 

Since Aα
clr = Kα

clr Δα, we can then calculate Δα = Aα
clr/ Kα

clr, which can be used with the all-sky kernel 255 

as normal to calculate Aα. The surface albedo change ought to be zero over the ice-free oceans in 256 

these experiments (Smith, Kramer and Myhre et al., 2020), which we enforce by masking out ocean 257 

points between 58.75oS to 58.75oN.  258 

A final issue is that the dataset does not contain a Heaviside function which is needed to weight 3D 259 
fields to account for sub-orographic data.  This would lead to erroneous data passing into our 260 
calculations if not accounted for. To account for this, we check each grid point’s monthly-mean 261 
pressure level (p) against the model’s surface pressure (ps): if p > ps (i.e. sub-orographic) we mask 262 



8 
 
 

 

out the data. To account for variations in pressure levels below our monthly-mean calculations (i.e. a 263 
grid box may have been sub-orographic for part of a month), we conservatively apply an extra 264 
2000Pa to the model’s pressure level. This ensures all data in our calculations are valid, though at 265 
the expense of potentially masking out some valid data. 266 
 267 

 268 

3. Results 269 

3.1. Surface temperature change and ERF 270 

Figure 1a,b shows the surface temperature change in the two ERF experimental designs under 4xCO2 271 

alongside the corresponding ERFs (Figure 1d,e). As desired and constructed, the surface temperature 272 

change in the 4xCO2 ERF experiment with fixed-SST (Figure 1a) arises almost entirely over land 273 

(temperatures over sea-ice varying a small amount). When land surface properties are additionally 274 

prescribed (the fixed-Ts experiment), the surface temperature change is near zero almost 275 

everywhere (Figure 1b), noting the limitation that temperatures are not prescribed over ice-sheets 276 

or sea-ice. Global-mean surface temperature change, ΔTs, is 0.51 K in the fixed-SST experiment but 277 

only 0.04 K in the fixed-Ts experiment (Table 1). The global-mean surface-air-temperature changes, 278 

ΔT, are 0.56 K and 0.13 K respectively (Table 1).  That ΔT > ΔTs is because, as described in Ackerley et 279 

al. (2018), the calculation of surface-air-temperature is an interpolation between the surface 280 

temperature and that of the lowest model level, hence changes in surface-air-temperature can arise 281 

from changes in the model’s lowest level as a legitimate response to CO2 increase even if surface 282 

temperatures are unchanged. 283 

Figure 1d,e shows the geographical distribution of the 4xCO2 ERF under the two experimental 284 

designs, alongside their difference (Figure 1f) which we interpret as the radiative effect of land 285 

warming in the fixed-SST design. Under fixed-SST the global-mean 4xCO2 ERF is 7.0 Wm-2 but this 286 

increases to 8.0 Wm-2 under fixed-Ts.  Hence the radiative effect of land warming (and associated 287 

forcing adjustments described in the next Section) reduces the 4xCO2 ERF by ~1.0 Wm-2 in this 288 

model. 289 

3.2. Adjustment processes 290 

Table 1 presents the global-mean ERF and radiative adjustments for all forcing experiments (e.g. 291 

4xCO2, 4xCO2-rad and +Solar) under both fixed-SST and fixed-Ts ERF experimental designs, as well as 292 

their difference, which we interpret as the ERF and radiative adjustments associated with the land 293 

surface temperature change in the fixed-SST design.  For ease of comparison, the 4xCO2 fixed-SST 294 

and fixed-Ts results are depicted in Figure 2.  295 

The surface temperature adjustment (i.e. APlancksurf) is – as constructed – near zero in the fixed-Ts 296 

design for all forcings (Table 1), but large in the fixed-SST experiment when land temperatures are 297 

allowed to warm (Table 1 and Figure 2b for 4xCO2). Similarly, the surface albedo adjustment (Aα) is 298 

large in the fixed-SST design but near zero when land temperatures are fixed, as expected since land 299 

snow cover change is driven by surface warming (Table 1). The geographical distributions of the 300 

4xCO2 radiative adjustments in both experimental designs and their difference (the land effect) are 301 

shown in Figure 3 (see Supporting Information Figures S1 and S2 for the 4xCO2-rad and +Solar 302 

experiments). Both the surface temperature and surface albedo adjustments are near zero 303 
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everywhere in the fixed-Ts design (Figure 3b and 3n). In contrast they are large under fixed-SST 304 

(Figure 3a and 3m). Hence both of these adjustments (globally and regionally) in the fixed-SST ERF 305 

experimental design are principally the result of land warming (Figure 2b and Figures 3a-c,m-o). 306 

Fixing land temperatures has no impact on the stratospheric temperature adjustment (Astrat), 307 

consistent with this stratospheric process being largely decoupled from the troposphere (Table 1 308 

and Figure 2b).  309 

The roles of tropospheric temperature, water vapour and cloud adjustments are more complex. We 310 

begin by describing the changes under fixed-Ts. Figure 4a-c shows the change in zonal-mean 311 

temperature for 4xCO2. Under fixed-Ts (Figure 4b), the reduced atmospheric radiative cooling from 312 

increased CO2 results in a small warming of the free troposphere except in the mid to upper tropical 313 

troposphere which cools. Contrasting this with 4xCO2-rad (Figure 4e) reveals the cooling to be the 314 

result of CO2 stomatal effects, since 4xCO2-rad warms throughout this region. We suggest that this is 315 

because – even though Ts is fixed – the increased CO2 results in a reduced plant stomatal opening 316 

which forces a reduction in evapotranspiration from the surface (Section 2.1), potentially cutting off 317 

a source of moisture and condensational heating of the upper tropical troposphere. This is 318 

consistent with observed large reductions in high level cloud fraction (defined below) in the 4xCO2 319 

fixed-Ts simulations over the Amazon and central African rainforests (Figure 5e) where CO2 stomatal 320 

effects are expected to be largest.  These high cloud reductions are not seen in the 4xCO2-rad 321 

experiment (not shown). 322 

Widespread free tropospheric warming in the 4xCO2 fixed-Ts experiment above a fixed surface 323 

(Figure 4b) reduces the atmospheric lapse-rate leading to a negative lapse-rate adjustment (ALR) in 324 

most regions (and the global-mean, ALR=-0.18 Wm-2) except in the tropics which is affected by the 325 

stomatal effect described above (Figure 3h). In contrast, without CO2 stomatal effects (the 4xCO2-rad 326 

experiment) the free tropospheric warming persists everywhere (Figure 4e) and so reduces the 327 

tropospheric lapse-rate to a greater extent and increases emission to space everywhere (lapse-rate 328 

adjustment, -0.64 Wm-2, Table 1 and Figure S1h). 329 

The radiative effect of water-vapour change (Aq) largely follows the upper tropical tropospheric 330 

temperature change (Held and Soden, 2000) and we see this in our ERF experimental designs too. As 331 

described above, under 4xCO2 fixed-Ts, there is upper tropical tropospheric cooling and 332 

consequently we find the water-vapour adjustment is negative (Aq=-0.17 Wm-2). In contrast, in the 333 

4xCO2-rad experiment the water-vapour adjustment is positive (Aq=0.18 Wm-2) due to free 334 

tropospheric warming everywhere (Figure 4e). 335 

Figures 5d-l show the change in high-, mid- and low-level cloud fractions in the 4xCO2 experimental 336 

designs, defined here as the maximum value of the area cloud fraction between 111m to 1949m 337 

(low level), 1949m to 5574m (mid level) and 5574 to 13608m (high level), i.e. assuming maximum 338 

overlap. While these cloud diagnostic changes may not be as well tied to TOA radiative flux changes 339 

as other cloud diagnostics (e.g. ISCCP simulator output) (Zelinka et al., 2012) they are indicative of 340 

large-scale cloud changes in the model. The warming of the free troposphere in the fixed-Ts
 designs 341 

results in large reductions in mid-level cloud fraction (Figure 5h). Under fixed-Ts there are also large 342 

reductions in low level continental clouds (Figure 5k) and consequently large positive cloud 343 

adjustments (Ac) over land (Figure 3q). These are not present in 4xCO2-rad (Figure S1q) and hence 344 

are the result of CO2 stomatal effects reducing boundary layer humidity and cloudiness (see 345 
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Doutriaux-Boucher et al., 2009; Andrews et al., 2011; Arellano et al., 2011; Andrews and Ringer, 346 

2014) independent of CO2 stomatal effects on surface temperature (see below). 347 

In contrast to the fixed-Ts results, under fixed-SST, a large land-sea contrast emerges (Figure 3 and 348 

5). The addition of land surface warming results in large low level atmospheric stability reductions 349 

over land (Figure 5a,c crudely defined here as the change in 700mb temperatures minus surface 350 

temperatures) and the free tropospheric lapse-rate increases (i.e. a positive lapse-rate forcing 351 

adjustment over land, Figure 3g,i) accompanied with low level cloud reductions (Figure 5j) which 352 

increase the ERF (Figure 3p). Over the ocean, the land surface warming spreads out aloft (Figure 353 

4a,c) above an unchanged ocean surface, resulting in large stability increases (Figure 5a,c) and lapse-354 

rate reductions (i.e. a negative lapse-rate forcing adjustment, Figure 3g). The positive global-mean 355 

lapse-rate adjustment arising from land surface warming is enough to offset the negative lapse-rate 356 

adjustment under fixed-Ts, leaving a near zero global-mean lapse-rate adjustment in the fixed-SST 357 

design (Table 1) in this instance, but with a strong compensating land-sea contrast (Figure 3g) 358 

Since marine low clouds are well understood to depend on changes in lower tropospheric stability 359 

(e.g., Klein and Hartmann 1993; Qu et al. 2015) there are large increases in marine low cloud 360 

fractions in response to land warming which reduce the ERF (i.e. a negative cloud adjustment), 361 

particularly in the tropical marine stratocumulus decks and transition to trade-cumulus (Figure 3p,r 362 

and Figure 5a,j).  The geographical distribution of this cloud adjustment to land warming closely 363 

resembles many of the geographical features in the total ERF difference between the fixed-SST and 364 

fixed-Ts designs (i.e. the land effect, Figure 1f).  These large-scale land-sea processes are consistent 365 

with a shift in strong ascent and deep convention from ocean to land in response to land warming 366 

(e.g. Wyant et al., 2012). Indeed, Chadwick et al. (2019) looked at the circulation, precipitation and 367 

moisture convergence changes in response to land warming in these same experiments and found 368 

them consistent with such land-sea shifts with pressure at mean sea-level reducing over land and 369 

increasing over much of the Pacific (see their Figure 5f), driving low-level convergence over land. 370 

Land warming in the 4xCO2 fixed-SST ERF design therefore modifies the ERF via the following 371 

mechanisms: (i) reduces ERF via increased emission to space from surface and tropospheric warming 372 

(APlancksurf+APlancktrop+ALR =-1.35 Wm-2, Table 1), (ii) increases ERF due to water-vapour increases 373 

(Aq=0.49 Wm-2), (iii) increases ERF due to land snow cover and surface albedo reductions (Aα=0.17 374 

Wm-2) and (iv) reduces ERF due to land-sea stability changes that alter cloudiness (global-mean cloud 375 

adjustments Ac=-0.26 Wm-2). The sum is to reduce the 4xCO2 fixed-SST ERF by ~1.0 Wm-2, compared 376 

to an ERF with fixed-Ts. The above four terms are smaller in the 4xCO2-rad simulation, summing to 377 

~0.4 Wm-2, suggesting a comparable role for CO2 stomatal effects in driving land temperature 378 

change and atmospheric adjustments in response to CO2 change in this model. 379 

The 4xCO2 stomatal effect in the fixed-Ts simulations gives rise to an ERF adjustment of ~0.8 Wm-2 380 

(difference between 4xCO2 and 4xCO2-rad fixed-Ts ERF, Table 1), which is ~ 10% of the total 4xCO2 381 

fixed-Ts ERF. As noted previously, this principally arises because of cloud adjustments (~0.7 Wm-2, i.e. 382 

the difference in fixed-Ts cloud adjustment in 4xCO2 (0.80 Wm-2) and 4xCO2-rad (0.12 Wm-2), Table 1) 383 

which arise in response to reduced evapotranspiration and so reduced boundary layer humidity and 384 

cloudiness (see Doutriaux-Boucher et al., 2009; Andrews et al., 2011; Arellano et al., 2011; Andrews 385 

and Ringer, 2014). In the fixed-SST simulations there are additional effects from land surface 386 

temperatures which both respond to these adjustments and are directly forced by the reduction in 387 

evapotranspiration, leading to increased surface temperatures via reduced evaporative cooling and 388 
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changes in the bowen ratio, as seen in many studies (e.g. Boucher et al., 2009; Cao et al., 2009; Dong 389 

et al., 2010; Andrews and Ringer, 2014; Zarakas et al., 2020). Indeed, the difference in ΔT between 390 

4xCO2 and 4xCO2-rad in the fixed-SST simulations is 0.16 K (Table 1). This land surface warming 391 

drives (negative) Planck and cloud responses (as described previously) that offset some of the fixed-392 

Ts
 CO2 stomatal effects. Hence in the fixed-SST design, the 4xCO2 stomatal effect is somewhat 393 

smaller, at 0.24 Wm-2, because of compensating land surface warming effects and adjustments. 394 

Finally, to check the robustness of the basic physical mechanisms (i.e. excluding the stomatal effects) 395 

described in this Section (e.g. the large-scale stability, land-sea contrasts and cloud changes), we 396 

compare the land warming effect in the 4xCO2-rad simulation to the +Solar ERF simulation (note that 397 

the +Solar experiment has a similar in magnitude ERF to 4xCO2-rad, Table 1, which aids the 398 

comparison). Both give rise to a total land warming effect of the order -0.4 Wm-2. The surface and 399 

tropospheric Planck, water-vapour and cloud adjustment components to the land warming are all 400 

extremely similar (Table 1) including their geographic distributions (Figures S1 and S2). The one 401 

exception perhaps is the lapse-rate component, which have a similar geographical pattern of 402 

opposing land-sea terms (Figures S1i and S2i) but cancel to +0.09 Wm-2 in the global-mean response 403 

to solar forcing but +0.25 Wm-2 in 4xCO2-rad (Table 1). We do not pursue this further, but speculate 404 

that differences in the geographical distribution of CO2 versus solar forcing might lead to different 405 

patterns in land surface warming and different vertical profiles (Figure 4d-i), and so how the 406 

warming is spread more widely across the tropical oceans (Chadwick et al., 2019). 407 

 408 

4. Methods used to account for land temperature change 409 

With ERFs calculated with both fixed-SST and fixed-Ts experimental designs we are now in a position 410 

to test the various methods described in the Introduction that have been proposed to correct for the 411 

radiative effect of land warming in fixed-SST ERF experiments. 412 

4.1. Feedback parameter correction method 413 

The feedback parameter method proposed by Hansen et al. (2005) assumes the radiative effect of 414 

land warming in the fixed-SST experiment can be calculated by scaling the global-mean surface-air-415 

temperature change, ΔT=0.56 K (Table 1), with the model’s feedback parameter (λ) derived from 416 

long-term coupled GCM climate sensitivity experiments. We assume λ = -0.78 Wm-2 K-1 for 417 

ACCESS1.0 derived from CMIP5 abrupt-4xCO2 coupled Atmosphere-Ocean GCM (AOGCM) 418 

simulations (Forster et al., 2013), thus giving a land warming effect of λΔT = -0.78 Wm-2 K-1 x 0.56 K 419 

=-0.44 Wm-2, just less than half of the ~-1.0 Wm-2 found in Section 3. Or put another way, correcting 420 

the fixed-SST 4xCO2 ERF (7.03 Wm-2, Table 1) for land temperature change with this correction 421 

method gives a corrected forcing of 7.03+0.44=7.47 Wm-2, substantially less than the 7.98 Wm-2 422 

simulated by the model with fixed-Ts (a comparison is presented in Figure 6). 423 

A caveat to this calculation is that the CMIP5 ACCESS1.0 configuration analysed in Forster et al. 424 

(2013) (from which we have assumed the coupled model’s long-term λ) is not identical to that used 425 

here, but even the entire CMIP5 λ distribution, λ = -1.13 (-0.62 to -1.64) [multi-model mean; 5-95%] 426 

Wm-2 K-1 (Forster et al. 2013), only generates a radiative effect of -0.63 [-0.35 to -0.92] Wm-2. Smith, 427 

Kramer and Myhre et al. (2020) similarly applied the feedback parameter correction method to 428 
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CMIP6 experiments and found a radiative effect of -0.48 ± 0.29 [5-95%] Wm-2 across models, which 429 

is similar to that seen here. 430 

The reason the feedback parameter method is found to be insufficient is that λ derived from a long-431 

term coupled climate change simulations (where both SST and land temperatures evolve together) is 432 

inadequate for explaining the radiative response to a global temperature change that arises solely 433 

from land temperature change. That is, the land effect in the fixed-SST experiment gives a radiative 434 

effect per unit ΔT of ~-0.95 Wm-2 / 0.43 K = -2.21 Wm-2 K-1 (Table 1, 4xCO2 ‘land effect’ row), which is 435 

much more stabilizing than the feedback parameter seen in ACCESS1.0 (or GCMs in general) 4xCO2 436 

climate sensitivity experiments (Zelinka et al. 2020). Using λ calculations from earlier sections of 437 

4xCO2 runs – which tend to be more stabilizing (e.g. Andrews et al. 2015) – may improve this 438 

method. However even using the first 20 years of abrupt-4xCO2 still only gives λ=-1.08 Wm-2 K-1 for 439 

ACCESS1.0 (Andrews et al. 2015) and so a land warming radiative effect of -0.60 Wm-2. 440 

To identify which processes are responsible for the larger TOA radiative response per unit ΔT in 441 

response to land warming, we compare the individual adjustment terms (normalised by ΔT) to the 442 

analogous radiative feedback terms from Zelinka et al. (2020). Zelinka et al. (2020) report the long-443 

term abrupt-4xCO2 ACCESS1.0 AOGCM individual feedback terms as Planck (-3.23 Wm-2 K-1), lapse-444 

rate (-0.42 Wm-2 K-1), water-vapour (1.77 Wm-2 K-1), surface albedo (0.47 Wm-2 K-1) and cloud (0.40 445 

Wm-2 K-1). In contrast, here we find the normalised Planck adjustment to land warming to be slightly 446 

stronger in magnitude (APlanck/ΔT = (APlancksurf+APlancktrop)/ΔT = -1.54 Wm-2/0.43 K = -3.58 Wm-2 K-1, 447 

Table 1, 4xCO2 ‘land effect’ row) and the surface albedo response slightly weaker (Aα/ΔT = 0.17 Wm-448 
2/0.43 K = 0.40 Wm-2 K-1), presumably in part because there is no sea-ice response in the ERF 449 

experiments. Both make the TOA radiative response per unit ΔT larger for land warming than when 450 

the land and oceans warm together. However much bigger differences are observed in the lapse-451 

rate, water-vapour and cloud terms. For the lapse-rate, as described in Section 3.2 and shown in 452 

Figure 3i, ALR is positive over land where there is strong surface warming, and negative over oceans 453 

where warming spreads out at upper levels above an unchanged surface (reducing the atmospheric 454 

lapse-rate). The global-mean lapse-rate adjustment is overall positive, and so the normalised 455 

response (ALR/ΔT = 0.19 Wm-2/0.43 K = 0.44 Wm-2 K-1) is of opposite sign to the negative lapse-rate 456 

feedback seen in the AOGCM 4xCO2 simulation. This is largely compensated for by a much weaker 457 

water-vapour response (Aq/ΔT = 0.49 Wm-2/0.43 K = 1.14 Wm-2 K-1). We do not pursue these 458 

differing lapse-rate and water-vapour responses to land and ocean warming further, but suggest 459 

that the larger lapse-rate response to ocean warming is simply the result of the unlimited moisture 460 

source which permits the maintenance of a moist-adiabat under warming, unlike the response to 461 

land surface warming where moisture availability is limited (see Joshi et al., 2008). As discussed in 462 

Section 3.2 and seen in Figure 3r, the global cloud response is negative in response to land warming 463 

because of increased marine cloudiness (Ac/ΔT = -0.26 Wm-2/0.43 K = -0.60 Wm-2 K-1), whereas it is 464 

strongly positive in 4xCO2 ACCESS1.0 AOGCM simulations where reductions in marine cloudiness are 465 

expected (+0.40 Wm-2 K-1, Zelinka et al., 2020). That radiative responses to surface temperature 466 

change – in particular cloud and lapse-rate responses – are found to strongly depend on the pattern 467 

of temperature change, is not unexpected and consistent with previous studies (e.g. Andrews et al., 468 

2015; Rugenstein et al. 2016; Zhou et al., 2016; Andrews and Webb, 2018). 469 

Applying the feedback correction method to the 4xCO2-rad fixed-SST ERF gives a land warming effect 470 

of λΔT = -0.78 Wm-2 K-1 x 0.40 K = -0.31 Wm-2, which is again smaller than the radiative effect of land 471 

warming found in this experiment in Section 3 and Table 1. Similarly, applied to the +Solar fixed-SST 472 
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ERF gives a land warming effect of λΔT = -0.78 Wm-2 K-1 x 0.25 K = -0.20 Wm-2, which is again about 473 

half of the radiative effect of land warming found in this experiment (Section 3 and Table 1). 474 

In principle one could also apply the method regionally to estimate a spatial pattern of the land 475 

warming correction term. The result ought to look like Figure 1f (i.e. the spatial pattern of the ERF 476 

land effect), which as previously noted resembles many of the geographical features of the cloud 477 

adjustment (Figure 3r) – particularly over the ocean. To apply the feedback correction method 478 

regionally one could simply scale a model’s regional feedback parameter by the global-mean ΔT 479 

from the fixed-SST experiment, analogous to the above global-mean results. In practice however 480 

estimating the spatial pattern of an individual model’s feedback pattern can be noisy without an 481 

ensemble of AOGCM abrupt-4xCO2 simulations. Moreover Andrews et al. (2015; their Figure 5) show 482 

the spatial pattern of the CMIP5 multi-model mean feedback parameter in response to land and 483 

ocean warming in abrupt-4xCO2 AOGCM simulations to include many more processes and features 484 

than seen here in response to just land warming (e.g. Figure 1f and Figure 3). Therefore we suggest 485 

that scaling a model’s regional feedback parameter derived from experiments where land and ocean 486 

warm together will not be able to reproduce the desired spatial pattern of the ERF correction term. 487 

 488 

4.2. Surface temperature correction method 489 

The surface temperature method applied in Smith, Kramer and Myhre et al. (2020) assumes the 490 

radiative effect of the surface temperature change only (i.e. the surface Planck adjustment). This is -491 

0.48 Wm-2 in the fixed-SST 4xCO2 experiment (Table 1), again about half of the required total 492 

correction.  Correcting the fixed-SST 4xCO2 ERF for land temperature change with this correction 493 

method gives a corrected forcing of 7.03+0.48=7.51 Wm-2, again substantially less than that 494 

simulated by model with fixed-Ts (Figure 6). 495 

Similarly, Smith, Kramer and Myhre et al. (2020) applied this correction method to CMIP6 4xCO2 496 

fixed-SST ERF experiments and found it to be -0.43 ± 0.09 [5-95%] Wm-2 across models. This 497 

underestimate of the land effect arises simply because the method ignores the other adjustments to 498 

land warming which we have shown to be important. Applied to 4xCO2-rad and Solar, the surface 499 

temperature method gives -0.35 Wm-2 and -0.26 Wm-2 respectively, which goes further in explaining 500 

the total -0.4 Wm-2 land warming effect. However, that it explains a larger fraction of the total effect 501 

is due to fortuitous cancellations in the other adjustment terms (Table 1). 502 

Applying this method regionally simply results in a correction term equal to the spatial pattern of the 503 

surface Planck adjustment in the fixed-SST experiment (Figure 3a). While this may produce a 504 

reasonable correction pattern over land (contrasting to Figure 1f) it clearly misses desired large-scale 505 

patterns over the ocean by construction. 506 

4.3. Tropospheric and surface correction method 507 

The tropospheric and surface correction method applied by Tang et al. (2019) assumes various 508 

adjustments from the fixed-SST experiment that can reasonably be assumed to be related to the 509 

land warming. That is, we sum the surface (-0.48 Wm-2) and tropospheric Planck adjustment (-1.15 510 

Wm-2) (i.e. what Tang et al., 2019, describe as a constant tropospheric lapse rate term), a 511 

corresponding fraction of the water-vapour adjustment (as calculated below) and the surface albedo 512 

(+0.15 Wm-2) adjustment from the fixed-SST experiment. The water vapour adjustment 513 
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corresponding to the assumed vertically uniform warming is determined by scaling the water-vapour 514 

adjustment in the fixed-SST experiment by the fraction of the tropospheric Planck adjustment (i.e. 515 

vertically uniform) to the full tropospheric temperature adjustment (i.e. APlancktrop/(ALR+ APlancktrop)) 516 

(Tang et al., 2019). Applied to Table 1 this gives a scaling close to unity (or even positive), and so has 517 

little impact on the water-vapour adjustment (+0.32 Wm-2). This arises because ALR in the 518 

denominator is positive (or near zero) owing to the CO2 stomatal effect described in Section 3.2. 519 

Hence in this instance the method successfully predicts that the water-vapour adjustment to land 520 

warming is larger than the water-vapour adjustment seen in the fixed-SST experiment. In contrast, in 521 

4xCO2-rad and Solar, ALR is substantially negative and so the scaling is < 1, and again the method 522 

correctly predicts the water-vapour adjustment to land warming is smaller than that seen in the 523 

fixed-SST experiment (Table 1). However in all instances it underestimates this difference. 524 

Applying the method to the 4xCO2 fixed-SST adjustments in Table 1 gives a land radiative effect of -525 

1.16 Wm-2. Correcting the fixed-SST 4xCO2 ERF for land temperature change with this correction 526 

method gives a corrected forcing of 7.03+1.16=8.19 Wm-2. This time a slight overestimate but an 527 

improvement on the previous two methods (Figure 6) because it accounts for some tropospheric 528 

responses which are clearly caused by land warming.  Applying the method to 4xCO2-rad and Solar 529 

gives a land temperature effect of -0.67 Wm-2 and -0.33 Wm-2 respectively. The method cannot be 530 

exact because it ignores the role of cloud and lapse rate changes in response to land warming which 531 

we have shown to be important terms – at least in ACCESS1.0.  532 

Tang et al. (2019) applied the method to nine PDRMIP (Myhre et al. 2017) models forced by CO2 533 

doubling (2xCO2) and found a mean radiative effect from land warming (scaled to 4xCO2, assuming a 534 

logarithmic relationship with CO2 concentration) of -0.96 (0.64 to 1.28) Wm-2 [5-95%] compared to 535 

fixed-SST values.  Similarly, Smith, Kramer and Myhre et al. (2020) applied the method (in addition to 536 

the surface temperature correct method of the previous section) to CMIP6 4xCO2 fixed-SST ERF 537 

experiments and found an effect of -0.86 ± 0.35 [5-95%] Wm-2. These values are again close to the 538 

values simulated by ACCESS1.0. 539 

As in Section 4.1 and 4.2 we could in principle also apply this method regionally.  This would require 540 

summing the spatial patterns of the Planck surface (Figure 3a), Planck troposphere (Figure 3d), 541 

surface albedo (Figure 3m) and a fraction of water vapour (Figure 3j) from the fixed-SST 542 

experiments. However, like for the previous methods, it is clear that this cannot result in the desired 543 

ERF correction to land warming over the oceans since the method does not account for cloud and 544 

lapse-rate change (which are the principle adjustments to land warming that have remote oceanic 545 

effects, Figure 3). 546 

In summary, the tropospheric and surface correction method applied by Tang et al. (2019) to 547 

PDRMIP models and Smith, Kramer and Myhre et al. (2020) to CMIP6 simulations appears to correct 548 

well for the change in surface land temperature, albedo, and tropospheric temperatures in the fixed-549 

SST simulations. It is an approximation for the water vapour change but does not include any 550 

correction for lapse-rate and cloud changes caused by land warming (both of which have large local 551 

and remote effects over the oceans). 552 

 553 

 554 
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5. Summary and discussion 555 

A self-consistent forcing-feedback framework requires forcing and adjustments to be separated from 556 

feedback by identifying radiative responses that are not mediated by global-mean surface-air-557 

temperature change, ΔT (Shine et al., 2003; Hansen et al., 2005; Sherwood et al., 2015; 2020).  In 558 

practice however, ERF is typically calculated in GCMs with fixed sea-surface-temperatures and sea-559 

ice fraction (e.g. Myhre et al., 2013; Forster et al., 2016), and so land temperatures are free to 560 

respond and so some ΔT and radiative effects arise that might be better considered a feedback and 561 

so contaminate the ERF estimate. Here we have calculated the ERF from 4xCO2 in a complex GCM 562 

with both fixed-SST and fixed land and SST (fixed-Ts) for the first time. This allows a separation of 563 

those responses that occur due to reduced atmospheric radiative cooling from those that occur due 564 

to land warming in the fixed-SST design. 565 

With fixed-SSTs, the 4xCO2 ERF is 7.0 Wm-2, compared to 8.0 Wm-2 when surface temperatures are 566 

fixed globally (fixed-Ts).  This difference (-1 Wm-2) arises due to the influence of land warming in 567 

fixed-SST ERF design. The contribution from CO2 stomatal effects are also quantified and found to 568 

contribute just over half of the radiative effect of land warming and associated radiative 569 

adjustments. We expect some ‘physical’ responses associated with land warming in the fixed-SST 570 

experimental design to be robust, such as increased emission to space from surface and atmospheric 571 

warming, and reduced outgoing SW radiation from reduced snow-cover / surface albedo.  Land 572 

warming also drives large-scale land-sea circulation and stability changes such as a shift in deep 573 

convection from ocean to land (e.g. Wyant et al., 2012) associated with low pressure and low-level 574 

land convergence (Chadwick et al., 2019).  The land surface warming spreads out aloft through the 575 

free troposphere, increasing lower tropospheric stability over the oceans and increasing low-level 576 

marine cloudiness. 577 

Our results are from a single GCM and the quantitative radiative effects will likely vary considerably 578 

across GCMs owing to different atmospheric parameterisations and land surface schemes, especially 579 

given the important contribution we have found from CO2 plant stomatal effects as these are not 580 

well constrained (e.g. Fisher et al. 2018). In particular we found a 4xCO2 stomatal effect in the fixed-581 

Ts simulations of ~0.8 Wm-2, which is ~10% of the total 4xCO2 fixed-Ts ERF. This principally arose 582 

because of a cloud adjustment to the reduced evapotranspiration, which reduces boundary layer 583 

humidity and cloudiness (see also Doutriaux-Boucher et al., 2009; Andrews et al., 2011; Arellano et 584 

al., 2011; Andrews and Ringer, 2014). In the fixed-SST simulations the stomatal effect is smaller (0.24 585 

Wm-2) because of the radiative effect of increased land surface temperature and associated 586 

adjustments which offsets a large part of the fixed-Ts CO2 stomatal adjustments. There are limited 587 

studies to contrast these CO2 stomatal effects on ERF against, and none with the fixed-Ts 588 

experimental design used here. The fixed-SST 4xCO2 stomatal effect agrees with a value reported in 589 

Andrews et al. (2012a) (they found an adjustment of 0.25 Wm-2), but this is expected since they used 590 

the HadGEM2-ES model which shares the same atmospheric physics and land surface scheme as 591 

ACCESS1.0. While not specifically quantifying ERF, Arora et al. (2013) and Zarakas et al. (2020) 592 

showed a large model spread in CMIP5 and CMIP6 surface temperature responses to CO2 plant 593 

physiological effects in coupled AOGCM 1%CO2 increase experiments. HadGEM2-ES was identified as 594 

having a particularly large response compared to other models (see for example Table 2 of Zarakas 595 

et al., 2020). Given the similarities of HadGEM2-ES and ACCESS1.0, it is possible that the CO2 596 

stomatal effects in ACCESS1.0 could also be large. On the other hand, Andrews et al. (2012b) showed 597 

that many CMIP5 GCMs simulate a global-mean surface-air-temperature change, ΔT, of ~0.5K in 598 
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4xCO2 fixed-SST ERF simulations (see their Figure 1, red crosses) which is comparable to the 0.56K 599 

simulated here with ACCESS1.0. Hence – at least in the fixed-SST ERF experimental design – the land 600 

surface temperature change in ACCESS1.0 is not unusual. 601 

The experimental designs used here are useful for understanding and evaluating effective radiative 602 

forcing and the physical mechanisms of forcing adjustments. In response to increased CO2 we are 603 

able to separate adjustments associated with (i) reduced atmospheric radiative cooling (i.e. the 604 

direct radiative effect), (ii) land surface warming and (iii) plant stomatal-evapotranspiration effects. 605 

We have shown that all generate important processes and need to be considered when evaluating 606 

ERF. For example Kamae et al. (2019) found that in response to increased CO2, the reduced 607 

atmospheric radiative cooling and the effects of land warming in a 4xCO2 fixed-SST experiment were 608 

comparably important in driving marine low cloud adjustments over the cool (<27oC) oceans. This 609 

implies many aspects of adjustments seen in fixed-SST ERF experiments may not be unique to a 610 

specific forcing agent, but common to all forcing agents through the experimental design of allowing 611 

land surface temperatures to change. 612 

An alternative experimental framework for estimating ERF with no land surface temperature change 613 

are aquaplanets whereby a climate model’s ocean, land and sea-ice are replaced with fixed SSTs (e.g. 614 

Mediros et al. 2015; Mediros, 2020). While aquaplanets contain other simplifications (such as being 615 

zonally-symmetric and having no seasonal cycle) our results suggest imply that the magnitude of ERF 616 

ought to be greater in aquaplanets relative to AMIP type fixed-SST experiments, due to the lack of a 617 

land response and associated adjustments in the aquaplanets. Indeed, both Ringer et al. (2014) and 618 

Mediros et al. (2015) show this to be the case across CMIP5 aquaplanet and AMIP 4xCO2 ERF 619 

experiments, and Mediros (2020) show it to be true for an aerosol ERF. Aquaplanets have been 620 

shown to be a useful configuration in the hierarchy of models for understanding processes that drive 621 

climate change (e.g. Mediros et al. 2015; Mediros, 2020). We suggest our AMIP type ERF experiment 622 

with fixed SST and land provides a stepping stone between the simplified aquaplanet and more 623 

complex AMIP type fixed-SST ERF configurations in this hierarchy. 624 

We have shown the radiative effect of land warming in fixed-SST ERF experiments is -1.0 Wm-2 625 

(~14% of the total ERF) in ACCESS1.0 for 4xCO2 and -0.4 Wm-2 (~6%) when the warming from CO2 626 

stomatal effects are omitted or when forced with an increase in the solar constant. Previous 627 

methods (Hansen et al. 2005; Tang et al., 2019; Richardson et al., 2019; Smith, Kramer and Myhre et 628 

al., 2020) proposed to account for land warming effects in fixed-SST ERF estimates were tested 629 

against our results and none were able to robustly predict the land warming effect across all of our 630 

ERFs globally or spatially. However we suggest the tropospheric and surface correction method 631 

applied by Tang et al. (2019) is most closely related to the underlying physical processes and its 632 

assumptions are generally borne out in our GCM results.  For example, it correctly accounts for the 633 

change in surface land temperature, albedo, and an aspect of tropospheric temperature change in 634 

the fixed-SST simulations caused by the land warming. It approximates a component of associated 635 

water vapour change but does not include any correction for lapse-rate and cloud changes caused by 636 

land warming.  Further work refining these methods, globally and regionally, and incorporating 637 

lapse-rate and cloud changes to land warming would be useful. 638 

By holding SST and land surface temperatures fixed in an ERF experiment we have provided one 639 

definition of an ERF with zero global-mean surface-air-temperature change, ΔT, that would satisfy 640 

the classical forcing-feedback paradigm (Sherwood et al., 2015; 2020). However such a state with 641 
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global-mean ΔT=0 is not uniquely defined. Indeed, the commonly used Gregory-type regression 642 

method to estimate ERF (Gregory et al. 2004) also provides an example of an ERF defined with zero 643 

global-mean temperature change, but without constraint on local surface temperature change. 644 

Andrews et al (2015) showed that Gregory-type regression estimates of ERF include the effect of a 645 

rapid adjustment in local surface temperature change (with zero global-mean). They showed that, in 646 

response to 4xCO2, such a pattern of surface temperature change can give rise to a 4xCO2 ERF 647 

adjustment of ~-0.5 W m−2. Since local surface temperature adjustments are included in the ERF 648 

estimated by the Gregory-type regression method (requiring only zero global-mean temperature 649 

change) but excluded by our fixed-Ts method (requiring zero local temperature change), these two 650 

definitions are in principle different (Andrews et al. 2015) but both would satisfy the forcing-651 

feedback paradigm which is only defined with respect to global-mean ΔT. In our comparison of 652 

methods to account for land warming in fixed-SST ERF estimates, we have evaluated against a 653 

definition of ERF that requires zero local temperature change, in addition to the global-mean. One 654 

could – in principle – argue that the proposed correction methods simply result in alternative 655 

definitions of ERF. 656 

As the radiative effects of land warming are likely to depend on GCM physics (e.g. cloud 657 

parameterisations, land surface schemes etc.) we are not able to recommend a definitive correction 658 

for land warming effects in fixed-SST GCM experiments. To potentially bound this issue – whilst 659 

acknowledging the limitation that there might not be a unique way of prescribing land properties in 660 

GCMs (Hansen et al., 2005; Ackerley et al. 2018) - it would be useful if other modelling centres 661 

performed similar experiments in an attempt to quantify this structural uncertainty. 662 
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Table 1: Global-mean Effective Radiative Forcing (ERF) and radiative adjustments in ACCESS1.0 4xCO2, 4xCO2-rad and +Solar fixed-SST and fixed-Ts (SST 854 

and land) ERF simulations. ERF is the change in net TOA radiative flux in the perturbation experiment relative to it’s control. Adjustments are estimated 855 

via radiative kernel calculations (see Section 2.2). Also shown is the global-mean surface temperature change (ΔTs) and surface-air-temperature change 856 

(ΔT) in each experiment. We interpret the difference (fixed-SST minus fixed-Ts) as the radiative effect of land warming and associated radiative 857 

adjustments (termed the ‘land effect’ here). In 4xCO2-rad the CO2 is quadrupled only in the radiation scheme. Hence the comparison of 4xCO2 to 4xCO2-858 

rad quantifies the CO2 stomatal effect. +Solar forcing represents an increase in the solar constant by ~3.3%. 859 

Forcing 
Experimental 

Design 
ERF 

(Wm-2) 
Sum of Radiative 

Adjustments  
   

Adjustments 
(Wm-2) 

   
ΔTs 
(K) 

ΔT 
(K) 

   (Wm-2) 
Plancksurf 

(APlancksurf) 

Plancktrop 

(APlancktrop) 
Lapse-rate 

(ALR) 
Water Vapour 

(Aq) 
Strat T 
(Astrat) 

Surface Albedo 
(Aα) 

Cloud 
(Ac) 

  

4xCO2 Fixed-SST 7.03 1.46 -0.48 -1.15 0.01 0.32 2.07 0.15 0.54 0.51 0.56 
 Fixed-Ts 7.98 2.42 -0.03 -0.06 -0.18 -0.17 2.08 -0.02 0.80 0.04 0.13 
 Land Effect -0.95 -0.96 -0.45 -1.09 0.19 0.49 -0.01 0.17 -0.26 0.47 0.43 

4xCO2-rad Fixed-SST 6.79 1.20 -0.35 -0.72 -0.39 0.39 2.04 0.15 0.08 0.34 0.40 
 Fixed-Ts 7.19 1.64 -0.04 -0.07 -0.64 0.18 2.07 0.02 0.12 0.04 0.13 
 Land Effect -0.40 -0.44 -0.31 -0.65 0.25 0.21 -0.03 0.13 -0.04 0.30 0.27 

+Solar Fixed-SST 7.13 -0.97 -0.26 -0.54 -0.42 0.61 -0.31 0.13 -0.18 0.24 0.25 
 Fixed-Ts 7.52 -0.56 -0.01 -0.01 -0.51 0.38 -0.29 0.02 -0.14 0.01 0.05 
 Land Effect -0.39 -0.41 -0.25 -0.53 0.09 0.23 -0.02 0.11 -0.04 0.23 0.20 

 860 
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 861 

Figure 1: Change in surface temperature, ΔTs, in the 4xCO2 (a) fixed-SST and (b) fixed-Ts 862 

experimental designs. The difference, which we interpret as the land surface warming in the fixed-863 

SST experiment, is shown in (c). (d) and (e) show the 4xCO2 effective radiative forcing (ERF) in the 864 

fixed-SST and fixed- Ts experimental designs respectively. The difference, which we interpret as 865 

the radiative effect of land surface warming and associated adjustments in the fixed-SST 866 

experiment, is shown in (f).  867 
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 868 

Figure 2: (a) Global-mean 4xCO2 ERF and its separation into Instantaneous Radiative Forcing (IRF) 869 

and radiative adjustments in the fixed-SST and fixed-Ts experimental designs. IRF is simply the 870 

difference between the ERF and sum of the adjustments in Table 1. The land effect is the 871 

difference between the fixed-SST and fixed-Ts results. (b) Comparison of the global-mean 4xCO2 872 

radiative adjustments (see Section 2.2 and Table 1) in the different ERF experimental designs.  873 
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 874 

Figure 3: 4xCO2 radiative adjustments in the fixed-SST (left column) and fixed-Ts (middle column) 875 

experimental designs. (Right column) Radiative adjustments associated with the land surface 876 

temperature change in the 4xCO2 fixed-SST experiment, calculated as the difference in 877 

adjustments in the fixed-SST and fixed-Ts designs.  878 
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 879 

Figure 4: Change in zonal-mean temperature, in the (a-c) 4xCO2 experiments, (d-f) 4xCO2-rad 880 

experiments, and (g-i) +Solar experiments. (Left column) fixed-SST, (middle column) fixed-Ts and 881 

(right column) their difference (i.e. the land surface warming effect).  882 
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 883 

Figure 5: Change in lower tropospheric stability, defined simply as the difference in air 884 

temperature at 700mb and the surface, in the (a) fixed-SST and (b) fixed-Ts 4xCO2 experimental 885 

designs, and their difference (c) the land effect. Change in (d-f) high-level cloud fraction (see text), 886 

(g-i) mid-level cloud fraction (see text), and (j-l) low-level cloud fraction (see text), in the (left 887 

column) fixed-SST, (middle column) fixed-Ts 4xCO2 ERF experimental designs, and their difference 888 

(right column) the land effect.  889 
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 890 

Figure 6: Comparison of the various methods proposed to correct fixed-SST ERF estimates for land 891 

surface temperature change against our ACCESS1.0 GCM results. In each case, the blue bar is the 892 

4xCO2 fixed-SST ERF as simulated by ACCESS1.0 to which a land warming effect (orange) is added 893 

(as determined by the various methods described below and in Section 4) to give a corrected 894 

4xCO2 ERF (total bar). The bottom row shows the actual land warming effect as simulated by the 895 

GCM (the total bar being the fixed-Ts ERF). The ‘feedback parameter correction’ method scales the 896 

global-mean surface-air-temperature change in the fixed-SST simulation by the model’s known 897 

feedback parameter (Section 4.1). The ‘surface temperature correction’ method accounts directly 898 

for the land surface temperature change in the fixed-SST simulation by calculating its radiative 899 

effect via radiative kernels (see Section 4.2). The ‘tropospheric and surface correction’ method 900 

extends the surface temperature correction to include other adjustments from the fixed-SST 901 

experiment that can reasonably be assumed to be associated with the land surface temperature 902 

change, such as changes in surface albedo and a component of tropospheric temperature and 903 

water-vapour change (see Section 4.3). 904 
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Introduction  

Figures S1 and S2 show the geographical distributions of the radiative adjustments in the 

4xCO2-rad and +Solar fixed-SST and fixed-Ts ERF experiments respectively. 
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Figure S1. Radiative adjustments in the 4xCO2-rad fixed-SST (left column) and fixed-Ts 

(middle column) experiments. (Right column) Radiative adjustments associated with the 

land surface temperature change, calculated as the difference in adjustments in the 

fixed-SST and fixed-Ts designs.  
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Figure S2. Radiative adjustments in the +Solar fixed-SST (left column) and fixed-Ts 

(middle column) experiments. (Right column) Radiative adjustments associated with the 

land surface temperature change, calculated as the difference in adjustments in the 

fixed-SST and fixed-Ts designs. 


