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Abstract

Modeling air-sea interactions during cold air outbreaks poses a major challenge because of the vast range of scales and physical

processes involved. Using the Polar WRF model, we investigate the sensitivity of downstream air mass properties to (a) model

resolution, (b) the sharpness of the marginal-ice zone (MIZ), and (c) the geometry of the sea ice edge. The resolved sharpness of

the MIZ strongly affects peak heat fluxes and the atmospheric water cycle. For sharper MIZs, roll convection is initiated closer

to the sea ice edge, increasing both evaporation and precipitation. This yields an increased heat transfer into the atmosphere

while the net effect on the atmospheric moisture budget is small. Overall, higher atmospheric resolution increases both the

peak and net heat extracted from the ocean. The geometry of the sea ice edge can induce convergence or divergence zones that

affect the air-sea exchange.
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Abstract9

Modeling air-sea interactions during cold air outbreaks poses a major challenge because10

of the vast range of scales and physical processes involved. Using the Polar WRF model,11

we investigate the sensitivity of downstream air mass properties to (a) model resolution,12

(b) the sharpness of the marginal-ice zone (MIZ), and (c) the geometry of the sea ice edge.13

The resolved sharpness of the MIZ strongly affects peak heat fluxes and the atmospheric14

water cycle. For sharper MIZs, roll convection is initiated closer to the sea ice edge, in-15

creasing both evaporation and precipitation. This yields an increased heat transfer into16

the atmosphere while the net effect on the atmospheric moisture budget is small. Over-17

all, higher atmospheric resolution increases both the peak and net heat extracted from18

the ocean. The geometry of the sea ice edge can induce convergence or divergence zones19

that affect the air-sea exchange.20

Plain Language Summary21

In the Arctic, sea-ice insulates a relatively warm ocean from a rather cold atmo-22

sphere. From time to time, very cold air masses spill out from the sea ice over the open23

ocean. When this happens, large amounts of heat are released from the ocean into the24

atmosphere, heating the air above while cooling the ocean. In this study, we investigate25

how the modelled heat exchange depends on the resolution of the atmospheric model and26

on properties of the marginal ice zone between the pack ice and the open ocean. The higher27

the resolution of the atmospheric model and the sharper the transition from the pack28

ice to the open ocean, the more heat is released from the ocean into the atmosphere. This29

dependence of the heating on model resolution is particularly pronounced close to the30

sea-ice edge.31

1 Introduction32

Marine cold air outbreaks (CAOs) constitute a large fraction of the air-sea heat ex-33

change in the polar regions (e.g., Papritz & Spengler, 2017). These atmosphere-ocean34

interactions are most intense near the sea ice edge and within the Marginal Ice Zone (MIZ),35

which is also the location where our models and parameterisations are often least accu-36

rate (e.g., Bourassa et al., 2013). In addition to challenges with parameterisations, the37

magnitude and distribution of these air-sea heat exchanges are also sensitive to the rep-38

resentation of mesoscale atmospheric phenomena (e.g., Condron et al., 2008; Condron39

& Renfrew, 2013; Isachsen et al., 2013), the sea ice distribution (Seo & Yang, 2013), and40

model resolution (e.g., Jung et al., 2014; Haarsma et al., 2016; Moore et al., 2016). To41

map these sensitivities, we perform a suite of idealised CAO simulations where we vary42

the model resolution as well as the sea ice concentration within the MIZ.43

The MIZ exhibits strong trends in position and width in association with the warm-44

ing Arctic (Strong, 2012). In this context, our suite of idealised CAO simulations will45

help to better understand the implications of the warming Arctic for air-sea heat exchange46

and shed light on potential origins of biases in climate models. For example, changes in47

sea ice distribution have already been linked to significant changes in the air-sea heat48

exchange and associated impact on convection in the ocean (V̊age et al., 2018). The area49

around the MIZ is thus of great importance for these exchange mechanisms and feed-50

backs between the atmosphere, sea ice, and the ocean (Spengler et al., 2016), where the51

representation of these mechanisms and their intensity can be dependent on model res-52

olution and sea ice distribution.53

As models with a resolution typical to global climate models generally fail to re-54

produce mesoscale atmospheric features and seriously underestimate wind intensity (e.g.,55

Moore et al., 2016), it is important to understand the impact of model resolution on atmosphere-56

ocean heat exchange. With oceanic convection often driven by episodic strong wind events57
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and CAOs (e.g., Pickart et al., 2003; V̊age et al., 2008; Renfrew et al., 2019), investigat-58

ing these resolution dependencies will also shed light on potential impacts on deep wa-59

ter formation. In the North Atlantic, this formation of dense water is essential for feed-60

ing the meridional overturning circulation (e.g., Dickson et al., 1996; Gebbie & Huybers,61

2010). It has been shown that a higher atmospheric resolution can lead to either a 5-10%62

increase in the strength of the Atlantic meridional overturning circulation (AMOC) in63

an ocean only simulation (Jung et al., 2014) or to a weaker AMOC in fully coupled cli-64

mate models (Sein et al., 2018). This controversy asks for a more detailed understand-65

ing of the resolution dependence of the pertinent processes associated with these air-sea66

interactions. As a step in this direction, we here use idealised atmosphere-only simula-67

tions to systematically assess the representation of the air-sea heat exchange in CAOs68

across different model resolutions.69

In addition, CAOs can be conducive to extreme weather events such as polar lows70

and polar mesoscale cyclones (e.g., Terpstra et al., 2016; Michel et al., 2018; Stoll et al.,71

2018). Some of these cyclones can also experience explosive growth leading to extreme72

latent and sensible heat as well as momentum fluxes (e.g., Inoue & Hori, 2011). Explor-73

ing the sensitivity of the evolution of CAOs and their associated air-sea heat exchange74

with respect to model resolution and sea ice distribution in the MIZ will thus also yield75

insights into the minimum requirements to adequately predict the essential ingredients76

giving rise to these phenomena. With the increasing availability of computational resources,77

model simulations often employ increasingly higher resolutions. How to make the most78

optimal use of the available resources with respect to model resolution to resolve the per-79

tinent processes, however, remains an open question. Similar to Sein et al. (2018), we80

thus explore the gain and loss with respect to changes in spatial resolution for the rep-81

resentation of air-sea heat exchange in CAOs in an atmosphere-only setup.82

2 Model setup83

We base our analysis on a series of idealised model simulations using Polar WRF84

version 3.9.1 (Hines et al., 2015). We analyze an inner domain of 3072×3072 km with85

a grid spacing of either 3, 6, 12, 24, 48, or 96 km. This corresponds to a size of the in-86

ner domain between 1024×1024 and 32×32 grid points. For all horizontal resolutions,87

the vertical grid encompasses 60 hybrid model levels with a grid spacing of about 8-10 hPa88

in the lowest 3 levels and about 25 hPa in the mid-troposphere.89

We initialise the domain with horizontally homogeneous winds blowing across an90

ice edge towards the open ocean. Near-surface wind speeds are initialised with 20 m/s91

(Fig. 1a), but equilibrate to approximately 12-13 m/s over sea ice and 15-16 m/s over open92

water due to boundary layer processes. These wind speeds are on the upper end of the93

wind speeds observed during the ARKTIS1993 campaign (Brümmer, 1996, 1997). We94

repeated the control simulation with initialsed winds reduced to 10 m/s, which does not95

qualitatively change our results. In particular the dependence of the results on model96

resolution remains unchanged.97

We prescribe a stable temperature profile with 255 K near-surface temperatures and98

a constant stratification equivalent to a buoyancy oscillation frequency N2 = 2.25·10−4 s−2
99

(Fig. 1b). Above the tropopause at 6 km height, stratification increases to N2 = 4.0 ·100

10−4 s−2 (Fig. 1b). These initial values are prescribed along all lateral boundaries through-101

out the simulation.102

To avoid contamination of the inner domain by the boundary forcing, we pad the103

inner domain by 8 grid points along all lateral boundaries, resulting in a size of the full104

domain between 1040 × 1040 and 48 × 48 grid points (inner domain: thick gray box,105

full domain: black box in Fig. 1c). WRF nudges towards the prescribed boundary val-106

ues in the outermost 5 grid points of the model domain.107
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Figure 1. (a,b) Vertical profiles of wind speed and potential temperature used at the initial

time and at the upstream boundary around the cross-wind center of the domain. (c) Specific

humidity [g/kg] (semi-transparent shading) at 90 h together with wind (arrows) at 300 m above

ground level. The yellow line exemplifies a streamline used for the fetch calculation. The pale

red contour in (c-e) marks the 50% sea ice concentration, with ice-covered areas marked by a

pale blue background. The gray frames in (c-e) indicate the inner domain used for the analyses.

Grid points unreachable by horizontal advection from the inflow boundary appear white and are

disregarded in the fetch-based analyses. The semi-transparent shading in (d,e) shows fetch [km]

for a simulation (d) with a step in the sea ice edge, and (e) a triangular ice edge, both with with

12 km grid spacing. The simulations are referred to as S576 and ∆60, respectively, in sec. 7. (f)

Average evolution of potential temperature [K] (shading), boundary layer height (black line), and

extent of the cloud layer (gray contour) as a function of fetch for all streamlines in the control

simulation with 3 km grid spacing.
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In the control setup, we place a straight sharp sea ice edge 480 km downstream of108

the inflow boundary of the inner domain (pale red rectangle in Fig. 1c). Upstream of109

the sea ice edge we set the ice concentration to 100%, and skin temperatures to 255 K.110

Over open water, we set the skin temperature to freezing conditions for typical salt wa-111

ter, 271.3 K. We tested the sensitivity of our results to the choice of the SST distribu-112

tion with two experiments, (a) by uniformly increasing SSTs to 278 K, and (b) by lin-113

early increasing SSTs from the freezing point at the sea-ice edge by 8 K per 1000 km down-114

stream distance. This SST gradient corresponds to the mean SST increase across the Nordic115

Seas from the Greenland East coast to Northern Norway. In both sensitivity experiments,116

local fluxes increase in tandem with the increasing air-sea temperature contrast, but the117

dynamics of the CAO and dependence on atmospheric resolution remain unchanged.118

Along all boundaries we prescribe the initial and inflow conditions throughout the119

model simulation. As these conditions represent a stable atmospheric column over sea120

ice, we linearly increase the sea-ice concentration from open water to full sea ice cover121

along the outermost 5 grid points of the full domain (pale red contour in Fig. 1c). This122

linear increase is consistent with WRF nudging the outermost 5 grid points to the pre-123

scribed boundary values.124

We follow the configuration of the Antartic Mesoscale Prediction System1, except125

for the boundary layer parameterisation. In our tests this parameterisation produced un-126

physical discontinuities in boundary layer properties, possibly related to changes in the127

diagnosed boundary layer regime (see supplement for details). We find similar discon-128

tinuities with the QNSE scheme (Sukoriansky et al., 2005), but not with the YSU-scheme129

(Hong et al., 2006) and the MYNN2.5 and MYNN3 schemes (Nakanishi & Niino, 2006,130

2009). As YSU is the default for standard WRF 3.9.1, we decided to use the YSU scheme131

for our simulations. The MYNN2.5 and MYNN3 schemes yield qualitatively similar re-132

sults to the YSU scheme (comparison for control setup in supplement).133

Besides the boundary layer parametrization, we use the Kain-Fritsch cumulus parametriza-134

tion for simulations with a grid spacing greater and equal to 12 km (Kain, 2004). At all135

resolutions, we use the Purdue-Lin microphysics scheme with ice, snow, and graupel pro-136

cesses (Chen & Sun, 2002). We disable radiation and keep skin temperatures constant137

throughout the simulation. There is thus no diurnal cycle in the surface energy budget,138

and no longwave radiative cloud feedback. While radiation likely plays an important role139

in real-world cold-air outbreaks, the success of very idealised models (like the mixed layer140

model of Renfrew & King, 2000) demonstrates that qualitatively realistic CAOs can be141

simulated without radiative feedbacks.142

We integrate the model for 96 hours. The simulated fluxes reach a statistical equi-143

librium throughout the inner domain by 48 hours of integration. As flow at 20 m/s trav-144

els for about 3500 km in 48 hours, the numerical shock associated with slight imbalances145

in the initial conditions has traveled out of the domain at this point in time. We thus146

use the final 48 hours of each simulation for our analysis.147

3 Comparing simulations based on fetch148

We analyze surface fluxes, precipitation and boundary layer properties as a func-
tion of fetch d,

d(s) =

∫ s

s=0

(
1− c(s)

)
ds, (1)

the distance traveled over open water. In this equation, c(s) is the local sea ice concen-149

tration varying between 1 to 0 and s is the distance along a streamline (yellow line in150

1 Available online under https://www2.mmm.ucar.edu/rt/amps/information/configuration/

configuration.html, last accessed 23 April 2020.
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Fig. 1c as example), with s = 0 at the inflow boundary of the inner domain. Upstream151

of this inflow boundary, sea ice concentration is kept at 100% for all simulations.152

We determine the fetch based on the horizontal time-average flow during the anal-153

ysis period (48-96 hours) at 300 m above sea level. Using the time-average flow, we cal-154

culate streamlines backward from every grid point to trace the flow to the inflow bound-155

ary of the inner domain (x = 0 in Fig. 1c). Grid points where the streamlines do not156

trace back to the inflow boundary are discarded. For the control setup, this is the case157

for all grid points in the white wedge in the lower right corner of the inner domain (Fig.158

1c).159

Two example fetch calculations in Fig. 1d,e illustrate the procedure. For a step in160

the ice edge, the fetch calculation yields a well-defined discontinuity along the conver-161

gence zone emerging from the step (Fig. 1d). Further, a slight on-ice flow component162

across the downwind oriented section of the sea ice edge yields slightly positive fetch val-163

ues for the first grid points over the sea ice (Fig. 1d). For a triangular ice edge, the fetch164

field does not feature any discontinuities, but isolines in fetch over open water reflect the165

triangular geometry of the ice edge (Fig. 1e). As in the control setup, the white wedges166

in the respective lower right corners in Fig. 1d,e mark regions in which the flow cannot167

be traced back to the inflow boundary.168

As the basic-state flow is geostrophically balanced, surface pressure ps decreases
considerably in crosswind direction. Prescribed temperatures are nearly constant in the
cross-wind direction, such that density scales linearly with pressure. The varying sur-
face pressure thus poses a challenge when comparing surface fluxes for the same fetch,
because air density affects the magnitude of the air-sea exchange. The sensible heat flux

Qsens =
cpρκ

2

ψ
(10)
x ψ

(2)
T

U10

(
θskin − θ2

)
(2)

is determined by 10-meter wind speed U10 and 2-meter potential temperature θ2 using169

the stability functions ψx and ψT for momentum and potential temperature, respectively,170

evaluated at the height in meters given in parenthesis. κ is the van-Karman constant,171

cp the specific heat capacity of moist air at constant pressure, and ρ the air density at172

the lowest model level.173

In summary, Qsens ∝ ρ in eq. (2) and ρ ∝ ps. To be able to better compare the
heat exchange across different cross-wind positions, we normalise both sensible and la-
tent heat fluxes to a reference pressure of 1000 hPa,

Qsens,norm =
1000 hPa

ps
Qsens , (3)

and analogously for the latent heat flux. With this normalisation, the variability in fluxes174

across different locations with the same fetch is minimised (shading around the curves175

in Fig. 2a, b).176

4 Control simulation177

Our control simulation is based on the control setup with a straight sea ice edge178

featuring a sharp transition from 100% sea-ice cover upstream to open ocean downstream179

of the sea ice edge. We use the simulation with 3 km grid spacing as our control simu-180

lation with a typical cold air outbreak evolution of the boundary layer (potential tem-181

perature, boundary layer height and clouds shown in Fig. 1f).182

The initially intense warming declines with increasing fetch (Fig. 1f). In the bound-183

ary layer below the clouds, the isentropes are oriented nearly upright, indicating a well-184

mixed layer. First clouds form about 250 km downstream of the ice-edge. Except for a185
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step around a fetch of 600 km, the cloud base is nearly horizontal throughout all fetches,186

suggesting an approximately constant offset between near-surface temperature and dew187

point.188

Both the sensible and latent heat flux peak slightly downstream of the ice edge (Fig.189

2a,b). The respective maxima of about 400 W m−2 and 175 W m−2 are located at the190

4th or 5th grid point of open water. This slight distance between the ice edge and the191

peak fluxes results from the fluxes depending on both the temperature and moisture con-192

trasts as well as the wind speed. While the temperature and moisture contrasts decrease193

rapidly due to the fluxes, the wind speed increases from just below 12 m/s over sea ice194

to just below 16 m/s at a fetch of about 30 km (Fig. 2e).195

5 Sensitivity to model resolution196

Both the magnitude and the position of the peak sensible heat flux off the ice edge197

are very consistent between simulations with a grid spacing between 3 km and 24 km (Fig.198

2a). At 3 km resolution, the strongest fluxes occur between 9-12 km off the ice edge, such199

that grid spacings up to 24 km capture this maximum well. Consistently, the peak sen-200

sible heat flux is noticeably lower only at 48 km and 96 km. Nevertheless, integrated over201

the first 96 km of fetch, more sensible heat is extracted in the 96 km simulation than in202

the 3 km simulation (red curve in Fig. 2c). More generally, lower resolution simulations203

tend to extract more heat in the first 400 km off the ice edge, but less between a fetch204

of 400 and 700 km. At even larger fetches, slight but systematic differences appear be-205

tween the simulations with most heat extracted at intermediate resolution (12 and 24 km206

grid spacing). Integrated up to 1500 km, the total sensible heat extracted from the ocean207

varies only by about 1% between 3 and 96 km and is thus remarkably consistent across208

these resolutions.209

The sensible heat fluxes in Fig. 2a are determined by both near-surface temper-210

ature contrast and near-surface wind (Eq. 2). Wind speeds are largely consistent across211

resolutions (Fig. 2e), and differences in the sensible heat flux are mainly determined by212

differences in the near-surface temperature contrast (not shown).213

In contrast to the sensible heat flux, the latent heat flux is not consistent across214

resolutions (Fig. 2b). Latent heat fluxes consistently decrease with resolution at all fetches.215

Consequently, an increase in resolution yields a considerable increase in the total latent216

heat a simulated cold-air outbreak extracts from the ocean.217

For precipitation, the dependence on resolution is even more pronounced (Fig. 2e).218

A lower resolution results in a precipitation commencing closer to the ice edge. For ex-219

ample, at 96 km grid spacing a slight drizzle occurs already in the second grid cell off the220

ice edge, whereas precipitation commences at a fetch of about 300 km in the simulation221

with 3 km grid spacing.222

In addition, the structure of precipitation also changes with resolution. At higher223

resolution, convection starts to organise into linear features with roll convection and cloud224

streets (cf. Chlond, 1992; Müller et al., 1999). For example, such linear features emerge225

in the moisture field at 300 m altitude in the 12 km-simulation in Fig. 1c at a fetch of226

about 1000 km, just upstream of a slight peak in precipitation (Fig. 2e). At 6 and 3 km227

grid spacing, roll convection emerges closer to the ice edge (around 700 and 500 km fetch,228

respectively; not shown) and yields more pronounced downstream peaks in precipitation229

(Fig. 2e). The onset of roll convection is thus critically dependent on resolution, with230

higher resolution yielding earlier onsets. The peak in precipitation shifts considerably231

from 6 km to 3 km grid spacing, indicating that the model solution has not converged232

yet at our highest resolution.233
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Figure 2. Evolution of the simulated air-sea interaction with fetch. The panels show (a) sen-

sible heat flux (b) latent heat flux, (c) difference in sensible heat flux between resolutions, (d)

precipitation rate, (e) 10-meter wind speed U10, and (f) evaporation minus precipitation (E − P ).

To calculate the differences in (c), the 3 km-simulation has been interpolated to the respective

lower resolution. Transparent shading around lines indicates the standard deviation amongst

all points with the same fetch. Line colors are consistent throughout the panels, except for the

difference plot (c).

At 1500 km fetch the simulations point to two distinct precipitation regimes. The234

highest resolutions (3 km and 6 km grid spacing) equilibrated at a precipitation rate of235

approximately 2 mm/day, lower resolutions at about half that value (Fig. 2e). The sim-236

ulation with 12 km grid spacing does not recover to higher precipitation rates at higher237

fetches, although roll convection has set in (not shown). This grouping of simulations238

into precipitation regimes coincides with the grouping by enabled/disabled convection239

parametrization. This coincidence, however, is by chance. When running our highest res-240

olution cases with convection parametrization enabled, our results do not change.241

The different precipitation regimes have only a minor impact on the evaporation242

minus precipitation moisture budget of the atmosphere (E−P ; Fig. 2f). At large fetches,243

all simulations equilibrate at a net moistening of the atmosphere equivalent to about 2 mm244

of precipitable water per day. The higher rate of precipitation at higher resolution is thus245

largely offset by higher latent heat fluxes (Fig. 2b), keeping the atmospheric moisture246

content approximately constant across resolutions, but invigorating the atmospheric wa-247

ter cycle.248

In summary, both the integral sensible heat extraction and the moisture budget249

is remarkably consistent across resolutions. Nevertheless, there are systematic biases in250

lower resolution simulations that can affect atmosphere-ocean interactions (cf. Condron251

& Renfrew, 2013; Jung et al., 2014). For example, the latent heat flux increases with in-252

creasing resolution at all fetches. This increased moisture uptake is offset by increased253

precipitation, implying a more vigorous atmospheric water cycle at higher resolution. The254

more vigorous water cycle implies an increased heat transport from the ocean to the at-255

mosphere because the latent heat of condensation is taken up from the ocean but released256

in the atmosphere.257
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6 Sensitivity to the sharpness of the marginal ice zone258

The sensitivity to model resolution is likely more pronounced than presented above,
as we designed the control setup such that the sea ice edge remains perfectly sharp at
all model resolutions. For more realistic setups, the implicit smoothing when interpo-
lating a given sea-ice concentration on a model grid likely exacerbates the effects. We
therefore assess the sensitivity of the air-sea heat exchange to combinations of model res-
olution and the sharpness of the marginal ice zone (MIZ). In addition to the sharp ice
edge in the control simulation, we evaluate transitions following a linear profile, (“L50”
and “L200”), a tanh-shape (“T50” and “T200”) defined by

SICT =
1

2
− 1

2
tanh

x− x0
Lx

, (4)

as well as the convex and concave branches of the tanh-function (“TU50”, “TU200”, and
“TL50”, “TL200”, respectively), defined by

SICTU = −min

(
0, tanh

x− x0
Lx

)
, (5)

SICTL = 1−max

(
0, tanh

x− x0
Lx

)
. (6)

For each of the transitions we tested the sharpness scales Lx = 50 km and Lx = 200 km,259

and x0 is adjusted such that total sea-ice covered area remains constant across simula-260

tions. All profiles for Lx = 50 km are shown in Fig 3a.261

Overall, a smoother transition from sea ice to open ocean yields lower peak sen-262

sible heat fluxes (Fig. 3b). In the smoothest profile (T200), the peak flux is reduced by263

nearly 50% compared to the sharp sea ice edge. In comparison to the sensitivity to the264

smoothness of the MIZ, peak fluxes are largely consistent across model resolutions, in265

particular for grid spacings between 3 km and 24 km. Only for the sharpest MIZs is the266

peak heat flux considerably reduced at the lowest resolutions (cf. 48 and 96 km for the267

L50 and TU50 simulations in Fig 3b).268

For the peak fluxes, it matters where the sharpest gradient in sea-ice concentra-269

tion occurs within the MIZ. The TL and TU-profiles are symmetric, but differ in whether270

the sharpest transition occurs either close to the open ocean (TU) or close to sea ice pack271

(TL). Here, the TL simulations yield markedly lower peak fluxes compared to the TU272

simulations at both 50 km and 200 km MIZ width scale (Fig. 3b). Hence, it is mainly273

the sharpness of the MIZ at low sea ice concentrations that determines the peak heat274

flux.275

Integral sensible heat uptake is even less dependent on model resolution than the276

peak sensible heat flux (Fig. 3b,c). Consistent with the control simulations, integral fluxes277

for all MIZs are slightly higher at intermediate resolutions (12 km and 24 km grid spac-278

ing) compared to both higher and lower-resolution results (Fig. 3c). This effect however279

is about one order of magnitude smaller than the reduction of integral heat uptake with280

smoother MIZs. The difference in integral heat uptake between the sharpest and the smoothest281

transitions amounts to about 20% (integrated up to a fetch of 1500 km; Fig. 3c). In con-282

trast to the peak fluxes, the integral heat uptake is nearly identical for the TL and the283

TU simulations. The integral heat uptake is thus largely insensitive to where the sharpest284

gradient in ice concentration is located.285

Overall, we find a clear dependence of the sensible heat uptake on the sharpness286

of the MIZ as well as on model resolution. Whereas in our control simulation the sea-287

ice edge remained perfectly sharp at all resolutions, not all tested transitions from sea288

ice to open ocean can be adequately resolved at all resolutions. The integral sensible heat289

uptake follows the resolved rather than prescribed sharpness of the MIZ, and is thus sub-290

ject to resolution-dependent smoothing.291
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Figure 3. Sensitivity of air-sea heat exchange on both the sharpness of the marginal ice zone

and model grid spacing. (a) Profiles of sea ice concentration across the marginal ice zone with a

width of 50 km. (b-d) Matrices of (b) peak sensible heat fluxes [W m−2], (c) integrated sensible

heating [103 kg K m−2], (d) total evaporation [mm], and (e) total precipitation [mm], all inte-

grated up until a fetch of 1500 km. All matrices show the dependence on model grid spacing and

the sea ice distribution within the marginal ice zone. The sea ice distribution in the experiments

follows the profiles of (a) with width of 50 km and 200 km, respectively.
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In the control simulations, we noted a marked effect of model resolution on the at-292

mospheric water cycle, with both evaporation and precipitation decreasing with resolu-293

tion. These results for reduced resolution translate only partially to a smoother MIZ.294

Whereas integral moisture uptake decreases with a smoother MIZ (Fig. 3d), precipita-295

tion does not (Fig. 3e). Consequently, a smoother MIZ leads to an overall dryer bound-296

ary layer, in particular at larger fetches.297

These sensitivities have implications for the dynamics of CAOs in climate models,298

because the comparatively low atmospheric resolution will generally imply a smoothing299

of the represented MIZ. Our results therefore suggest that CAOs in climate models are300

biased towards an underrepresentation of air-sea exchange in CAOs, both regarding the301

peak and integral atmospheric heat uptake.302

7 Sensitivity to the geometry of the marginal ice zone303

In our sensitivity analysis on the sharpness of the MIZ, we kept the sea ice edge304

as a straight line, oriented perpendicular to the basic state wind. We now proceed to as-305

sess the sensitivity of the air-sea heat exchange to the geometry of the MIZ. Specifically,306

we compare the air-sea exchange for upwind and downwind steps in the sea ice edge as307

well as convex and concave triangles (Fig. 4). In this analysis we compare grid cells with308

the same fetch across different simulations, irrespective of where they occur in the model309

domain. To isolate the effect of the geometry, we prescribe these shapes with a perfectly310

sharp sea ice edge. Many shapes nevertheless imply partly ice covered grid cells, yield-311

ing an implicit smoothing of the sea ice edge with decreasing resolution.312

Overall, the geometry of the sea ice edge has only little impact on the peak sen-313

sible heat flux (Fig. 4b). To first order, the fluxes depend only on the grid spacing, but314

not on the shape of the sea ice edge. The implicit smoothing when decreasing the res-315

olution is particularly visible for the 96 km simulations, where the peak fluxes are reduced316

by 20-25% compared to the CTRL simulation in which the sea-ice edge coincides with317

a grid cell boundary (Fig. 4b). Exceptions to this rule are the CTRL, S192, S192i and318

S576i simulations, in which the sea ice edge remains perfectly sharp at all resolutions.319

Peak heat fluxes for the S576-simulation are nevertheless reduced at all resolutions, likely320

because of the slight on-ice flow along the step (cf. discussion of Fig. 1d in sec. 3), which321

occurs at low fetch values and thus reduces the average heat flux at these fetches.322

Similar to the peak heat fluxes, the integrated heat and moisture uptake is largely323

independent from the geometry of the sea ice edge. Exceptions occur for the narrowest324

triangles and largest up/downwind steps, featuring pronounced deviations from the straight325

sea ice edge. In these cases, the sea ice edge induces convergence or divergence lines and326

thus a degree of mesoscale flow organization. With this organization, the boundary layer327

evolution along neighboring stream lines is no longer independent. Any such flow organ-328

ization tends to reduce the integral heat and moisture uptake (Fig. 4c,d), although peak329

fluxes can also be amplified. For example in the narrowest concave triangle (∆60i), the330

peak sensible heat flux is about 5% stronger compared to the straight sea ice edge.331

The atmospheric moisture is largely insensitive to the shape of the sea ice edge (Fig.332

4d,e). Only in the narrowest triangular shapes (∆60, ∆60i), the moisture cycle is notice-333

ably affected. Here, overall reduced moisture uptake and increased precipitation lead to334

an overall dryer atmosphere, especially for ∆60i, where the convergence zone appears335

to enhance precipitation efficiency.336

In summary, air-sea heat exchange is remarkably consistent across all but the most337

pronounced deviations from a straight sea ice edge. Thus for most geometries, the dis-338

tance traveled over open water largely determines the state of the atmospheric bound-339

ary layer. This implies that the boundary layer evolution along one stream line is largely340
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Figure 4. Sensitivity of air-sea heat exchange on both the shape of the marginal ice zone

and model grid spacing. (a) Maps of sea ice cover for the different sensitivity experiments. (b-e)

Matrices analogous to Fig. 3b-d, but showing the dependence on model grid spacing and the

geometry of the sea ice edge.
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independent from the evolution along other stream lines. This is plausible in the absence341

of mesoscale flow features such as convergence or divergence lines.342

8 Summary and conclusions343

We used idealised simulations of a cold-air outbreak using the Polar WRF model344

to investigate the sensitivity of the air-sea heat exchange to model resolution, sharpness345

of the marginal ice zone (MIZ), and geometry of the sea ice edge. We characterised dif-346

ferences in the evolution of an atmospheric air column moving off the sea ice in terms347

of fetch, the distance traveled over open water. Based on these sensitivity analyses we348

draw the following conclusions:349

1. The resolved sharpness of the MIZ strongly affects the peak magnitude of air-sea350

heat exchange. In particular, peak fluxes are sensitive to the sharpness of the MIZ351

close to the open ocean. An abrupt end of the MIZ towards the open ocean leads352

to comparatively higher fluxes.353

2. Model resolution strongly affects the atmospheric water cycle. The higher the model354

resolution, the smaller the minimum horizontal scale of resolved roll convection355

and the smaller the fetch at which roll convection occurs in the simulations. Such356

roll convection simultaneously increases evaporation and precipitation, leaving the357

net atmospheric moisture budget more or less unchanged across experiments while358

increasing the atmospheric latent heat uptake. There is no indication that the at-359

mospheric water cycle has converged at our highest resolution with 3 km grid spac-360

ing.361

3. The geometry of the sea ice edge only affects peak and integral heat fluxes when362

it induces pronounced convergence or divergence zones within the cold air outbreak.363

Such internal flow asymmetries generally decrease the total heat and moisture up-364

take within the cold air outbreak, but at the same time generally increase precip-365

itation. Mesoscale flow organization in a cold air outbreak thus results in a dryer366

boundary layer.367

4. A state without mesoscale flow organisation and a perfectly sharp MIZ seems to368

be the optimal setup for extracting heat from the ocean. In our sensitivity anal-369

ysis, any deviation from such a state, by smoothing the MIZ or inducing cross-370

wind asymmetries, decreases the overall heat and moisture uptake. At the same371

time, precipitation remains either about constant (smoothing of the MIZ) or might372

even increase (triangular edge geometries), leading to an overall dryer atmosphere.373

The outlined sensitivities have significant implications for the ocean underlying a374

modelled cold air outbreak. Higher atmospheric resolution increases both the peak heat375

fluxes as well as the integral heat transfer from the ocean to the atmosphere. In a cou-376

pled system, this would result in a more locally confined destabilisation of the oceanic377

water column as well as a stronger cooling of the ocean also downstream. Furthermore,378

the sensitivity to the sea ice concentration in the MIZ suggests that both the resolved379

sharpness of the MIZ and the internal sea ice dynamics determining the sea ice distri-380

bution are key to adequately represent the air-sea heat exchange within and downstream381

of the MIZ.382
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Figure S1. Sensitivity of air-sea interactions on both the boundary layer parametrization

and model grid spacing similar to the matrices in Fig. 3b-e. Here, the panels show (a) peak sen-

sible heat fluxes [W m−2], (b) maximum 10-meter wind speed, (c) integrated sensible heating

[103 kg K m−2], (d) total evaporation [mm], and (e) total precipitation [mm], the latter three all

up until a fetch of 1500 km.

Supplement: Sensitivity to the WRF boundary layer parameterisation511

We here compare properties of the boundary layer as simulated by (a) the YSU,512

(b) the MYNN2.5 and (c) the MYNN3 parametrization scheme. We did not include the513

MYJ or the QNSE scheme, because they produce unphysical discontinuities in the sim-514

ulated boundary layer properties. For example the latent heat flux decreases by about515

30% from one grid cell to the next at a fetch of about 1200 km for most crosswind dis-516

tances. The discontinuity appears closer to the sea-ice edge with increasing crosswind517

distances, where the surface pressure becomes increasingly unrealistic compared to real-518

world cold air outbreaks. It is thus possible that the low surface pressure contributed519

to exposing this behaviour in the the MYJ and QNSE schemes.520

Both MYNN schemes generally simulate lower peak sensible heat fluxes (Fig. S1a),521

whereas peak latent heat fluxes are largely consistent (not shown). Beyond about 200 km522

fetch, the sensible heat fluxes are very consistent across all three schemes. The integrated523

sensible heat uptake is nevertheless considerably higher in the MYNN schemes compared524

to YSU (Fig. S1c), because the simulated wind speeds over open ocean are considerably525

lower for the MYNN schemes than for YSU (Fig. S1b). With this reduction in wind speed,526

the boundary layer has more time to take up heat until it reaches a fetch of 1500 km.527

MYNN3 simulates lower latent heat fluxes between about 100 and 600 km fetch (not528

shown), reducing the integrated moisture uptake (Fig. S1d). MYNN2.5 and YSU sim-529

ulate very similar latent heat fluxes at all fetches (not shown), but the integrated mois-530

ture uptake is nevertheless larger in MYNN2.5. This is due to the lower wind speeds (Fig.531

S1d), which result in a longer travel time until a given fetch. Although MYNN3 simu-532

lates lower latent heat fluxes, the scheme produces more precipitation (Fig. S1e).533

Despite these differences between the schemes, the sensitivity to model grid spac-534

ing is fully consistent across these schemes. For all parameters, the boundary layer schemes535

agree on the grid spacing yielding the highest and lowest value, respectively. Further,536

the relative increase or decrease in surface fluxes for different model resolutions is com-537

parable across parameterisations. We therefore conclude that the results in this paper538

remain qualitatively valid irrespective of the chosen boundary layer parametrization.539
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