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Abstract

Ultrasonic transmission is sensitive to the variation in mechanical properties of materials. Wave propagation through fractured

media introduces changes in the frequency content, travel time and transmission coefficient of the wave. A workflow based

on physics-driven unsupervised learning is developed to process the transmitted ultrasonic-shear waveforms to non-invasively

visualize the geomechanical alterations due to hydraulic fracturing of a tight sandstone. Novelty of the work involves the

assignment of physically consistent clusters to the measurements of shear waveforms across the axial and frontal planes by

incorporating the travel time of the peak of spectral energy and transmission coefficient. The proposed workflow generates

maps of geomechanical alterations across the frontal and axial planes of the sample. The outputs of the workflow are in good

agreement with independent techniques viz. acoustic emission and X-ray computed tomography. The proposed workflow can

be adapted for improved fracture characterization in the subsurface when processing sonic-logging, cross-wellbore seismic or

surface seismic waveform data.
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Abstract — Ultrasonic transmission is sensitive to the variation in mechanical properties of materials. 
Wave propagation through fractured media introduces changes in the frequency content, travel time 
and transmission coefficient of the wave. A workflow based on physics-driven unsupervised learning is 
developed to process the transmitted ultrasonic-shear waveforms to non-invasively visualize the 
geomechanical alterations due to hydraulic fracturing of a tight sandstone. Novelty of the work involves 
the assignment of physically consistent clusters to the measurements of shear waveforms across the 
axial and frontal planes by incorporating the travel time of the peak of spectral energy and transmission 
coefficient. The proposed workflow generates maps of geomechanical alterations across the frontal and 
axial planes of the sample. The outputs of the workflow are in good agreement with independent 
techniques viz. acoustic emission and X-ray computed tomography. The proposed workflow can be 
adapted for improved fracture characterization in the subsurface when processing sonic-logging, cross-
wellbore seismic or surface seismic waveform data.  
 

Introduction 

Characterization of mechanical discontinuities (e.g. cracks and fractures) in geological formations, 

building structural elements (walls, pipes, sheets), composites and metals is crucial for various 

engineering and scientific pursuits. Geomechanically altered regions are produced due to the 

propagation of discontinuities and changes in stress. Such geomechanical alterations influence the 

mechanical properties (e.g. strength, brittleness), storage properties, and transport properties (e.g. 

fluid, heat). Therefore, it is important to non-invasively visualize the mechanical discontinuities and 

associated geomechanically altered regions in materials. Machine learning-based workflows are 

promising methods to process waveforms for the characterization of discontinuities. Our research is an 

effort to use physics-driven unsupervised learning methods to non-invasively visualize the 

geomechanical alteration in material by processing multi-point laboratory ultrasonic transmission data.   

Various measurement techniques can be used to characterize the mechanical discontinuities at various 

scales. For example, cross-well seismic survey [1], seismic wave scattering [2], seismic reflections [3], 

microseismic monitoring [4], and pressure/rate transient analysis [5] are used for fracture 

characterization at the field scale. Few near-wellbore-scale methods are distributed temperature 

sensing [6] and micro-resistivity imaging, whereas the laboratory-scale methods include non-destructive 

acoustic-emission testing [7] and ultrasonic-waveform processing using machine learning [8,9]. For 

capturing discontinuities at the micro-scale, we can use scanning electron microscopy [10,11]. 

 

Hydraulic fracture visualization by 

processing ultrasonic transmission 

waveforms using unsupervised learning  

Aditya Chakravarty, Dr. Siddharth Misra, and Dr. Chandra S. Rai 



 

2 
 

In this study, multi-point ultrasonic shear-transmission waveforms are processed using physics-driven 

unsupervised learning to map the spatial variation of geomechanical alteration in materials. Laboratory-

scale ultrasonic transmission experiments have been conducted to characterize fracture growth [12], 

crack density [7], fracture orientation [13] and acoustic emission for localizing damage [10]. Another 

technique involves displacement discontinuity theory developed based on extensive ultrasonic wave 

transmission experiments through single/multiple sets of fractures in rocks [14]. Fractures act as low-

pass filters explicitly represented through group time delay and transmission coefficient as functions of 

fracture specific stiffness, frequency, and acoustic impedance of intact medium. Wavelet transform and 

empirical mode decomposition method can be applied to ultrasonic guided waves to locate flaws in 

plates [15].  

Key advantages of transmission measurements are: (1) minimal interference between the incident and 

reflected waveforms, and (2) shorter propagation distance allows higher-frequency measurements, at 

least an order of magnitude higher, that enables better spatial resolution. There are few limitations of 

transmission measurements, such as (1) higher cost of deployment at the field scale because it is harder 

to place receivers to acquire the transmission data, (2) reflection data can be interpreted to obtain a 

three dimensional description, whereas the transmission data can only provide two-dimensional 

information, and (3) geological materials tend to have a high attenuation coefficient that limits the use 

of higher frequencies, hence limiting the resolution of transmission measurements.  

Method 

Experimental setup 

The present study analyses the measurements first reported by Bhoumick et al. [7]. Experiments were 

performed on cylindrical Tennessee sandstone samples having a length of 154 mm and diameter of 152 

mm. We define the plane containing the circular face of the sample as the axial plane. The borehole is 

perpendicular to the axial plane. The planes along the borehole are defined as frontal planes.  The 

experimental parameters and sample details are summarized in Table 1.  

Table 1: Experimental parameters 

 

 

 

 

 

 

 

 

 

 

Sample name TSU6 TSU1 

Data Shear wave transmission  
Acoustic emission 

Shear wave transmission, 
 X-ray CT 

Length (mm) 154 154 

Diameter (mm) 152 152 

Fracturing fluid Water Water 

Stress (psi) 870 870 

Flow rate (cc/min) 15 15 

Breakdown pressure (psi) 2764 N.A 

Number of located AE 1309 N.A 

Injection depth (mm) 80 80 

Borehole depth (mm) 83 83 

Porosity (%) 9.7 N.A 

Permeability (µD) 13 N.A 

Composition (wt %) Quartz 89%, Clay 11%  N.A. 
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The first step of the measurement is circumferential velocity analysis to determine the P-wave velocity 

anisotropy and hence the fabric direction in the plane perpendicular to the cylinder axis. In the next 

step, shear transmission waveforms were measured along the axial and frontal planes using seven 

source/transmitter and sensor/receiver transducer pairs, arranged in linear geometry as shown in Figure 

1. The 1-inch diameter shear transducers are placed 17 mm apart. To ensure firm contact between the 

sample and transducer, the assembly is pressed on to the sample using air-driven actuators.  

 

 

Figure 1: (Top) Schematic of transmitted shear waveform measurements in axial (left) and frontal (right) 

orientation using 7 pairs of source-receiver transducers. The straight dashed lines in the right-side figure 

represent the portion of sample cut and removed to create flat surface to facilitate the scanning. The 

tortuous dashed line in the figures is the anticipated location of the dominant fracture due to 

hydraulically fracturing.  

 

Prior to the hydraulic fracturing, the transducers are scanned across the axial orientation of the sample 

(Figure 1, left). Post fracturing, the same scan is repeated. To obtain the shear wave transmission in the 

frontal orientation, flat surfaces are created on the sample by cutting and removing two portions of the 

sample 0.5 inches each, from the front and back (Figure 1, right). Consequently, all of the seven 

transducer pairs are in contact with the sample when scanning in axial orientation, whereas only 5 pairs 

scan the frontal plane. The bottom plate on which the sample rests is moved at increments of 1 mm for 

scanning the axial and frontal surfaces, which results in 133 measurement points along each of the two 

planes (Figure 2). Each transducer assembly (1 source-receiver pair) is active one at a time while 

recording the shear waveforms. Pre-fracture waveforms are recorded only in the axial orientation, and 

post-fracture waveforms are recorded for both axial and frontal orientations. Two identical Tennessee 

sandstone samples, TSU6 and TSU1 were analyzed in our study (refer to Table 1). TSU6 has all the 

measurements described above, whereas TSU1 does not have the axial ultrasonic transmission and 

acoustic emission measurements. X-ray computed tomography (CT) measurements were performed 

only on TSU1.   
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Figure 2:  Stack of transmitted waves recorded by Transducer #3 in the axial direction before and after 

fracture. On the left panel, the green arrow indicates the compressional wave and brown arrow 

indicates shear wave. Note the drastically reduced amplitudes in the post-fractured case (right). The 

shear wave ‘shadowing’ is due to transmission through fractured media.  

Unsupervised learning approach 

Clustering is unsupervised learning used to detect patterns and hidden structures within a dataset for 

purposes of grouping the data into clusters. We have considered three methods of clustering: K-Means, 

Agglomerative and DBSCAN. K-Means clustering is a divisive method that allocates each of the data 

points to one of the K clusters based on distance between the datapoints and the cluster centroids. The 

objective of the K-Means cluster-allocation process is to minimize the sum of distances between the 

cluster centroids and each point in the corresponding cluster to obtain K clusters that have minimum 

variance around the cluster centroid. Agglomerative clustering initiates the cluster-allocation process by 

assuming each datapoint as a cluster and then iteratively groups the similar smaller clusters into higher-

level larger clusters; this creates a hierarchy of clusters ultimately leading to a single largest cluster 

containing all the datapoints/samples. This hierarchy of clusters can be visually represented as a 

dendrogram, which is a tree-like representation showing the similarity between various samples and 

clusters. The user-specified parameters are distance metric and linkage criteria that govern the 

agglomerative cluster allocation. Density-based spatial clustering of applications with noise (DBSCAN) 

assumes that clusters comprise of dense zones in the feature space partitioned by lower density zones. 

The samples that lie in low-density zones are marked as noise. The user-specified parameters in DBSCAN 

are the minimum number of neighboring samples and bandwidth that determines the density in the 

region around each sample.  

Feature extraction 

Features are categorical/continuous properties/attributes that describe a phenomenon or system that 

needs to be modeled or investigated using the data-driven methods. Independent, informative and 

discriminating features are necessary to develop a robust unsupervised learning method. The raw 

ultrasonic waveform, if used as it is as the feature set, has a very high dimensionality, which is not 
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conducive to effective clustering. Unsupervised methods perform better on low-dimensional datasets. 

High dimensionality of the feature set lead to several problems: (1) high computational expense, (2) 

non-uniqueness of model predictions and solutions, (3) models are not generalizable, (4) increased 

sensitivity to noise and overfitting, and (5) complicates the interpretation of data-driven models. To 

reduce the dimensionality of the feature set for purposes of developing well generalizable data-driven 

models, we deploy short-time Fourier transform (STFT) followed by principal component analysis (PCA) 

to extract reliable representative features from the waveforms.  

The short-time Fourier transform of the waveform yields a spectrogram, which contains the time-

frequency content of the waveform. The time-frequency contents are stored as time-varying frequency 

coefficients. In the present study, each waveform is divided into 12 time-segments, each having 15 

frequency bins (Figure 3). Thus, there are 180 STFT coefficients corresponding to each waveform. 

Principal component analysis (PCA) is applied on the 180 STFT coefficients to obtain a dimensionally 

reduced feature set. Prior to dimensionality reduction, the features were scaled using Robust scaler. We 

found that the first two principal components explained 75% of variance exhibited by the STFT 

coefficients. 76, 65 and 63 PCA derived components explained 98% of variance shown by 180 STFT-

derived features for axial, frontal (fracture perpendicular) and frontal (fracture-parallel) orientations, 

respectively.   

From clusters to geomechanical alteration index 

Raw clustering results do not convey any physical information because clustering only accounts for 

statistical relationships and trends. Moreover, raw clustering results are not statistically consistent due 

to overfitting or underfitting. The clusters are made statistically consistent by finding the optimal cluster 

number using silhouette score, based on the concept of cohesion and separation. Following that, the 

clusters are made physically consistent by invoking the displacement-discontinuity theory. A novelty of 

our work is the use of displacement-discontinuity theory to transform the cluster index to 

geomechanical alteration index (GAI) to provide certain physical meaning to the clusters. Hence, the 

treatment makes the clusters statistically and physically consistent.  

It is important to define the optimum number of clusters to be identified using clustering methods. This 

ensures statistical consistency of the clusters. Effective clustering should exhibit low cohesion and high 

separation. Cohesion is defined as the mean dissimilarity of the data point i with all other points in the 

same cluster. Low cohesion correlates with low intra-cluster distance a. Separation is the lowest mean 

dissimilarity of a data point i to other points in the clusters to which the datapoint i does not belong 

[16]. For every data point i, the intra-cluster distance is denoted as a and the mean nearest cluster 

distance is denoted as b [16]. Then, silhouette score s of a datapoint i is defined as: 

                                      (1) 

 

A high silhouette score, i.e. cohesion is low and the separation is high, implies effective clustering [17]. 

By considering the difference in the median values of the J parameter between different clusters and 

the silhouette scores we determined the optimal number of clusters. The range of J is 0-0.035 for axial 

and 0-0.01 for frontal orientation, respectively. Large J indicates minimal alteration. Following this, the 

cluster index are transformed to the geomechancial alteration index. Wave transmission through a 

fracture results in a reduction of the frequency and energy along with phase change of the wave, as 

𝑠(𝑖) =
𝑏(𝑖) − 𝑎(𝑖)

max⁡(𝑏(𝑖),  𝑎(𝑖))
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predicted by the displacement discontinuity model [14]. This results in a delay of the waves’ first arrival, 

and a reduction of the transmitted wave energy (Figure 2 and Figure 3).  

 

 

Figure 3: (Top) Schematic diagram of the displacement discontinuity model and the effect of fracture on 

the transmitted waveforms. (Bottom) Waveforms and corresponding short-time Fourier Transform 

spectrograms for varying levels of fracture induced alteration. Samples shown are from axial orientation. 

 

The spectral energy density of the transmitted waveform is calculated from the coefficients of the STFT 

spectrogram. The time of arrival of the first peak of the spectral energy is used as a surrogate for the 

first arrival of the stress wave. We devise a parameter, J, which combines the effects on arrival time and 

transmission coefficient based on displacement-discontinuity theory: 

𝐽 = ⁡
𝑡𝑐

𝑡𝑑
      (2) 

where tc is transmission coefficient and td is arrival time of first peak of spectral energy. Overall the J 

parameter decreases with decreasing fracture specific stiffness, which is a direct indicator of the 

geomechanical alteration induced by the hydraulic fracturing of the transmission zone. A geomechanical 

alteration index (GAI) is assigned based on the J parameter value. GAI of 1 implies least alteration that 

correspond to high values of the J parameter, and progressively higher GAI indicate higher alteration 

represented by lower values of the J parameter. Without the J parameter, the clusters have no physical 

meaning. Use of the J parameter, assigns the level of damage represented by the cluster. However, we 

cannot solely use the J parameter to assess the damage because it does not consider the entire 

waveform, whereas the clustering takes the entire waveform into account when grouping the various 

locations sensed by the shear waveform.  
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The flowchart to obtain physically consistent geomechanical alteration indices is presented in Figure 4. 

The transmitted shear wave signals are collected before and after the sample is hydraulically fractured. 

The extracted STFT of the transmitted shear waveform features are subject to scaling and 

dimensionality reduction, and then used as input for clustering. To generate the geomechanical 

alteration indices, the clusters identified using clustering method are first made statistically consistent 

by using cohesion, separation, and silhouette score to determine optimal number of clusters; following 

that, the optimal clusters are assigned a physical meaning based on the J parameter. results are assigned 

physical basis by comparing their corresponding transmission coefficient and time of arrival of first 

spectral peak.  

 

Figure 4: Workflow to quantify the spatial distribution of geomechanical alteration due to fracturing 

Results and discussion 

Feature extraction 

When a wave propagates through a discontinuity, the frequency, temporal, and energy contents of the 

wave are altered, and these changes are better reflected in the parameters obtained from the short-time 

Fourier transform (STFT) of the waveform. This is evidenced by the partition of STFT derived waveform 

features of intact and fractured data projected in principal component space as shown in Figure 5.  
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Figure 5: Projection of STFT-derived features from pre-fracture (blue shades) and post-fracture (red 

shades) in principal component space, projected in first (PC1) and second (PC2) principal components. 

The difference shades of a color correspond to different transducers. The STFT components of pre- and 

post-fracture measurements form distinct clusters in PCA space. This is evidence that STFT features in 

the principal component space can distinguish between shear transmission signals from fractured and 

intact media. 

Unsupervised clustering 

Table 2 shows the mean silhouette score for all clusters, for different number of clusters. For the given 

dataset, K-Means clustering yields the highest silhouette scores. Agglomerative clustering yields slightly 

lower silhouette scores and is computationally expensive. DBSCAN performs poorly beyond 2 clusters 

since there are two principal zones of high density, beyond which the efficacy of DBSCAN algorithm falls 

drastically. Using violin plots (Figure 5), we present the robustness of the clustering results. The violin 

plot is a method to visualize groups of numerical data exhibiting multimodal distribution. The middle 

horizontal line in the violin plot marks the median. The horizontal lines at the extremities indicates the 

95th percentile of data.  

Table 2: Silhouette scores for clustering algorithms considered in this study for sample TSU6 

Orientation Number of 
Clusters 

DBSCAN 
 

K-Means Agglomerative 

Axial 2 0.49 0.55 0.51 

3 -0.15 0.56 0.47 

4 -0.13 0.56 0.52 

5 -0.15 0.29 0.34 

6 -0.17 0.28 0.16 

Frontal (fracture 
perpendicular) 

2 -0.25 0.43 0.41 

3 -0.27 0.26 0.24 

4 -0.29 0.25 0.25 

5 -0.29 0.25 0.26 

6 -0.29 0.13 0.11 
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Frontal (fracture 
parallel) 

2 -0.23 0.75 0.75 

3 -0.30 0.71 0.73 

4 -0.33 0.24 0.22 

5 -0.34 0.26 0.23 

6 -0.34 0.21 0.22 

 

 

Figure 6: Violin plots of distribution of J parameter (s-1) for axial (left), frontal (fracture perpendicular (middle)  

and frontal fracture parallel (right) for sample TSU6. ‘n’ is the number of data points for each cluster. 

 

By jointly considering the difference in the median values of the J parameter between different clusters 

in the violin plots (Figure 6), and the silhouette scores we determined the optimal number of clusters to 

be 4, 3 and 4 for the axial, frontal (fracture  perpendicular) and frontal (fracture parallel) orientations, 

respectively.  Figure 7 shows the output of the workflow for different orientations of the sample TSU6. 

Hotter colors represent higher geomechanical alteration. In the axial orientation, the damage is localized 

in the center plane of the sample. The zone of highest GAI coincides with the zone of highest acoustic 

emission density. In frontal (fracture parallel) orientation, most of the alteration is at the center of the 

sample. The damage extends towards the lower right of the sample which shows fracture outcrop on 

the surface. High alteration overlaps the zone of high acoustic emission density. In the frontal (fracture 

perpendicular) orientation, we note maximum alteration in the upper half of the sample. There is severe 

alteration in the lower right as well. The damage on the lower right region is not due to fracturing but 

due to the improper coupling between the sample and the transducers. For the transmitted waves, the 

improper coupling manifests the same characteristics in the transmitted waves as a fracture. Hence 

transmitted energy and arrival times at the zones of improper coupling show up as high GAI using the 

present workflow. As expected, the alteration is high in the regions of high density of acoustic emissions.  
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Figure 7: Clustering workflow derived maps of geomechanical alteration index (GAI) for axial (left), 

frontal perpendicular to fracture (middle) and frontal parallel to fracture (right) orientations for sample 

TSU6. Grey regions show zones not scanned by transducers, black region indicates region of improper 

contact between sample and transducers, which may incorrectly appear as high alterations because the 

mechanical discontinuity due to improper contact will give rise to the same physical changes to the 

waveform as a fracture/crack in the bulk cylindrical sample. The black dashed line represents the 

fracture outcrop on the sample. The white dashed rectangle represents the placement of the drilled 

borehole in the sample. Dots represent the location of acoustic emission hypocenters in the sample 

recorded during hydraulic fracturing. The distribution of GAI is not parallel to fracture outcrop because 

of the coarse resolution of the scanning in the direction perpendicular to scanline. 

 

For the sample TSU1, the clustering results of the frontal (fracture parallel) orientation were compared 

with whole core X-ray CT measurements. In Figure 8 (panel 1) we note as the X-ray slice position moves 

from position 4 to 1 in the axial plane, the corresponding CT images show the dominant fracture move 

from the left side of the wellbore to the right. We also note a tapering of the fracture width towards the 

bottom of the sample (panel 3). However, it does not necessarily imply that the fracture induced 

damage does not exist towards the sample bottom, instead it indicates that the fracture width at the 

sample bottom is less than the resolution of the CT. On the corresponding GAI map (Figure 8 (bottom 

right), the zone of highest GAI is localized in the sample center and extends on both sides of the 

wellbore. Also, the zone of high alteration appears to taper towards the bottom of the sample, 

consistent with the X-ray CT measurements.   
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Figure 8: Visualizations of the fracture through X-ray computed tomography for sample TSU1. (upper 

right) Top view of the sample, red lines show the positions of the four slices within the sample as shown 

in the left. The four images on the left correspond to the frontal (fracture parallel) orientation. (Lower 

right) Corresponding map of GAI of the sample.  

 

Assumptions and limitations 

The following are the limitations of the present study: (1) the fracture induced alteration can be 

visualized only in two dimensions, (2) the effects of the presence of the borehole on the ultrasonic wave 

transmission have been ignored, (3) the effects of sample boundaries on wave propagation have been 

ignored, and (4) while analyzing transmission data, any zone of improper contact between the sample 

and transducer will exhibit a high geomechanical alteration index.  

Conclusion 

In this study, we used data-driven method based on physics-driven unsupervised learning to non-

invasively visualize the spatial distribution of geomechanical alteration in geological material induced 

due to hydraulic fracturing. The workflow preempts the need for picking arrival time of stress waves; 

thereby, reducing the uncertainty associated with sonic/wave data analysis. The ultrasonic wavelength 

is of the order of dimension of the mechanical discontinuity. Therefore, the proposed approach does not 

assume the validity of effective medium theory. Instead, the energy and time-frequency contents of the 

waveforms are used to cluster the multipoint ultrasonic measurements. Following that, the tenets of the 

experimentally proven displacement discontinuity theory are applied ascribe physical meaning to the 

clusters by converting them into a geomechanical alteration index, which proves to be a robust measure 

of the hydraulic fracturing induced geomechanical alteration. The non-invasive visualizations agree 
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favorably with acoustic emission and X-ray computed tomography measurements. The use of short-time 

Fourier transform spectrogram, wave-transmission coefficient, silhouette score based on separation and 

cohesion, and feature reduction is essential to achieve the desired non-invasive visualization of the 

geomechanical alteration due to hydraulic fracturing.   

For queries contact Dr Sid Misra, Texas A&M University 
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