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Abstract

At thermodynamic equilibrium, gas hydrates are arranged in the pore space of host sediments to minimize free energy, including

the energy of interfaces. Through an analogy with frozen soil, we show that free energy minimization in hydrate-bearing

sediments requires the presence of a water film of finite thickness separating hydrate from the sediment grains. The thickness of

this premelted layer may be predicted from a balance of intermolecular forces acting across the film. Temperature and porewater

salinity are the strongest determiners of premelted layer thickness. We show that, at temperatures and salinities typical of

the subsurface or commonly used in laboratory investigations of hydrate-bearing porous media, the premelted layer varies

in thickness from microns to sub-nanometer, with thicker layers corresponding to lower salinities and/or higher temperatures.

Balance of intermolecular forces predicts that hydrate will be completely nonwetting on hydrophilic surfaces, including silica. We

also show that flow through premelted layers may be a significant component of the permeability of hydrate-bearing sediments,

particularly at moderate to high hydrate saturation (>60%); and that the electrical conductivity of the premelted layer at needs

to be accounted for in assessments of hydrate abundance from subsurface resistivity logs. This work highlights the importance

of considering premelted layers when predicting the effects of hydrate on sediment properties.
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Key points 24 

 At thermodynamic equilibrium, there is always a thin film of water between gas hydrate 25 

and sediment grains 26 

 Film thickness varies from sub-nanometer to microns, with thicker films at warmer 27 

temperatures and lower salinities 28 

 Electrical and hydraulic conduction may be significant through the film, especially at 29 

moderate to high hydrate saturation (>60%) 30 
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Abstract 47 

 At thermodynamic equilibrium, gas hydrates are arranged in the pore space of host 48 

sediments to minimize free energy, including the energy of interfaces. Through an analogy with 49 

frozen soil, we show that free energy minimization in hydrate-bearing sediments requires the 50 

presence of a water film of finite thickness separating hydrate from the sediment grains. The 51 

thickness of this premelted layer may be predicted from a balance of intermolecular forces acting 52 

across the film. Temperature and porewater salinity are the strongest determiners of premelted 53 

layer thickness. We show that, at temperatures and salinities typical of the subsurface or 54 

commonly used in laboratory investigations of hydrate-bearing porous media, the premelted 55 

layer varies in thickness from microns to sub-nanometer, with thicker layers corresponding to 56 

lower salinities and/or higher temperatures. Balance of intermolecular forces predicts that 57 

hydrate will be completely nonwetting on hydrophilic surfaces, including silica. We also show 58 

that flow through premelted layers may be a significant component of the permeability of 59 

hydrate-bearing sediments, particularly at moderate to high hydrate saturation (>60%); and that 60 

the electrical conductivity of the premelted layer at needs to be accounted for in assessments of 61 

hydrate abundance from subsurface resistivity logs. This work highlights the importance of 62 

considering premelted layers when predicting the effects of hydrate on sediment properties. 63 

Keywords: gas hydrate, water films, permeability, electrical conductivity 64 
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1. Introduction 70 

 Recent advances in experimental equipment and methods have allowed an improved 71 

understanding of how the presence of gas hydrates affects the properties of their host sediments 72 

at in situ conditions [Priest et al., 2015; Santamarina et al., 2015; Yoneda et al., 2017; Boswell et 73 

al., 2019; Thomas et al., 2020]. This includes the effects on mechanical strength and fluid flow, 74 

which are both important to constrain for energy resource extraction, geohazard assessment, and 75 

the role of hydrates in chemical cycling on geologic timescales. One key to this understanding is 76 

improving our knowledge of how gas hydrates are distributed within the sediment pore space, 77 

that is, whether they form preferentially in pores of a certain size, and whether they assume a 78 

pore-filling or grain-coating morphology. 79 

 Much of our understanding of the pore-scale distribution of gas hydrates has been 80 

informed from analogous work on ice-bearing sediments [e.g., Clennell et al., 1999]. Ice has 81 

many parallels to gas hydrates in porous media, including similar thermodynamic behavior and 82 

influence on host sediment properties [Lee et al., 2010; Rempel, 2011]. One particularly salient 83 

feature of ice in porous media is the tendency of ice not to contact silica grains directly, but 84 

rather to coexist with a thin liquid film that wets the grain surfaces and separates them from the 85 

ice [Cahn et al., 1992]. The presence and thickness of this premelted layer can be predicted from 86 

minimization of total system free energy, while accounting for the free energies of the ice-water 87 

and silica-water interfaces, as well as the interactions between ice and silica molecules 88 

themselves, modulated by interactions with the molecules in the premelted film that separates 89 

them. In this way, premelting can be regarded as a special type of wetting phenomenon in which 90 

a solid is wetted by its own melt [e.g., Schick, 1990], with the necessary additional requirement 91 

in porous media that the total system free energy remains at a minimum when the pore walls are 92 
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wetted by the melt as well. For example, Hansen-Goos and Wettlaufer [2010] showed that, over 93 

a typical range of temperatures and salinities, the premelted layer between ice and fused quartz is 94 

<1-10 nm thick. An analogous premelted layer between gas hydrate and sediment grains could 95 

have significant implications for a range of macroscopic sediment properties. 96 

 Direct and indirect evidence of such a premelted layer has already been reported in the 97 

literature. Tohidi et al. [2001] observed a liquid film a few μm thick around the grains in a glass 98 

micromodel containing tetrahydrofuran (THF) hydrate and deionized (DI) water. Chaouachi et 99 

al. [2015] and Yang et al. [2016] observed similar μm-scale water films around sand grains in 100 

synchrotron images of sand packs containing Xe hydrate and DI water both during hydrate 101 

formation and dissociation. Interestingly, Chaouachi et al. [2015] also observed that sand grains 102 

that had been modified to be hydrophobic tended to be surrounded by a thin layer of Xe gas 103 

rather than water, pointing toward the importance of wettability in premelted layer formation. In 104 

addition to these image-based observations, measurements of electrical conductivity and acoustic 105 

attenuation in hydrate-bearing sediments have indicated the presence of a premelted layer 106 

influencing the results. Spangenberg and Kulenkampff [2006] compared electrical conductivity 107 

measurements of a glass bead pack containing methane hydrate and 100 mM NaCl brine with 108 

theoretical models of Spangenberg [2001] and found that the observed variation in the resistivity 109 

index was best described by a model that included electrical transport through thin liquid films 110 

separating the hydrate from the beads. Priest et al. [2006] measured compressional and shear 111 

wave attenuation in sand packs containing DI water and methane hydrate, and found that the 112 

attenuation behavior at low hydrate saturations (<10% of the pore volume) could be described by 113 

invoking squirt flow in thin water films separating hydrate from the sand grains. They 114 

hypothesized that the phenomenon disappeared at larger hydrate saturations due to a lack of 115 
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hydraulic communication between the thin film and neighboring pore bodies as more hydrate 116 

filled the pore space. 117 

 These observations point to the ubiquitous presence of a premelted layer in hydrophilic 118 

porous media, and an influence of that layer on host sediment properties. What is lacking is a 119 

framework for predicting the thickness and other properties of the premelted layer. Such a 120 

framework is well established both in the frozen soil and petroleum engineering communities 121 

[Hirasaki, 1991; Hansen-Goos and Wettlaufer, 2010], and is based on the extended Derjaguin-122 

Landau-Verwey-Overbeek (DLVO) theory of colloidal stability [Derjaguin and Landau, 1941; 123 

Verwey and Overbeek, 1948; Berg, 2010], which describes the intermolecular interactions 124 

between surfaces at the length scales of interest. We review the existing model for the controls 125 

on a premelted layer in frozen soil and apply it to hydrate-bearing sediments to predict premelted 126 

layer thickness. We then use the results to predict the wettability of gas hydrate on silica, and the 127 

contribution of the premelted layer to fluid flow and electrical conductivity in hydrate-bearing 128 

sediments. 129 

 130 

2. Thermodynamic equilibrium in water films 131 

2.1 Governing equation 132 

 The thermodynamics of thin water films in hydrate-bearing sediments can be understood 133 

through analogy with the behavior of premelted ice. Dash et al. [2006] and Wettlaufer and 134 

Worster [2006] provide excellent reviews on the topic. In porous media, the existence of a 135 

premelted layer between hydrate (or ice) and solid mineral grains (Fig. 1) may be explained by 136 

minimizing the free energy, which includes contributions both from the bulk aqueous and 137 

hydrate phases and the interfaces [Hansen-Goos and Wettlaufer, 2010]. The pressure within the  138 
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 139 

Figure 1. Illustration of a thin water film between hydrate and sediment grains. The film is 140 

assumed to be sufficiently thin that its curvature is zero. 141 

 142 

premelted layer Pl will be lower than the normal stress on the hydrate interface Ph by an amount 143 

equal to the disjoining pressure Π, which represents the force per unit area exerted on the hydrate 144 

by the pore walls (a complete list of nomenclature is provided in Table 1). The disjoining 145 

pressure can include the effects of various intermolecular forces including van der Waals forces, 146 

electrostatic forces, hydrogen bonding, solvation or solvent structuring, steric interactions, and 147 

interfacial bending [Berg, 2010]. We consider van der Waals, electrostatic, and solvation 148 

interactions since the others are generally much weaker. We also assume that the premelted layer 149 

is thin enough that its curvature has a negligible influence on Π. Contributions to the disjoining 150 

pressure are additive, so 151 

 152 
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𝑃ℎ − 𝑃𝑙 = Π = Π𝑣𝑑𝑊 + Π𝑒 + Π𝑠,       (1) 153 

 154 

where ΠvdW, Πe, and Πs are the van der Waals, electrostatic, and solvation contributions to Π. If 155 

the system is at temperature T and the pressure within the premelted layer is at the bulk melting 156 

pressure Pm corresponding to a bulk melting temperature Tm, then Eq. 1 can be combined with 157 

the Clausius-Clapeyron equation to yield 158 

 159 

𝜌ℎΔ𝐻
𝑇𝑚−𝑇

𝑇𝑚
= Π𝑣𝑑𝑊 + Π𝑒 + Π𝑠,       (2) 160 

 161 

where ρh is the density of solid hydrate and ΔH is the latent heat of fusion [Rempel, 2011]. The 162 

difference Tm – T is the undercooling. If impurities like salt are present in the aqueous phase, the 163 

colligative effect can be included as an additional term CT [Hansen-Goos and Wettlaufer, 2010], 164 

as can the Gibbs-Thomson effect along an interface with curvature K and hydrate-water 165 

interfacial tension σhw: 166 

 167 

𝜌ℎΔ𝐻
𝑇𝑚−𝑇

𝑇𝑚
= 𝐶𝑇 + 𝐾𝜎ℎ𝑤 + Π𝑣𝑑𝑊 + Π𝑒 + Π𝑠.     (3) 168 

 169 

In this case, Tm is the equilibrium temperature between hydrate and salt-free water along a flat 170 

surface that is sufficiently far (i.e., microns) from foreign surfaces that Π → 0. A key feature of 171 

hydrate-liquid equilibrium is the presence of dissolved methane in solution, which makes it 172 

necessary to specify that the bulk equilibrium temperature in our formulation must be evaluated 173 

at the in situ methane concentration. 174 

 175 
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2.2 Components of the disjoining pressure 176 

 Following theory, assuming a film thickness of h (Fig. 1) and treating the hydrate and 177 

grain as semi-infinite half-spaces, the van der Waals interaction potential ΦvdW is given by 178 

 179 

Φ𝑣𝑑𝑊 = −
𝐴ℎ𝑔

12𝜋ℎ2
,         (4) 180 

 181 

where Ahg is the Hamaker constant for hydrate interacting with the grain surface through a water 182 

film [Berg, 2010]. Note that Eq. 4 ignores the full frequency dependence of dielectric properties 183 

that results in London dispersion and is consequently only the nonretarded contribution. The van 184 

der Waals disjoining pressure contribution is obtained as the change in potential with an 185 

incremental change in surface separation, so that 186 

 187 

Π𝑣𝑑𝑊 = −
𝜕Φ𝑣𝑑𝑊

𝜕ℎ
= −

𝐴ℎ𝑔

6𝜋ℎ3.        (5) 188 

 189 

Note that Ahg > 0 indicates a negative contribution to Π, or an attractive net force, as required for 190 

example between identical surfaces immersed in a fluid. Dissimilar surfaces like hydrate and 191 

matrix grains that are separated by an aqueous solution with intermediate dielectric properties 192 

have Ahg < 0, thereby causing the two surfaces to repel each other and helping to promote 193 

premelting [Wilen et al., 1995]. 194 

 The electrostatic interaction potential Φe is determined by considering the reduction in 195 

entropy associated with ordering dissolved ionic species within a premelted layer that separates 196 

charged hydrate-water and grain-water surfaces with charge density qs. In the commonly invoked 197 

limit of modest surface potentials, 198 



10 

 

 199 

Φ𝑒 =
2𝑞𝑠

2

𝜅𝜀𝜀0
𝑒−𝜅ℎ,         (6) 200 

 201 

where ε is the relative dielectric permittivity of the aqueous phase, ε0 is the vacuum dielectric 202 

permittivity, NA is Avogadro’s number, I is the ionic strength of the aqueous phase, and κ is the 203 

inverse of the Debye length: 204 

 205 

𝜅 = √
2𝑒2𝑁𝐴𝐼

𝜀𝜀0𝑘𝐵𝑇
,          (7) 206 

 207 

where e is the elementary charge and kB is Boltzmann’s constant. Eq. 6 represents the Debye-208 

Hückel limit in which h >> κ-1 [Berg, 2010; Hansen-Goos and Wettlaufer, 2010]. The 209 

electrostatic disjoining pressure contribution is thus 210 

 211 

Π𝑒 = −
𝜕Φ𝑒

𝜕ℎ
=

2𝑞𝑠
2

𝜀𝜀0
𝑒−𝜅ℎ.        (8) 212 

 213 

We compute ε as a function of temperature and salinity using the correlation of Klein and Swift 214 

[1977]. 215 

 At very small h, the forces acting on either side of the layer may no longer be described 216 

by continuum models such as the Hamaker or Debye-Hückel approaches for van der Waals and 217 

electrostatic forces [Israelachvili, 1987], and the force due to arrangement of individual 218 

molecules in the film and Born repulsion opposing overlap of individual molecules must be 219 

considered [Berg, 2010]. Detailed measurement of this force, called the solvent structuring or 220 
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solvation force since it pertains to solvent molecules (water in the present case), showed that it 221 

decays exponentially with h, and that it is oscillatory with a period equal to the diameter of the 222 

molecules in the film [Pashley and Israelachvili, 1984; Churaev and Derjaguin, 1985; 223 

Christenson, 1986; Derjaguin and Churaev, 1987; Chapel, 1994]. These oscillations are ascribed 224 

to the force necessary to squeeze out monolayers of water, with each successive monolayer being 225 

more difficult to remove [Israelachvili, 1987; Attard and Parker, 1992; Yaminsky and 226 

Christenson, 1995]. Following Derjaguin and Churaev [1987] and Chapel [1994], we represent 227 

the solvation disjoining pressure contribution as a double exponential: 228 

 229 

Π𝑠 = 𝐾1𝑒
−

ℎ

ℎ1 + 𝐾2𝑒
−

ℎ

ℎ2,        (9) 230 

 231 

where K1 and K2 are constants and h1 and h2 are decay lengths. Laboratory data necessary to 232 

determine these parameters for thin films of water between hydrate (or ice) and silica grains are 233 

lacking. However, Chapel [1994] measured the solvation force between sheets of silica in 234 

various electrolytes and reported K1 = 18.748 MPa, h1 = 0.563 nm, K2 = 20.476 GPa, and h2 = 235 

0.057 nm for NaCl brine, which we use here. We note here that there is some experimental 236 

evidence that increasing ionic strength tends to reduce the magnitude of the solvation force 237 

[Derjaguin and Churaev, 1987], though Israelachvili and Adams [1978] and Chapel [1994] 238 

specifically report the lack of any such relationship between solvation force and ionic strength. 239 

Therefore we neglect the possibility of such an effect. 240 

 Combining Eqs. 5, 8, and 9, Eq. 3 can be rewritten in the limit of zero interfacial 241 

curvature as 242 

 243 



12 

 

𝜌ℎΔ𝐻
𝑇𝑚−𝑇

𝑇𝑚
= 𝐶𝑇 −

𝐴ℎ𝑔

6𝜋ℎ3
+

2𝑞𝑠
2

𝜀𝜀0
𝑒−𝜅ℎ + 𝐾1𝑒

−
ℎ

ℎ1 + 𝐾2𝑒
−

ℎ

ℎ2.    (11) 244 

 245 

The colligative effect CT can be expressed in different ways. Here, we use the method of 246 

Bhatnagar et al. [2007], who considered the change in chemical potential of the aqueous phase 247 

due to the presence of salt by varying the activity of water following Pitzer and Mayorga [1973]. 248 

If we consider the case of a bulk aqueous phase (i.e., h→∞) then Eq. 11 becomes 249 

 250 

𝜌ℎΔ𝐻
𝑇𝑚−𝑇

𝑇𝑚
= 𝐶𝑇 = 𝜌ℎΔ𝐻

𝑇𝑚−𝑇𝑚′

𝑇𝑚
,       (12) 251 

 252 

where Tm’ is the bulk equilibrium temperature in the presence of salt. Our final expression for 253 

thermodynamic equilibrium of the premelted layer is 254 

 255 

𝜌ℎΔ𝐻
𝑇𝑚−𝑇

𝑇𝑚
= 𝜌ℎΔ𝐻

𝑇𝑚−𝑇𝑚′

𝑇𝑚
−

𝐴ℎ𝑔

6𝜋ℎ3 +
2𝑞𝑠

2

𝜀𝜀0
𝑒−𝜅ℎ + 𝐾1𝑒

−
ℎ

ℎ1 + 𝐾2𝑒
−

ℎ

ℎ2.   (13) 256 

 257 

 Eq. 13 cannot be solved explicitly for h as a function of undercooling and thus requires 258 

implicit solution. This is further complicated by the fact that T appears in the left-hand side, in κ, 259 

and in ε. To simplify our computations, we use Tm’ (the melting temperature with the effect of 260 

salt included) for the temperature when determining κ and ε. Even at extreme values for hydrate-261 

bearing sediments – Tm’ = 20°C and T = 3°C with I = 600 mM – using Tm’ rather than T results 262 

in a 6% error in ε and a 0.3% error in κ. Therefore for natural hydrate systems and laboratory 263 

investigations of hydrate in sediments at relevant conditions this assumption results in only a 264 

small error. 265 
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2.3 Interfacial surface charge 266 

 The electrostatic term in Eq. 13 assumes that the hydrate-water and grain-water interfaces 267 

have the same surface charge density. Although surface charge density can be sensitive to a 268 

variety of factors and differing values are certainly possible, given that such differences do not 269 

change the essential behavior and that there is no firm evidence to support any particular 270 

alternative choice, here we summarize evidence that this assumption is feasible. In aqueous 271 

solutions, the formation of an electrical double layer implies that the relevant surface charge for 272 

Eq. 13 is that at the outer edge of the Stern layer (the Stern plane), representing the excess 273 

surface charge that is not neutralized by the counterions in the Stern layer [Berg, 2010]. The 274 

surface charge density should therefore vary with temperature, salinity, and pH. Bolt [1957] 275 

reported measurements of the surface charge density of silica in brines of various NaCl 276 

concentration at room temperature. At pH = 7, the reported qs ranged from about -0.01 to -0.05 277 

C/m2 at NaCl concentrations from 1 to 1000 mM, with qs increasing with NaCl concentration. 278 

Revil and Glover [1997] calculated the surface charge of silica as a function of pH and salinity at 279 

room temperature and arrived at similar results. In hydrate-bearing marine sediments, 280 

temperatures typically range from 0°C to about 20°C, representing about a 7% variation in kBT. 281 

Since surface charge density scales with √𝑘𝐵𝑇 [Revil and Glover, 1997], qs in situ in hydrate-282 

bearing these sediments should only differ by <3% from these reported values at the same pH. 283 

 Direct measurements of the surface charge density of hydrates are lacking, but it may be 284 

estimated from the zeta potential (ζ, the surface potential on the Stern plane). Hydrates, like ice, 285 

form an electrical double layer in contact with water and typically have ζ < 0 due to sorption of 286 

cations on their exposed hydrogen molecules [Drzymala et al., 1999; Zhang et al., 2008]. The 287 
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value of qs can be obtained from ζ using the Grahame equation [Revil and Glover, 1997; Butt et 288 

al., 2003]: 289 

 290 

𝑞𝑠 = √8𝜀𝜀0𝑘𝐵𝑇𝑁𝐴(𝐼 + max[103−pH, 103+pH−pKw])sinh
𝑒𝜁

2𝑘𝐵𝑇
,   (14) 291 

 292 

where pKw = -log10Kw and Kw is the dissociation constant of water. Salako et al. [2012] reported 293 

ζ values for cyclopentane hydrate at 277 K in brines with NaCl concentration up to 10 mM. 294 

Taking their measured value of ζ = -60 mV at I = 10 mM and assuming pH = 7, Eq. 14 yields qs 295 

= -0.019 C/m2, which is quite similar to the surface charge density of silica obtained by Bolt 296 

[1957] and Revil and Glover [1997] at this salinity after accounting for differences in 297 

temperature. We should note here that it has not been demonstrated whether hydrate obeys Eq. 298 

14, though this behavior has been shown with ice [Kallay et al., 2003; Inagawa et al., 2019]. For 299 

simplicity therefore we assume that qs of hydrate is approximately the same as that of silica. 300 

 301 

2.4 Film thickness and undercooling 302 

 Fig. 2 shows the premelted layer thickness h as a function of undercooling from Eq. 14 303 

for NaCl concentrations of 0.01, 1, 100, and 600 mM using qs = -0.01, -0.1, and -0.5. These NaCl 304 

concentrations were chosen to span the range from typical DI water to seawater. At this pressure, 305 

Tm = 13.26°C using the method of Bhatnagar et al. [2007]. We assumed ρh = 923 kg/m3 306 

[Helgerud et al., 2009a,b] and ΔH = 455.6 kJ/kg [Gupta et al., 2008]. The Hamaker constant Ahg 307 

was assumed to be 2.890 x 10-21 J for silica and hydrate separated by a film of water [Bonnefoy et 308 

al., 2005]. We note that this value for Ahg was calculated a priori. Similar a priori calculations by 309 

Wilen et al. [1995] for the Hamaker constant between ice and a substrate separated by a film of  310 



15 

 

 311 

Figure 2. Premelted layer thickness h as a function of undercooling for ionic strengths of 0.01 312 

mM (a), 1 mM (b), 100 mM (c), and 600 mM (d) with surface charge densities of -0.01, -0.1, and 313 

-0.5 C/m2. 314 

 315 

water yielded values of -1.66 x 10-21 J for silicon and 3 x 10-23 J for fused silica. On the other 316 

hand, Watanabe and Mizoguchi [2002] determined a Hamaker constant of -3.2 x 10-20 J for ice 317 

and glass powder separated by water based on nuclear magnetic resonance measurements of 318 

unfrozen water content versus undercooling. The value of Ahg we assumed denotes an attractive 319 

van der Waals force, in contrast to the solvation and electrostatic forces, which are always 320 
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repulsive in our calculations, and based on the comparison to literature values for ice the 321 

resulting premelted layer thicknesses should represent minimum estimates. A negative or smaller 322 

positive value of Ahg would result in less attraction and thus a thicker premelted layer. 323 

Calculations were performed to a minimum thickness of 0.275 nm, which is the van der Waals 324 

diameter of a water molecule [Zhang and Xu, 1995], or to a maximum undercooling of 20°C. 325 

 The data exhibit some common behavior. First, as T → Tm’ (the melting temperature 326 

adjusted for salinity), h approaches infinity. In this situation, Eq. 13 takes the form 327 

 328 

𝐴ℎ𝑔

6𝜋ℎ3 =
2𝑞𝑠

2

𝜀𝜀0
𝑒−𝜅ℎ + 𝐾1𝑒

−
ℎ

ℎ1 + 𝐾2𝑒
−

ℎ

ℎ2,       (15) 329 

 330 

which is satisfied when h → ∞. This is consistent with an increasingly thick premelted layer as 331 

the melting temperature is approached along with the disappearance of the solid phase at 332 

melting, and is consistent with the van der Waals, electrostatic, and solvation interaction 333 

potentials tending towards zero at infinite separation [Berg, 2010]. Second, undercooling 334 

generally increases as h decreases, and the behavior is dictated by the relative strengths of the 335 

interaction potentials. Fig. 3 shows the individual interaction potentials ΦvdW, Φe, and Φs as well 336 

as their sum as a function of h and undercooling for qs = -0.1 C/m2 and I = 0.01 and 600 mM 337 

(recall that the solvation potential Φ𝑠(ℎ) = − ∫ Π𝑠(ℎ′)𝑑ℎ′
∞

ℎ
). For low salinity (I = 0.01 mM), the 338 

electrostatic potential is much larger than the van der Waals and solvation potentials, and 339 

electrostatic repulsion controls the system behavior. At higher salinities (I = 600 mM), the 340 

repulsive electrostatic and solvation potentials are similar in magnitude and much larger than the 341 

attractive van der Waals potential. None of the conditions we tested results in a net attractive 342 

potential, which indicates that a premelted layer will always be present in hydrate-bearing 343 
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 344 

Figure 3. Interaction potentials as a function of premelted layer thickness h for qs = -0.1 C/m2 345 

and ionic strengths of 0.01 mM (a) and 600 mM (b), and as a function of undercooling for ionic 346 

strengths of 0.01 mM (c) and 600 mM (d). 347 

 348 

sediments. This is mainly due to the assumption that the solvation force does not vary with 349 

salinity, since the electrostatic force vanishes for I > 2300 mM (corresponding to salinities >13.4 350 

wt%). Detailed investigation of the solvation force under these conditions is warranted since 351 

salinities near this value are inferred in the vicinity of gas chimneys from numerical modeling 352 

and analysis of field data [Liu and Flemings, 2006; 2007]. The differences in the length scales 353 
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over which the potentials act is also noteworthy. At I = 0.01 mM, the total potential reaches a 354 

value of 0.5 N/m at h = 160 nm, while at I = 600 mM the total potential is only 0.001 N/m at h = 355 

1.5 nm. This is due to the collapse of the electrical double layer at higher salinities, leaving only 356 

weak van der Waals attraction and very short-range solvation repulsion as the main interactions. 357 

Overall we can conclude that lower salinities will favor thicker premelted layers at a given 358 

undercooling. 359 

 Our assumption that the influence of the Gibbs-Thomson effect on film thickness can be 360 

neglected in Eq. 13 can be assessed here. With Tm = 13.26°C = 286.26 K, the term ρhΔH/Tm = 1.5 361 

MPa/K. Referring back to Fig. 1, approximating the curvature K of the hydrate-water interface as 362 

the inverse of the grain radius yields Kσhw = 64 kPa for grains 1 μm in diameter (assuming σhw = 363 

0.032 N/m [Anderson et al., 2003]). The left-hand side of Eq. 13 exceeds this value for 364 

undercoolings larger than 0.043°C. For larger grains, Kσhw is even smaller and can be neglected 365 

even at smaller undercoolings. Smaller grains should consist mainly of platy clay particles with 366 

smaller curvature, so the Gibbs-Thomson term can similarly be neglected. We note that the 367 

Gibbs-Thomson effect remains important for the residual liquid outside of films near particle 368 

contacts where the curved hydrate-liquid interface is sufficiently distant that Π→0, so that the 369 

curvature term in Eq. 3 must be retained. The liquid content in these regions is increasingly 370 

important as Tm is approached, however, films dominate the residual liquid volume at the larger 371 

undercoolings that accompany higher hydrate saturation levels [e.g., Chen et al., 2020]. 372 

 373 

 374 

 375 

 376 
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3. Implications 377 

3.1 Wettability 378 

 It is often assumed that hydrate is nonwetting on silica surfaces through an analogy with 379 

ice [Clennell et al., 1999], and laboratory experiments have provided evidence that hydrates are 380 

indeed nonwetting in most marine sediments [Daigle, 2016; Murphy et al., 2020]. Wettability 381 

has important implications for the distribution of hydrate within the pore space of sediments, 382 

capillary effects on hydrate phase equilibrium, and fluid pressures and fluxes during multiphase 383 

flow. We parameterize wettability by the contact angle θ, which is the angle subtended by the 384 

hydrate-water interface where it contacts a solid substrate as measured through the water (Fig. 4). 385 

When a premelted layer is present, the hydrate-water interface does not actually contact the solid 386 

substrate, so θ is the contact angle in the limit of zero premelted layer thickness [Hirasaki, 1991]. 387 

No contact angle measurements for the hydrate-water interface on silicate minerals are reported 388 

in the literature. However, our determination of the disjoining pressure allows us to make some 389 

predictions. Here we assume that the shape of the hydrate-water interface can reconfigure itself 390 

as needed in the vicinity of a solid surface to minimize free energy. While hydrate is a solid, 391 

interfacial reconfiguration through processes like Ostwald or kinetic ripening are well 392 

documented in bulk solution and in porous media [Osegovic et al., 2007; Chaouachi et al., 2017; 393 

Chen and Espinoza, 2018; Lei et al., 2019], so classical theories that describe wettability in terms 394 

of energy minimization will apply here as well [Wettlaufer and Worster, 2006]. 395 

 From Frumkin-Derjaguin wetting theory [Frumkin, 1938; Derjaguin, 1940], the contact 396 

angle is related to the isothermal work required to thin the liquid film from infinite thickness to 397 

thickness h: 398 

 399 
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cos 𝜃 = 1 +
1

𝜎ℎ𝑤
(ℎΠ(ℎ) + ∫ Π(ℎ′)𝑑ℎ′

∞

ℎ
),      (16) 400 

 401 

where σhw is the hydrate-water interfacial energy [Derjaguin and Churaev, 1987]. If the right-402 

hand side of Eq. 16 is greater than or equal to 1, then θ = 0 [Hirasaki, 1991] and hydrate is 403 

completely nonwetting. Fig. 4 shows θ as a function of h for I = 0.01, 1, 100, and 600 mM and qs 404 

= -0.1 C/m2 at P = 10 MPa and Tm = 13.26°C. We assumed σhw = 0.032 N/m [Anderson et al., 405 

2003]. In all cases, θ is generally small (< 1°), with higher salinity and qs closer to zero yielding 406 

the larger values. This can be attributed to the reduced repulsive electrostatic forces under these  407 

 408 

Figure 4. Contact angle θ calculated from Eq. 16 as a function of premelted layer thickness h for 409 

different ionic strengths with qs = -0.1 C/m2. Inset illustrates the concept of the macroscopic 410 

contact angle θ. Between the film region and the meniscus region, there is a transition region 411 

where the hydrate-water interface changes from concave to flat. The macroscopic contact angle 412 

is the extrapolation of a line tangent to the meniscus at its innermost limit. 413 

 414 
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conditions. Similar phenomena have been reported in thin water films between oil droplets and 415 

silicate and carbonate minerals, with lower salinities resulting in more hydrophilic behavior 416 

[Hirasaki, 1991; Ding and Rahman, 2017]. Therefore we conclude that hydrate is always 417 

nonwetting on silica surfaces, and that the assumption that θ = 0° is valid except in cases of very 418 

low surface charge density. 419 

 420 

3.2 Fluid flow 421 

 The existence of a premelted layer has implications for fluid flow in hydrate-bearing 422 

sediments, since water may still move in thin films even at large hydrate saturations when the 423 

majority of the pore space is filled with hydrate. Many models have been developed to describe 424 

the analogous flow of water in thin films in partially saturated soils [e.g., Toledo et al., 1990; 425 

Tuller and Or, 2001; Tokunaga, 2009; Lebeau and Konrad, 2010; Rudiyanto et al., 2015]. As in 426 

hydrate-bearing systems, surface energy or capillary effects dominate the liquid content in 427 

partially saturated soils above a threshold that depends on the pore size distribution, but thin 428 

liquid films become volumetrically more important and act as the dominant hydraulic pathways 429 

when the liquid content is diminished. The implied film thicknesses in the soils considered in 430 

these models are similar to those we have determined for hydrate-bearing sediments, on the order 431 

of a few to 10 nm [Tokunaga, 2009; Lebeau and Konrad, 2010]. However, a significant 432 

difference arises in considering the water relative permeability (ratio of unsaturated permeability 433 

to saturated permeability), which is the fact that the air-water interface is a free surface while the 434 

hydrate-water interface is a solid-liquid interface. These models for unsaturated soils will 435 

therefore overpredict water relative permeability due to film flow in hydrate-bearing sediments 436 

since the average velocity in the film will be smaller in hydrate-bearing sediments. Models for 437 
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frozen soils are more directly analogous. Lebeau and Konrad [2012] showed that film flow is the 438 

main fluid transport mechanism in fine-grained frozen soils with characteristics similar to marine 439 

sediments even at water saturations as large as 0.6, corresponding to undercooling around 0.1 K 440 

and premelted layer thicknesses around 10 nm. The relative permeability of the soils under these 441 

conditions was on the order of 10-4 or smaller, but >4 orders of magnitude larger than the 442 

predicted relative permeability using the capillary tube model of Mualem [1976] at the same 443 

water saturation. 444 

 Very little work has been done to investigate the role of fluid transport through films or 445 

premelted layers in hydrate-bearing sediments, but an approach similar to that used by Lebeau 446 

and Konrad [2012] for frozen soil should be valid. One issue that must be considered is the fact 447 

that for flow in very thin films, i.e., a few multiples of the mean free path of fluid molecules in 448 

the film, continuum descriptions of flow like Darcy’s law are not strictly valid and require 449 

correction. In particular, the no-slip condition assumed at the solid-fluid interface in continuum 450 

flow may not be valid. Noncontinuum flow in a premelted layer of thickness h may be assessed 451 

by the Knudsen number Kn, defined as Kn = λ/h where λ is the mean free path of the water 452 

molecules in the premelted layer. Continuum models are valid for Kn < 0.01, but not in the slip 453 

flow regime (0.01 ≤ Kn ≤ 0.1) or the transition regime (Kn > 0.1). In the slip flow regime, the 454 

Navier-Stokes equations can still be used with a correction for nonzero fluid velocity (slip) at the 455 

solid-fluid interface following Maxwell [1867] who showed that the slip velocity is proportional 456 

to the rate of tangential momentum transfer. In the transition regime, intermolecular interactions 457 

must be considered more explicitly [Karniadakis et al., 2005]. In the case of diffuse reflection 458 

(the tangential velocity of incoming molecules is exactly reversed upon reflection at the solid-459 
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fluid interface), the permeability k for flow of a Newtonian fluid through an infinite slit of 460 

aperture h can be corrected for noncontinuum flow as 461 

 462 

𝑘 =
ℎ2

2
(

1

6
+ Kn − Kn2),        (17) 463 

 464 

which is valid in the slip and transition regimes [Karniadakis et al., 2005]. Eq. 17 may be valid 465 

for Kn as high as 1.5 [Sreekanth, 1969]. Fig. 5a shows permeability from Eq. 17 as a function of 466 

premelted layer thickness. We determined the mean free path of water following Serway [1990] 467 

as 𝜆 = 𝑉𝑚 𝜋𝑑𝑤
2 𝑁𝐴⁄  where Vm is the molar volume of water and dw is the diameter of a water 468 

molecule. With Vm = 1.8 x 10-5 m3 and dw = 0.275 nm, we obtained λ = 0.13 nm. The correction 469 

for noncontinuum flow is only significant (>10%) for h < 10 nm, and the permeability decreases 470 

from about 10-17 m2 at h = 10 nm to about 10-20 m2 at h = 0.275 nm. 471 

 In Figs. 5b and 5c we compare unsaturated or effective permeability as a function of 472 

hydrate saturation to the permeability of the premelted layer for several laboratory measurements 473 

of water flow in the presence of hydrate. We stress that this is not a true model of relative 474 

permeability incorporating film flow, but rather a simple comparison of flow in the pore space 475 

and flow in the premelted layer. The lithologies used for these measurements were Berea 476 

sandstone [Yousif et al., 1991] and unpreserved sand samples from the Mount Elbert test well on 477 

the Alaska North Slope [Johnson et al., 2011]. Premelted layer thickness was determined from 478 

experimental pressure and temperature measurements and porewater salinity. Undercooling 479 

values were 11.4°C and 6.8°C and the ionic strengths were 260 and 86 mM. This resulted in h = 480 

0.61 nm for the Berea sandstone and h = 1.3 nm for the Mount Elbert sand. For the Berea 481 

sandstone, the permeability of the premelted layer is considerably lower than the measured  482 
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 483 

Figure 5. (a) Permeability of an infinite slit-shaped pore with width h from Eq. 17. Dashed line 484 

has no slip correction (Kn = 0) for comparison. (b) (c) Comparison of laboratory measurements 485 

with predicted film permeability from Eq. 17. In all cases, the film thickness (dashed lines) was 486 

determined from the reported undercooling and salinity values. Laboratory data sources: Berea 487 

sandstone from Yousif et al. [1991], Mt. Elbert sand sample from Johnson et al. [2011]. Model 488 

prediction is from Daigle [2016]. Note that the film permeability is not a physically rigorous 489 

prediction based on porous medium properties, but simply the permeability of an infinite slit 490 

pore with a given aperture. 491 

 492 

 493 
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values until just above the percolation threshold. However, for the Mount Elbert sand sample, the 494 

measured effective permeability approaches that of the premelted layer at hydrate saturation 495 

around 0.6. This suggests that fluid flow through the premelted layer could be a significant 496 

contribution to overall mass transport even at moderate hydrate saturations in samples with 497 

intrinsic permeability in the millidarcy (~10-15 m2) range or lower. The true contribution of film 498 

flow is likely larger than we show here since flow will occur over all grain surfaces and not 499 

through a single duct [Lebeau and Konrad, 2012]. 500 

 501 

3.5 Electrical conductivity 502 

 Just as the premelted layer can provide an additional pathway for mass transport, so can it 503 

provide an electrically conductive path. Here we provide a very simple estimate of the excess 504 

conductivity due to the presence of a premelted layer. 505 

 In a porous medium containing an electrolyte, electrical conduction occurs both through 506 

the bulk electrolyte and the electrical double layer. The electrical conductivities of the bulk fluid 507 

and electrical double layer are necessarily different since the ion concentration near a charged 508 

surface is altered to maintain electroneutrality and the mobilities of ions in the surface layer are 509 

restricted relative to those in bulk solution [Johnson and Sen, 1988; Revil and Glover, 1997]. 510 

Surface conduction is mainly due to the ions in the diffuse layer, with the Stern layer 511 

contributing a negligible amount [Revil, 2012]. In a thin water film, conduction through the bulk 512 

electrolyte will only occur if the film thickness is greater than twice the electrical double layer 513 

thickness, or approximately twice the Debye length. Fig. 6 shows the Debye length (κ-1) as a 514 

function of ionic strength at T = 10°C (the difference in κ-1 at a given ionic strength over the 515 

temperature range 0-20°C is negligible). Debye length varies from 97 nm at I = 0.01 mM to 0.28 516 



26 

 

nm at I = 1000 mM. This means that surface conduction is a more important component of the 517 

electrical conductivity at lower salinities, while at higher salinities bulk conduction is more 518 

important except at large undercoolings. For example, in seawater (I = 600 mM) bulk conduction 519 

can only be neglected at undercoolings greater than 7°C (at qs = -0.1 C/m2) based on the 520 

corresponding premelted layer thickness. This is overall consistent with the larger Debye length 521 

at lower ionic strength. 522 

 To provide an estimate of the effect of premelted layer conductivity on the overall 523 

conductivity of hydrate-bearing sediments, let us assume a porous medium where the pores 524 

consist of parallel cylindrical capillaries with radius of 5 μm (Fig. 7). This pore size is similar to 525 

the mode of the pore size distribution observed in the hydrate reservoir at Green Canyon 955 by 526 

Fang et al. [2020]. This porous medium is obviously too simple to represent real sediments, but 527 

 528 

 529 

Figure 6. Debye length (κ-1) as a function of ionic strength at T = 10°C. 530 

 531 
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it will allow us to make some first-order observations. In the absence of hydrate, the direct 532 

current (DC) electrical conductivity σ is 533 

 534 

𝜎 =
1

𝐹
[𝜎𝑤 + (𝐹 − 1)𝜎𝑠],        (18) 535 

 536 

where F is the formation resistivity factor (= 𝜑−𝑚 where φ is the porosity and m is the 537 

cementation exponent), σw is the bulk pore fluid conductivity, and σs is the surface conductivity 538 

[Revil, 2013]. When the pores are straight capillary tubes, m = 1 so F = 1/φ [Glover, 2009; Revil 539 

and Florsch, 2010] and Eq. 18 becomes 540 

 541 

𝜎 = 𝜑 [𝜎𝑤 + (
1

𝜑
− 1) 𝜎𝑠].        (19) 542 

 543 

 544 

 545 

Figure 7. Model porous medium composed of straight, cylindrical pores with pore-filling 546 

hydrate. Pore radius and premelted layer are labeled. 547 

 548 
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In conventional models for the electrical conductivity of partially saturated porous media,  549 

surface conduction is assumed only to occur on the solid-liquid interface and not on the gas-550 

water or oil-water interface [e.g., Waxman and Smits, 1968; Revil, 2013]. In our case, the 551 

hydrate-water interface carries a surface charge, so we must consider surface conduction along 552 

this interface as well. Assuming that hydrate forms in our cylindrical pores as a concentric 553 

cylindrical plug, we can include variable water saturation Sw in Eq. 19 as 554 

 555 

𝜎 = 𝜑𝑆𝑤 [𝜎𝑤 + (
1

𝜑𝑆𝑤
− 1) 𝜎𝑠],       (20) 556 

 557 

which is only valid for the very simple pore geometry we consider. From inspection of Eq. 20, it 558 

can be seen that as φSw → 0, σ → σs. In reality, σ = σs whenever the premelted layer thickness h 559 

≤ 2κ-1. We can correct Eq. 20 for finite electrical double layer thickness by considering the 560 

volume occupied by the double layers around the solid matrix and hydrate as (see Appendix A) 561 

 562 

𝜎 = {
𝜑 (1 − 𝑆ℎ −

2(√𝑆ℎ+1)

𝑟𝜅
) (𝜎𝑤 + [

1

𝜑(1−𝑆ℎ−
2(√𝑆ℎ+1)

𝑟𝜅
)

− 1] 𝜎𝑠) , ℎ > 2𝜅−1

𝜎𝑠, ℎ ≤ 2𝜅−1

. (21) 563 

 564 

Note that Eq. 21 neglects the flow of electrical current between the electrical double layer and 565 

bulk solution due to ion exchange. 566 

 For NaCl solutions σw is 567 

 568 

𝜎𝑤 = 𝑒(𝛽+
𝑓

+ 𝛽−
𝑓)𝑁𝐴𝐼,        (22) 569 
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 570 

where 𝛽+
𝑓
 and 𝛽−

𝑓 are the mobilities of Na+ cations and Cl- anions in bulk fluid [Revil and Glover, 571 

1997]. Since surface conduction mainly occurs through the diffuse layer, the surface conductivity 572 

can be expressed as 573 

 574 

𝜎𝑠 = 𝛽+
𝑓(1 − 𝑓𝑀)𝑞𝑠𝑆𝑠,        (23) 575 

 576 

where fM is the fraction of cations in the Stern layer and Ss is the specific surface area of the 577 

solids in the medium (surface area per unit volume of solids) [Revil, 2013]. In our model porous 578 

medium, solids include matrix and hydrate, and the specific surface area is (see Appendix A) 579 

 580 

𝑆𝑠 =
2𝜑(1+√𝑆ℎ)

𝑟(1−𝜑[1−𝑆ℎ])
.         (24) 581 

 582 

For sediments with relatively low qsSs, i.e., low abundance of clay minerals and low cation 583 

exchange capacity, fM ≈ 0.98, indicating that almost all cations are contained within the Stern 584 

layer [Revil, 2012]. The values of 𝛽+
𝑓
 and 𝛽−

𝑓 are typically given at some reference temperature 585 

T0, and the conductivities may be adjusted to an arbitrary temperature T as 586 

 587 

𝜎𝑤(𝑇) = (1 + 𝜗𝑓[𝑇 − 𝑇0])𝑒 (𝛽+
𝑓(𝑇0) + 𝛽−

𝑓(𝑇0)) 𝑁𝐴𝐼,    (25a) 588 

 589 

𝜎𝑠(𝑇) = (1 + 𝜗𝑓[𝑇 − 𝑇0])𝛽+
𝑓(𝑇0)(1 − 𝑓𝑀)𝑞𝑠𝑆𝑠,     (25b) 590 

 591 
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where ϑf ≈ 0.023 °C-1 [Revil et al., 1998]. For Na+, 𝛽+
𝑓
 = 5.19 x 10-8 m2/s·V at 25°C [Revil et al., 592 

1998] and for Cl-, 𝛽−
𝑓 = 6.5 x 10-8 m2/s·V at 25°C [Koneshan et al., 1998]. 593 

 Fig. 8 shows the electrical conductivity from Eq. 21 versus the quantity φ(1 – Sh) for I = 594 

0.01, 1, 100, and 600 mM with qs = -0.1 C/m2. We assumed a porosity of 40%, which is 595 

consistent with shallow, unconsolidated marine sands that might be hydrate reservoirs [Daigle et 596 

al., 2015]. Calculations were performed at a constant temperature of 10°C to isolate the effects of 597 

premelted layer thickness without considering undercooling. In the absence of surface 598 

conductivity, Eq. 21 reduces to Archie’s law (σ = φ(1 – Sh)σw), so a plot of σ versus φ(1 – Sh) 599 

would yield a straight line with slope σw. Deviations from such a line are indications of a 600 

contribution from surface conduction, and these lines are included in Fig. 8 for reference. We 601 

observe that at low ionic strength, conduction is almost entirely surface-dominated (Fig. 8a). 602 

This is due to the thick electrical double layer and low water conductivity. When I = 0.01, 2κ-1 = 603 

194 nm. Since h is related to Sh by ℎ = 𝑟(1 − √𝑆ℎ), h ≤ 194 nm when Sh ≥ 0.92 or φ(1 – Sh) ≤ 604 

0.03. For φ(1 – Sh) > 0.03, surface conduction is still a significant part of the overall conduction 605 

because σs/σw ≈ 0.3. As I increases, surface conduction becomes less and less important. At I = 606 

600 mM (Fig. 8d), 2κ-1 = 0.75 nm, so bulk fluid conduction stops only at Sh ≥ 0.9997. The ratio 607 

σs/σw ≈ 5 x 10-6 in this case, indicating an overall negligible contribution to overall conduction. 608 

 In Fig. 9, we show the electrical conductivity of our model porous medium as a function 609 

of undercooling at I = 600 mM and qs = -0.1 C/m2 with the assumption that conduction only 610 

occurs through the premelted layer. This plot allows us to make some comparisons with the 611 

measured in situ electrical conductivity of some hydrate-bearing sediments with high hydrate 612 

saturation (Sh > 80%). The measured conductivities of the four locations we compare range from 613 

0.005 to 0.0125 S/m. For the locations with undercoolings greater than 2°C (the Red Sand at 614 
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 615 

Figure 8. Predicted electrical conductivity at a constant temperature of 10°C for as a function of 616 

hydrate saturation in the model porous medium (Fig. 7) at I = 0.01 mM (a), 1 mM (b), 100 mM 617 

(c), and 600 mM (d). Porosity was fixed constant at 40%. Dashed lines show prediction from 618 

Archie’s law for comparison, which neglects surface conduction. 619 

 620 

 621 

 622 
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Walker Ridge 313H [WR 313H] and the production interval at the AT1 site in the Nankai 623 

Trough), the measured conductivities are at least 10 times larger than the predicted conductivity 624 

of the premelted layer. For the other two locations (Green Canyon 955 [GC 955] reservoir and 625 

the Blue Sand at WR 313H), the measured conductivities approach that of the premelted layer, 626 

suggesting that electrical conduction through the premelted layer may be a significant 627 

contribution to the overall in situ conductivity of the sediments. This is likely due to a 628 

combination of high hydrate saturation, with electrical conductance through the films generally 629 

being a more significant component of the overall electrical transport, and the location of these 630 

two intervals near the base of the hydrate stability zone, with the corresponding small 631 

undercoolings leading to higher film conductivity (assuming that the dissolved methane 632 

concentration is equal to the solubility such that the melting temperature corresponds to the  633 

 634 

 635 

Figure 9. Conductivity of the premelted layer as a function of undercooling for our model 636 

porous medium with I = 600 mM and qs = -0.1 C/m2. Field data from four sand intervals with 637 

high hydrate saturation (>80%) are shown as circles for comparison. Data sources: Fujii et al. 638 

[2015] (Nankai Trough), McConnell and Kendall [2002] and Collett et al. [2012] (WR 313H), 639 

Collett et al. [2012] and Flemings et al. [2020] (GC 955). 640 

 641 
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equilibrium temperature at in situ pressure, temperature, and salinity). We do caution that our 642 

model porous medium is quite simple, and the true premelted layer conductivity will differ from 643 

what we predict. 644 

 645 

3.6 Laboratory versus natural systems 646 

 One striking result is the difference in film thickness between DI water and seawater. 647 

From Fig. 2, at qs = -0.1 C/m2 and 10°C of undercooling, h = 60 nm in DI water while h = 0.6 648 

nm in seawater – a hundred-fold difference. As we showed, this difference can have significant 649 

implications, particularly for fluid flow and mass transport. Indeed, thin films observed directly 650 

in images [Tohidi et al., 2001; Chaouachi et al., 2015; Yang et al., 2016] are quite thick, on the 651 

order of μm, in part because DI water was used. We note that the interaction potentials in DI 652 

water (I = 0.01 mM) are dominated by electrostatic interactions (Fig. 3) and that premelted layers 653 

of micron thickness will be stable at undercoolings of several °C particularly at larger surface 654 

charge densities than considered here. Premelted layers in hydrate-bearing sediments containing 655 

brine are significantly thinner than this, which means that any process occurring in situ (fluid 656 

flow, Ostwald ripening) will be much slower than what is observed in the laboratory. Careful 657 

choice of porewater chemistry is vital for any laboratory work in which transport properties and 658 

rates are desired to be compared between the laboratory and the subsurface. 659 

 660 

4. Conclusions 661 

 As in ice-bearing sediments, hydrate-bearing sediments contain thin premelted layers of 662 

water separating the hydrate from the sediment grains. The thickness of this premelted layer may 663 

be determined as a function of temperature and salinity from extended DLVO theory by 664 
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considering van der Waals, electrostatic, and solvation forces. We showed that, for typical 665 

temperatures and salinities used in the laboratory and encountered in the subsurface, the 666 

premelted layer ranges from sub-nm to hundreds of nm thick, with thicker layers at lower salinity 667 

and higher temperature. This is consistent with direct observations of hydrates in micromodels 668 

and sand packs. 669 

 The presence of a premelted layer has significant implications for fluid flow and 670 

electrical conductivity, among other properties. Fluid transport and electrical conductivity 671 

through the premelted layer are likely important in marine sediments with hydrate saturations 672 

>60%, with their influence increasing at lower undercooling (i.e., towards the base of the hydrate 673 

stability zone). More rigorous models are necessary to investigate these effects in detail. The 674 

effect of the premelted layer must be considered when comparing laboratory results to in situ 675 

behavior since the temperatures and salinities used in the laboratory may introduce significant 676 

differences in premelted layer thickness. 677 

 678 

Acknowledgments 679 

 Support for this work was provided by the University of Texas at Austin. The data on 680 

which this article is based are available in Collett et al. [2012], Flemings et al. [2020], Fujii et al. 681 

[2015], Johnson et al. [2011], McConnell and Kendall [2002], and Yousif et al. [1991]. 682 

 683 

Appendix A 684 

 In the simple porous medium shown in Fig. 7, the pores have radius r and length l and 685 

each contains a concentric cylinder of hydrate with radius rh. Since the pores are all the same size 686 

and contain the same premelted layer thickness, the hydrate saturation is 687 
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 688 

𝑆ℎ =
𝜋𝑟ℎ

2

𝜋𝑟2 = (
𝑟ℎ

𝑟
)

2

,         (A1) 689 

 690 

and rh is related to r by 691 

 692 

𝑟ℎ = 𝑟√𝑆ℎ.          (A2) 693 

 694 

The electrical double layers along the surfaces of the matrix and hydrate have thickness κ-1. In a 695 

single pore, the volume of the electrical double layer around the solid matrix VEDL,m is 696 

 697 

𝑉𝐸𝐷𝐿,𝑚 = 𝜋𝑟2𝑙 − 𝜋 (𝑟 −
1

𝜅
)

2

𝑙 = 𝜋𝑙 (𝑟2 − 𝑟2 +
2𝑟

𝜅
−

1

𝜅2) = 𝜋𝑙 (
2𝑟

𝜅
−

1

𝜅2),  (A3) 698 

 699 

and the volume of the electrical double layer around the hydrate VEDL,h is 700 

 701 

𝑉𝐸𝐷𝐿,ℎ = 𝜋 (𝑟ℎ +
1

𝜅
)

2

𝑙 − 𝜋𝑟ℎ
2𝑙 = 𝜋𝑙 (𝑟ℎ

2 +
2𝑟ℎ

𝜅
+

1

𝜅2 − 𝑟ℎ
2) = 𝜋𝑙 (

2𝑟ℎ

𝜅
+

1

𝜅2),  (A4) 702 

 703 

or 704 

 705 

𝑉𝐸𝐷𝐿,ℎ = 𝜋𝑙 (
2𝑟√𝑆ℎ

𝜅
+

1

𝜅2
).        (A5) 706 

 707 

The total volume of both electrical double layers VEDL is 708 

 709 
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𝑉𝐸𝐷𝐿 = 𝑉𝐸𝐷𝐿,𝑚 + 𝑉𝐸𝐷𝐿,ℎ =  𝜋𝑙 (
2𝑟

𝜅
−

1

𝜅2
+

2𝑟√𝑆ℎ

𝜅
+

1

𝜅2
) =

2𝜋𝑟𝑙(√𝑆ℎ+1)

𝜅
.  (A6) 710 

 711 

The volume of the pore Vp’ that is not occupied by hydrate or contained in either of the electrical 712 

double layers is 713 

 714 

𝑉𝑝
′ = 𝜋𝑟2𝑙 − 𝜋𝑟ℎ

2𝑙 −
2𝜋𝑟𝑙(√𝑆ℎ+1)

𝜅
= 𝜋𝑟2𝑙 (1 − 𝑆ℎ −

2(√𝑆ℎ+1)

𝑟𝜅
),   (A7) 715 

 716 

and the ratio of Vp’ to the volume of the pore Vp is 717 

 718 

𝑉𝑝′

𝑉𝑝
=

𝜋𝑟2𝑙

𝜋𝑟2𝑙
(1 − 𝑆ℎ −

2(√𝑆ℎ+1)

𝑟𝜅
) = 1 − 𝑆ℎ −

2(√𝑆ℎ+1)

𝑟𝜅
.    (A8) 719 

 720 

The total amount of porosity φ’ that is not occupied by hydrate or in an electrical double layer is 721 

therefore 722 

 723 

𝜑′ = 𝜑 (1 − 𝑆ℎ −
2(√𝑆ℎ+1)

𝑟𝜅
).        (A9) 724 

 725 

Note that this expression becomes 𝜑(1 − 𝑆ℎ) or 𝜑𝑆𝑤 in the limit of zero electrical double layer 726 

thickness (i.e., κ → ∞), which is consistent with Eq. 20. Substituting φ’ for φ in Eq. 20 yields Eq. 727 

21. 728 

 Calculating the surface conductivity (Eq. 23) requires knowing the specific surface area 729 

Ss, which is the ratio of pore surface area to the volume of solid material. In our case, since 730 

surface conduction occurs both on the matrix and hydrate surfaces, we must include hydrate in 731 
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the solid volume. The surface area S in a single pore in our model porous medium with hydrate 732 

saturation Sh is 733 

 734 

𝑆 = 2𝜋𝑟𝑙 + 2𝜋𝑟ℎ𝑙 = 2𝜋𝑟𝑙(1 + √𝑆ℎ).      (A10) 735 

 736 

For a volume of porous medium VT containing n pores, the total surface area is 737 

 738 

𝑆 = 2𝑛𝜋𝑟𝑙(1 + √𝑆ℎ),        (A11) 739 

 740 

and the total solid volume Vs is 741 

 742 

𝑉𝑠 = 𝑉𝑇 − 𝑛𝜋𝑟2𝑙 + 𝑛𝜋𝑟2𝑙𝑆ℎ = 𝑉𝑇 − 𝑛𝜋𝑟2𝑙(1 − 𝑆ℎ).    (A12) 743 

 744 

The specific surface is 745 

 746 

𝑆𝑠 =
𝑆

𝑉𝑠
=

2𝑛𝜋𝑟𝑙(1+√𝑆ℎ)

𝑉𝑇−𝑛𝜋𝑟2𝑙(1−𝑆ℎ)
.        (A13) 747 

 748 

The porosity is 749 

 750 

𝜑 =
𝑛𝜋𝑟2𝑙

𝑉𝑇
,          (A14) 751 

 752 

so 753 
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 754 

𝑉𝑇 =
𝑛𝜋𝑟2𝑙

𝜑
.          (A15) 755 

 756 

Substituting Eq. A15 into Eq. A13 yields 757 

 758 

𝑆𝑠 =
2𝑛𝜋𝑟𝑙(1+√𝑆ℎ)

𝑛𝜋𝑟2𝑙

𝜑
−𝑛𝜋𝑟2𝑙(1−𝑆ℎ)

,        (A16) 759 

 760 

and cancelation of terms yields 761 

 762 

𝑆𝑠 =
2(1+√𝑆ℎ)

𝑟

𝜑
−𝑟(1−𝑆ℎ)

=
2(1+√𝑆ℎ)

𝑟[
1

𝜑
−(1−𝑆ℎ)]

.        (A17) 763 

 764 

Multiplying Eq. A17 by φ/φ yields Eq. 24. 765 

 766 

 767 

 768 

 769 

 770 

 771 

 772 

 773 

 774 

 775 
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e Elementary charge M1/2L3/2/T 

F Formation resistivity factor L3/L3 

fM Fraction of cations in Stern layer - 

h Premelted layer thickness L 

h1, h2 Solvation pressure decay lengths L 

I Ionic strength mol/L3 

K 

Curvature of hydrate-water 

interface 1/L 

K1, K2 Solvation pressure constants M/LT2 

kB Boltzmann's constant ML2/T2θ 

Kn Knudsen number L/L 

Kw Dissociation constant of water - 

l Pore length L 

m Cementation exponent - 

n Number of pores - 

NA Avogadro's number 1/mol 

Ph 

Normal stress on hydrate 

exerted by pore walls M/LT2 

Pl Pressure in premelted layer M/LT2 

Pm Melting pressure in bulk phase M/LT2 

qs Surface charge density M1/2/L1/2T 

r Pore radius L 

rh Hydrate radius L 

S Surface area L2 

Sh Hydrate saturation L3/L3 

Ss Specific surface area L2/M 

Sw Water saturation L3/L3 

T Temperature θ 

T0 Reference temperature θ 

Tm 

Melting temperature in bulk 

phase θ 

Tm' 

Bulk melting temperature in the 

presence of salt θ 

VEDL 

Total volume of electrical 

double layers L3 

VEDL,h 

Volume of electrical double 

layer around hydrate L3 

VEDL,m 

Volume of electrical double 

layer around solid matrix L3 

Vm Molar volume of water L3/mol 

Vp Total pore volume L3 

Vp' 

Pore volume not occupied by 

hydrate or part of an electrical 

double layer L3 

Vs Volume of solids L3 

VT Total volume L3 

𝛽+
𝑓
 Cation mobility in bulk fluid L3/2/M1/2 

𝛽−
𝑓 Anion mobility in bulk fluid L3/2/M1/2 

ΔH Latent heat of fusion L2/T2 
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ε 

Relative dielectric permittivity 

of aqueous phase - 

ε0 Vacuum dielectric permittivity L/L 

ζ Zeta potential M1/2L1/2/T 

θ Contact angle - 

ϑf 

Temperature constant for 

conductivity 1/θ 

κ Inverse Debye length 1/L 

λ 

Mean free path of water 

molecules L 

Π Disjoining pressure M/LT2 

Πe 

Electrostatic contribution to 

disjoining pressure M/LT2 

Πs 

Solvation contribution to 

disjoining pressure M/LT2 

ΠvdW 

van der Waals contribution to 

disjoining pressure M/LT2 

ρh Bulk density of hydrate M/L3 

σ DC electrical conductivity 1/T 

σhw 

Hydrate-water interfacial 

tension M/T2 

σs Surface conductivity 1/T 

σw Bulk pore fluid conductivity 1/T 

φ Porosity L3/L3 

φ’ 

Porosity not occupied by 

hydrate or part of an electrical 

double layer L3/L3 

Φe 

Electrostatic interaction 

potential M/T2 

Φs Solvation interaction potential M/T2 

ΦvdW 

van der Waals interaction 

potential M/T2 

Table 1. Nomenclature 1043 


