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Abstract

Paleo-temperature data indicates that the Earth’s mantle did not cool at a constant rate over geologic time. The data are

consistent with slow cooling from 3.8 to ˜2.5 billion years ago with a transition to more rapid cooling extending to the present.

This has been suggested to indicate a change in global tectonics from a single plate to a plate tectonic mode. However, a tectonic

change may not be necessary. Multi-stage cooling can result from deep water cycling coupled to thermal mantle convection.

Melting and volcanism removes water from the mantle (degassing). Dehydration tends to stiffens the mantle, which slows

convective vigor and plate velocities causing mantle heating. An increase in temperature tends to lower mantle viscosity which

acts to increase plate velocities provided that mantle viscosity offers resistance to plate motion. If these two tendencies are in

balance, then mantle cooling can be weak. If the balance is broken, by a switch to net mantle rehydration, then the mantle can

cool more rapidly. We use coupled water cycling and mantle convection models to test the viability of this hypothesis. Within

model and data uncertainty, the hypothesis that deep water cycling can lead to a multi-stage Earth cooling is consistent with

present day and paleo data constraints on mantle cooling. It is also consistent with constraints that indicate a change from

net mantle dehydration to rehydration over the Earth’s geologic evolution. Probability distributions, for successful models,

indicate that plate and plate margin strength play a relatively minor role for resisting plate motions relative to the resistance

from interior mantle viscosity.
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Abstract10

Paleo-temperature data indicates that the Earth’s mantle did not cool at a constant rate11

over geologic time. The data suggest slow cooling from 3.8 to 2.5 billion years ago fol-12

lowed by a more rapid cooling until the present. This has been suggested to indicate a13

change in global tectonics from a single plate to a plate tectonic mode. However, a tec-14

tonic change may not be necessary. Multi-stage cooling can result from deep water cy-15

cling coupled to thermal mantle convection. Melting and volcanism removes water from16

the mantle (degassing). Dehydration tends to stiffens the mantle, which slows convec-17

tive vigor and plate velocities causing mantle heating. An increase in temperature tends18

to lower mantle viscosity. This increases plate velocities, provided that mantle viscos-19

ity offers resistance to plate motion. If these two tendencies are in balance, then man-20

tle cooling can be weak. Breaking this balance, by a switch to net mantle rehydration,21

can cool the mantle more rapidly. We use coupled water cycling and mantle convection22

models to test the viability of this hypothesis. Within model and data uncertainty, the23

hypothesis that deep water cycling can lead to a multi-stage Earth cooling is consistent24

with present day and paleo data constraints on mantle cooling. It is also consistent with25

constraints indicating a change from net mantle dehydration to rehydration over the Earth’s26

geologic evolution. Probability distributions, for successful models, indicate that plate27

and plate margin strength play a relatively minor role for resisting plate motions rela-28

tive to the resistance from interior mantle viscosity.29

Plain Language Summary30

It has been argued that observational constraints on the Earth’s interior cooling31

indicate that plate tectonics initiated 2.5 billion years ago, with the Earth being a sin-32

gle plate planet, akin to present day Mars and Venus, before that time. The observational33

constraints are consistent with slow interior cooling from 3.8-2.5 billion years ago followed34

by an acceleration in cooling rate. That transition does not require a change in the global35

convective mode of the Earth. It can potentially be explained by changes in the nature36

of deep water cycling coupled to thermal convection within the Earths interior. Under37

that hypothesis plate tectonics could have operated over the bulk of geologic history, al-38

beit at a variable pace. We use an extensive set of thermal history models to test the39

viability of the hypothesis that deep water cycling leads to multi-stage Earth cooling.40

The models indicate that the hypothesis is consistent with present day and paleo con-41

straints on the Earth’s thermal history. The changes in deep water cycling over geologic42

history, predicted by our successful models, are also consistent with added geochemical43

constraints on mantle water cycling.44

1 Introduction45

The rock record helps us unravel the Earth’s geologic history and also its thermal46

history, i.e., interior cooling over geologic time. Volcanic rocks can be used to estimate47

mantle temperatures at the time they formed. Figure 1 shows results from several stud-48

ies that provide constraints on the cooling history of the Earth’s mantle (Ganne & Feng,49

2017; Condie et al., 2016; Herzberg et al., 2010). Uncertainty in the paleo data allows50

for a range of cooling paths. Present day constraints on mantle temperature and the ra-51

tio of radiogenic heat generation to mantle heat flow can narrow the range, but multi-52

ple model paths remain viable. This being acknowledged, the data trends are sugges-53

tive of multi-stage cooling. More specifically, data constraints are consistent with the hy-54

pothesis that the mantle experienced a change in cooling slope between 2 and 3 billions55

of years ago (Condie et al., 2016; Herzberg et al., 2010). That possibility is bolstered by56

independent studies that indicate changes in the Earth system occurred within the same57

time window (e.g., Parai & Mukhopadhyay, 2018; Lee et al., 2016; Lyons et al., 2014).58
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Figure 1. Estimates of Paleo mantle potential temperature.

A conceptual hypothesis for a change in mantle cooling rate at 2.5 billion years59

ago (Ga) invokes a change from a single plate mode of mantle convection (i.e., stagnant60

lid convection) to a plate tectonic mode (Condie et al., 2016). To date, thermal history61

models have not been used to determine the degree to which the hypothesis can match62

data constraints. Doing so faces challenges from a geodynamical perspective. At present63

we do not know how long transitions from one convective regime to another would take,64

over the full range of parameter conditions pertinent to a planets evolution path, and/or65

the efficiency of mantle cooling through the transition (e.g., Weller & Kiefer, 2020). If66

transitions are as long as Weller and Kiefer (2020) argued for (potentially a billion year67

time scale), then globally averaged heat balance models would be inapplicable and 3-D68

numerical simulations would be needed to map thermal histories. Running such mod-69

els over geologic time scales is computationally intensive and requires large amounts of70

wall time, particularly if we also require model uncertainty quantification. This is not71

insurmountable, but it is not the only option.72

Invoking tectonic transitions may be an intuitive way to account for changes in the73

Earth’s cooling rate. It is not, however, the only one. There are alternative hypotheses74

that do not invoke tectonic transitions. That class of hypotheses does not violate crit-75

ical assumptions of globally averaged thermal history models; i.e., parameterized ther-76

mal history models (Schubert et al., 1980; Davies, 1980). Such models allow for efficient77

hypothesis testing as mapping of parameter space, and associated uncertainty quantifi-78

cation, is not subject to computational and wall time restrictions that come with 3-D79

numerical simulations. One specific alternative invokes increasing plate strength in the80

Earth’s past (Korenaga, 2003). That hypothesis assumes that the resistance to plate mo-81

tion comes from plate strength. This is a break from classic thermal history models which82

are based on the idea that mantle viscosity dominates resistance to plate motion (Tozer,83
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1972). Thermal history models based on increasing plate strength in the past have been84

used to show that the hypothesis can lead to a muti-stage thermal history. The change85

in mantle temperature slope over time they predict is more extreme than a change in86

cooling slope at ∼2.5 Ga. The models predict a change in the sign of the slope with the87

mantle heating before the transition and cooling after it. Less extreme versions of this88

hypothesis, that still assume plate strength dominates resistance to plate motion but not89

that it increases in the past, can also lead to changes in cooling rate over time (Christensen,90

1984; Conrad & Hager, 1999b).91

A systematic study that ran over one million thermal history models, with vari-92

able assumptions as to plate resisting forces, showed that models invoking plate strength93

as dominating resistance to plate motion showed peaks in the probability distribution94

of model cases that could account for observational constraints (Seales & Lenardic, 2020).95

That is, such models are successful (the principal objective measure of model success be-96

ing its ability to account for the observations it sets out to model). However, the phys-97

ical validity of the plate resistance paramterizations used within such models has not been98

confirmed (Gerardi et al., 2019). The physical validity of a parameterization that assumes99

internal viscosity offers the dominant resistance to convective and associated plate mo-100

tion has, on the other hand, been confirmed via experiments (e.g., Giannandrea & Chris-101

tensen, 1993) and numerical simulations (e.g., Schubert & Anderson, 1985; Lenardic &102

Moresi, 2003; Gurnis, 1989). This does not over-ride the abilityvof plate strength mod-103

els to account for observations. It does, however, suggest the question of whether a class104

of hypotheses that does not hinge on plate strength resisting plate motion can also lead105

to multi-stage cooling.106

Classic thermal history models assume that mantle viscosity resists plate motion107

and that mantle viscosity is a function of temperature. This leads to a strong negative108

feedback (Tozer, 1972). As a result, the thermal paths for such models rapidly settle on109

a near constant cooling path over geologic time (Schubert et al., 1979). However, man-110

tle viscosity also depends on hydration (e.g., Karato & Wu, 1993). Mantle hydration ef-111

fects allow for water cycling feedbacks to interact with thermal feedbacks and variations112

in the strength of the feedbacks allows for different mantle cooling rates (Crowley et al.,113

2011; Sandu et al., 2011). Resistance to plate motion still comes from mantle viscosity,114

but the viscosity is no longer determined solely by a thermal feedback.115

In this paper we will test the ability of a deep water cycling hypothesis to account116

for thermal history data constraints with a focus on how changes in coupled water cy-117

cling and thermal feedbacks can lead to multi-stage cooling. More specifically, we will118

explore the hypothesis that a change from net mantle dehydration to net mantle rehy-119

dration can cause an increase in mantle cooling rates consistent with paleo data constraints.120

This specific add on is based on the feedback analysis of Crowley et al. (2011). Those121

authors argued that a net dehydrating mantle could drive a component of mantle heat-122

ing, which could compete with thermally driven cooling. They showed the opposite for123

a net rehydrating mantle. The hypothesis is also based on a geochemical argument that124

showed the Earth has transitioned from net dehydrating mantle to net rehydrating man-125

tle over geologic time (e.g., Parai & Mukhopadhyay, 2018). In the next section we de-126

fine our model and discuss the model’s feedback structure. We then present model re-127

sults and discuss implications for the Earth’s coupled thermal and deep water cycling128

history.129

2 Methods130

In this section we define the coupled model we use, discuss the observational data131

constraints applied to model outputs, and provide an overview of the feedback structure132

associated with this model.133
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2.1 Coupled Deep Water Cycling and Thermal History Model134

Figure 2 shows a cartoon of how our model works conceptually. Plate generation135

and subduction cools the interior mantle and also cycles water between mantle and sur-136

face reservoirs. Mantle viscosity, which effects the vigor of mantle convection and asso-137

ciated mantle cooling, depends on both temperature and mantle hydration. This leads138

to coupled thermal and water cycling feedbacks on mantle viscosity and, by association,139

mantle cooling. Variations in the strength of each feedback over geologic time allows for140

the potential of differing cooling efficiencies. We lay out the coupled model starting with141

the thermal component, then moving to the water cycling component, and then defin-142

ing the mantle viscosity function that provides a coupling between the two.143

Figure 2. Cartoon schematic of the coupled thermal and deep water cycle model.

2.1.1 Thermal Component144

We used a parameterized thermal history model (Schubert et al., 1979, 1980) to145

track how Earth’s mantle temperature (Tm) changed with time. This model is a global146

energy balance expressed as147

ρC(R3
m −R3

c) ˙Tm = −3(R2
m −R2

c)qm + (R3
m −R3

c)Q(t) (1)

where ρ is mantle density, C is mantle heat capacity, and qm is the mantle surface heat148

flux. Rm is the radial distance from Earth’s center to the surface, and Rc is the radial149

distance to the Core-Mantle-Boundary (CMB). We define the Urey ratio (Ur) here150

Ur =
(R3

m −R3
c)Q

3(R2
m −R2

c)qm
, (2)

since we use it later as a model constraint.151

The decay of radiogenic elements produces heat within the the mantle (Q(t)) ac-152

cording to153

Q(t) = Q0e
−λt, (3)
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where Q0 and λ are constants, and t is time in millions of years.154

The Rayleigh number (Ra) is the ratio of forces driving convection to those resist-155

ing it. It is defined as156

Ra =
ρgα∆TZ3

ηκ
(4)

where g, α, Z, η and κ are gravity, thermal expansivity, depth of the convecting layer,157

viscosity and thermal diffusivity, respectively. The value ∆T is the temperature differ-158

ence driving convection defined as Tm − Ts, where Ts is surface temperatures. In pa-159

rameterized thermal history modeling heat flux from the mantle is typically solved for160

using the Nusselt-Rayleigh scaling (Schubert et al., 2001), where the Nusselt number (Nu)161

is a nondimensional heat flux. The scaling takes the form162

Nu =
qmZ

k∆T
=

(
Ra

Racr

)β
. (5)

Equation 5 is used to solve for qm. In Equation 5, k is thermal diffusivity, Racr is the163

critical Rayleigh number, which determines the onset of convection, and β is a scaling164

exponent.165

The choice of β in Equation 5 has a rich history. The earliest thermal history mod-166

els used a value of 0.33 (Schubert et al., 1980; Spohn & Schubert, 1982; Jackson & Pol-167

lack, 1984). This assumes that mantle viscosity provides the dominant resistance to plate168

motion (Tozer, 1972). It also assumes very vigorous convection. For levels of convection169

pertinent to the Earth the scaling exponent is slightly lower, 0.30 <= β <= 0.32 (Schubert170

& Anderson, 1985; Lenardic & Moresi, 2003; Moore & Lenardic, 2015). Models that more171

directly incorporated analogues to tectonic plates, showed that values nearly matching172

this scaling would be recovered provided that weak plate boundaries were also incorpo-173

rated (Gurnis, 1989). Later models that allowed weak plate boundaries to develop dy-174

namically lead to a scaling exponent of 0.29 (Moresi & Solomatov, 1998). If plate bound-175

aries are not so weak that energy dissipation along them can be neglected and/or if plate176

strength offers significant resistance, then the scaling exponent has been argued to be177

lower with a range between 0 <= β <= 0.15 having been proposed (Christensen, 1985;178

Giannandrea & Christensen, 1993; Conrad & Hager, 1999a, 1999b). A low viscosity chan-179

nel below plates - the Earth’s asthenosphere - allows different size plates to have differ-180

ent balances between driving and resisting forces (Crowley et al., 2011; Höink et al., 2011).181

This leads to a mixed mode scaling. For the current distribution of plate sizes, the mixed182

mode leads to a global heat flow scaling exponent of 0.20 (Höink et al., 2013). Korenaga183

(2003) made an argument for β < 0. The physical basis for β < 0 is that at hotter184

mantle temperatures enhanced melting would generate a thicker dehydrated layer be-185

low oceanic crust. This layer would be responsible for the bulk of plate strength. By this186

reasoning, hotter mantle temperatures in Earth’s past would allow for thicker, stronger187

plates, which would slow plate velocities and decrease the rate at which the mantle cooled.188

As noted in the introduction, our goal is to explore models that do not rely on plate189

strength and/or plate margin strength providing the dominant resistance to plate mo-190

tions. As such, we will not consider models with β < 0.20. We will not, however, as-191

sume an a priori preferred β value. Rather, we will test a range of models with 0.2 ≤192

β ≤ 0.33 at intervals of 0.01.193

In defining a velocity scale (uc), we first rearranged Fourier’s law to determine litho-194

spheric thickness (Db)195

Db = k
(Tb − Ts)

qm
. (6)

In Equation 6 k is thermal conductivity. The temperature Tb is the temperature at the196

base of the lithosphere. Using boundary layer theory (Schubert et al., 2001) we calcu-197

lated the boundary layer breakaway time associated with subducting lithosphere accord-198

–6–
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ing to199

ts =
1

5.38κm
D2
b . (7)

Finally, we defined uc as200

uc =
(Rm −Rc)

ts
, (8)

This is of the form uc ∼ Ra2β . More precisely:201

uc =
a1κ

2 (Rm −Rc)

(
Ra

Racrit

)2β

. (9)

Here a1 is a scaling parameter. It takes the value of 5.38 for the case where β = 1/3202

(Schubert et al., 1979, 1980). For simplicity, we assumed this holds for all tested β val-203

ues. To achieve consistent velocities at present day mantle temperatures, we accounted204

for the effect of β on uc. We used the present day values for convective vigor (Ranow)205

and velocity (unow) along with the β = 1/3 scaling used as a reference. This gave us206

unow = a1
κ

2 (Rm −Rc)

(
Ranow
Racrit

) 2
3

(10)

207

unow = a2
κ

2 (Rm −Rc)

(
Ranow
Racrit

)2β

(11)

208

a2 = a1Ra
2β− 2

3
crit Ra

2
3−2β
now , (12)

where we calculated the value of a2 for each β. Equation 10 holds for β = 1/3 and209

equation 11 holds for all other tested values of β.210

2.1.2 Deep Water Cycle Component211

The deep water cycling component tracked the flow of water between the surface212

and interior reservoirs. We used the model of Sandu et al. (2011). Water leaves the man-213

tle as an incompatible element via batch melting. We assumed that melting at mid-ocean214

ridges dominated water loss from the mantle. Subducting slabs deliver water back into215

the mantle. In the following we detail how we tracked these flows.216

Melting We tracked mantle melting by defining a geotherm, a solidus and a liq-217

uidus. We assumed the geotherm was in conductive equilibrium in the lithosphere and218

followed the adiabat below this219

T (z)|z≤Db
= Ts +

qm
k
z. (13)

220

T (z)|z>Db
= Tp +

gαTm
Cp

z. (14)

In equations 13 and 14, the potential temperature (Tp) is mantle temperature minus the221

adiabatic component and is calculated at the base of the lithosphere. We would like to222

emphasize that a depth dependent thermal profile in the interior mantle is used to cal-223

culate melt volumes only; in our models, adiabatic heating does not drive convection.224

The solidus defines the temperature vs. depth profile below which all mantle ma-225

terial will remain in its solid phase. If the mantle is warmer than the solidus, it will start226

to melt. Increasing mantle temperature further increases the volume of melt produced.227

If temperature increases enough, the entire parcel of mantle melts. This temperature de-228

fines the liquidus. We used two second-order polynomial curves to define the solidus and229

liquidus (Hirschmann, 2000). For hydrous melting these functions are230

Tsol−hydr = Tsol−dry −∆TH20 (15)
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231

Tliq−hydr = Tliq−dry −∆TH20 (16)

where Tsol−dry and Tliq−dry are the dry solidus and liquidus, respectively. Tsol−hydr is232

the hydrated solidus and Tliq−hydr is the hydrated liquidus. In equations 15 and 16, the233

second term represents the temperature shift of each curve caused by hydrous melting.234

This adjustment temperature scales with water concentration in the melt according to235

∆TH20 = KXγ
melt (17)

where K and γ are constants, which were calibrated by (Katz et al., 2003). The param-236

eter Xmelt is the ratio of water in the melt fraction expressed in kg of water per kg of237

melt. It is calculated as238

Xmelt =
Cmv

DH2O + Fmelt (1−DH2O)
. (18)

In Equation 18, Cmv is the bulk water composition in the solid mantle (expressed as a239

weight fraction), and DH2O is the bulk distribution coefficient which takes the value of240

0.01 – highlighting it behaves as an incompatible trace element. The term Fmelt is the241

degree of melting expressed as melt fraction. It is parameterized by a power-law as242

Fmelt =
T − (Tsol−dry −∆TH2O (Xmelt))

Tliq−dry − Tsol−dry

β

. (19)

This definition of Fmelt is valid from the surface to a depth of 300 km as constrained by243

observation and melting experiments. Therefore, we prohibited any melt production be-244

low this depth.245

The melt zone thickness Dmelt is dependent upon the relative positioning of the246

geotherm and the solidus. The base of the melt zone is the deepest temperature at which247

these curves intersected. At this depth, a parcel of upwelling mantle starts melting. The248

top of the melt zone is where geotherm and solidus interect closer to the surface. At this249

depth, the parcel of mantle has cooled to the point where melt is no longer produced.250

The vertical distance between these two depths defines Dmelt. We integrated Fmelt and251

Cmv over Dmelt to provide average values for our water budget calculations.252

Degassing Melting at mid-ocean ridges (MOR) transfers water from the mantle253

reservoir to the surface reservoir. The degassing rate (rMOR) depended on the volume254

of mantle moving through the melt zone, the amount of melt produced within the melt255

zone, and how much of the water within the melt makes it to the surface. We modeled256

this process as257

rMOR = ρmFmeltXmeltDmeltSχd (20)

where Fmelt is the integrated melt fraction in the melt zone and χd is the degassing ef-258

ficiency factor. Both Dmelt and Xmelt are calculated as specified above. The areal spread-259

ing rate (S), which is derived from a boundary layer model (Schubert et al., 2001), is de-260

fined as261

S = 2Lridgeuc. (21)

We have assumed symmetrical spreading along a constant ridge length (Lridge) and use262

the definition of uc given in equation (8).263

Regassing Subducting slabs deliver water bound in the serpentinized and thin264

sedimentary layers back into the mantle (Rüpke et al., 2004). We assumed that most wa-265

ter held in the sedimentary layer degassed from the slab and found its way back to the266

surface. Therefore, we only accounted for water delivered by the serpentinized layer. Wa-267

ter was delivered back into the mantle at a rate of268

rSUB = fhρDhydrSχr, (22)
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where fh, Dhydr, and χr are the mass fraction of water in the serpentinized layer, the269

thickness of the serpentinized layer and the regassing efficiency factor, respectively. The270

hydrous phase of serpentinite decomposes at a temperature around 700 oC (Ulmer & Tromms-271

dorff, 1995). We calculated the depth of this isotherm in the subducting slab (Dhydr).272

We assumed the maximum value Dhydr could take was 20 km. This is a rough approx-273

imation of the depth to which fractures may penetrate and deliver water into the litho-274

sphere during slab bending at convergent margins.275

We calculated the flow rate of mantle water (rMmv) according to276

rMmv = rSUB − rMOR. (23)

Positive values of rMmv indicate a net influx of water into the mantle.277

2.1.3 Temperature- and Water-Dependent Mantle Viscosity278

The temperature dependence of mantle viscosity is defined as:279

η = η0exp

(
A

RTm

)
(24)

where η0, A, R are a reference viscosity, activation energy for dislocation creep (Weertman280

& Weertman, 1975) and the universal gas constant, respectively. The amount of water281

in the mantle also played a role in determining mantle viscosity. Experiments have shown282

that mantle viscosity and mantle water volumes are related by a power-law (Carter &283

Ave’lallemant, 1970; Chopra & Paterson, 1984; Mackwell et al., 1985; Karato & Wu, 1993).284

The power law was further refined to include dependence on water fugacity in olivine285

(Hirth & Kohlstedt, 1996; Mei & Kohlstedt, 2000). Assuming an empirical relation for286

water fugacity based on mantle water concentrations (Li et al., 2008), we calculate the287

effective viscosity as288

ηeff =
τ

ε̇
= η0A

−1
cre

(
exp

(
c0 + c1lnCOH + c2ln

2COH + c3ln
3COH

))−r
exp

(
A

RT

)
(25)

where τ is stress and ε̇ is strain rate. Li et al. (2008) determined the constants c0, c1,289

c2 and c3. The water concentration (COH) is expressed in H/106 Si. The values η0 and290

Acre are a calibration and material constant, respectively. Table 1 lists the values of the291

fixed parameters we used in our study. Table 2 lists the parameter space we tested.292

2.2 Analyzing Structural Stability293

A model is structurally stable if its outputs do not qualitatively change in the pres-294

ence of low amplitude unmodeled effects (Guckenheimer & Holmes, 1983; George & Ox-295

ley, 1985). Applying structurally unstable models to account for observational data sets296

is problematic as the robustness of conclusions will be compromised. For this reason, the297

first step we took in testing our model was to determine whether it was structurally sta-298

ble. We assessed structural stability using a “perturbed physics” approach (Astrom &299

Murray, 2008). Our approach followed the specifics detailed in Seales et al. (2019). In300

short, we randomly perturbed the model over time. Perturbations were randomly drawn301

from a normally distributed set that had a fixed mean and variance. We repeated this302

process 100 times to form an ensemble of perturbed paths. Each perturbed path started303

with an identical initial condition and had the same parameter values. However, as the304

perturbations were random, the perturbed paths differed from each other. To determine305

whether the model was structurally stable, we compared the mean of the ensemble to306

the unperturbed path. If the two are within some tolerance, the model is structurally307

stable.308

For a structurally stable model, we can relate the ensemble spread to the model’s309

structural uncertainty (Strong & Oakley, 2014; Wieder et al., 2015). The structural un-310
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Table 1. Deep Water Cycle Model Parameters

Model Parameter Description Value Units

Convective Model
Ts Surface temperature 300 K

H(0) Initial radiogenic heat 4.51 J/(m3yr)
Rm Mantle radius 6371 km
Rc Core radius 3471 km
ρm Mantle density 3000 kg/m3

km Thermal conductivity 4.2 W/(mK)
cp Specific heat 1400 J/(kgK)
α Thermal expansivity 3.00× 10−5 K−1

β Convective exponent 0.33 -
λ Decay constant 3.4× 10−10 yr−1

Racr Critial Rayleigh number 1100 -
Water Cycling

η0 Viscosity constant 1.7× 1017 Pa·s
Acre Material constant 90 MPa−r/s

r Fugacity exponent 1.2 -
Qa Creep activation energy 4.8× 105 J/mol
χd Degassing efficiency factor 0.03 -
χr Regassing efficiency factor 0.015 -

OM Mass of 1 Earth ocean 1.39× 1021 kg
OM(0) Ocean masses initially in mantle 2 -

Table 2. Tested Parameter Space

Parameter Description Values

β Convective exponent 0.2-0.33
Hi Initial radiogenic heat 4.51, 3.157
Tmi Initial mantle temperature 3300, 2300, 1300
χd Degassing efficiency factor 0.002, 0.02, 0.04, 0.4
χr Regassing efficiency factor 0.001, 0.003, 0.01, 0.1
OMi Ocean masses initially in mantle 0.01, 0.25, 0.5, 0.75, 1, 2, 4, 6

certainty of the model is the time dependent form of the ensemble. It provides a prob-311

ability distribution of how far the perturbed paths stray from the mean (in effect, it is312

a model confidence interval that accounts for structural uncertainty). For the purposes313

of our study, we define the structural uncertainty bounds as the two-sigma window from314

the full ensemble about the mean path (further details can be found in Seales et al. (2019)315

and Seales and Lenardic (2020)).316

2.3 Observational Data Constraints317

Successful models are defined as those that can satisfy observational constraints.318

We use both present day and paleo proxy data to constrain successful model paths. For319

present day constraints, we use mantle temperature and Ur (Equation 2). The present320

day mantle temperature falls between 1300 and 1400 C (Herzberg et al., 2010). Jaupart321

et al. (2007) estimated the present day Ur is between 0.2 and 0.5. Accounting for the322

–10–



manuscript submitted to Geochemistry, Geophysics, Geosystems

thermal effect of continents allows for an upward Ur correction of 0.2 (Lenardic et al.,323

2011; Grigné & Labrosse, 2001).324

Figure 1 shows paleo temperature proxy data constraints. The upper and lower bounds325

of Ganne and Feng (2017) encompass the data sets of Condie et al. (2016) and Herzberg326

et al. (2010). Ganne and Feng (2017) suggested that their maximum and minimum bounds327

may represent the temperature of plumes and ambient mantle, respectively. This is not328

consistent with Condie et al. (2016) Herzberg et al. (2010), who both considered their329

data to represent ambient mantle (which would correlate to Tp for thermal history mod-330

els). We will do the same herein. Under this view the combined data spread, from dif-331

ferent groups, represents observational uncertainty in paleo temperature constraints.332

The full range of observational uncertainty allows multiple models to be viable (Seales333

& Lenardic, 2020). As noted in the introduction, our aim is to test the idea that the Earth334

experienced a multi-stage cooling. As such, we will follow the conceptual interpretation335

of the data offered by Condie et al. (2016), who argued that the data was indicative of336

a change in cooling slope at 2.5-2.0 Ga. Our specific hypothesis for this change in slope337

is a change from net mantle dehydration to rehydration. For this reason our successful338

models will not only need to match thermal data, within uncertainty, but will also need339

to allow for a change in net hydration between 3.0 to 1.75 Ga and an associated change340

in cooling slope (or potentially a change from heating to cooling) within that time win-341

dow.342

2.4 First Order Model Feedbacks343

Before moving to model results, its is worth conceptually overviewing critical model344

feedbacks. In our models, we assumed that mantle viscosity was the dominant resistor345

to plate motions. As shown in Equation 25, both mantle temperature (T ) and mantle346

water concentration (χm) influence mantle viscosity (eta). Figure 3 shows a feedback loop347

diagram for coupled hydration and thermal feedbacks (Crowley et al., 2011). The left348

hand side of Figure 3 shows the thermal feedback structure. If mantle temperature were349

to increase, mantle viscosity would decrease. This would increase plate velocities. Faster350

velocities increases heat flow and cool the mantle. An increase in mantle temperature351

results in mantle cooling, a negative feedback. Therefore, the thermal part of our model352

wants to buffer itself from changes as has been known for some time (Tozer, 1972).353

The right hand side of Figure 3 shows the water cycling feedback loop. Mantle vis-354

cosity effects both the thermal and the water cycling loop which leads to a coupling be-355

tween the two. If there is a net flow of water out of the mantle, χm decreases. Remov-356

ing water from the mantle increases mantle viscosity. This causes plates to move more357

slowly, decreasing mantle heat flow. This results in a hotter mantle, which has two ef-358

fects on water transport. First, a hotter mantle is associated with a thinner lithosphere.359

Thinning the lithosphere also thins the hydrated layer held within it. A thinner hydrated360

layer can deliver less water back into the mantle. A second effect of a hotter mantle is361

that it decreases the solidus, which generates more melt. Both decreased return of wa-362

ter to the mantle and increased melting by a depressed solidus cause a net decrease in363

mantle water concentration. The water cycle feedback, then, introduces the potential364

of a positive feedback. If water is lost, feedbacks can lead to a tendency to lose more.365

This positive feedback can dominate the overall system feedback if it is not offset or bal-366

anced by the thermal feedback. Which type of behavior will prevail depends on the strength367

balance between the feedbacks which can change over time. For this reason we will need368

to be able to quantify the strength of different feedbacks over model evolution times.369
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Figure 3. Simplified feedback loops associated with the thermal (negative feedback) and deep

water cycle (positive feedback) modules of the coupled model.

2.5 Assessing Feedback Strengths370

Testing the hypothesis that a change in the deep water cycle can account for a multi-371

stage thermal history requires that the strength of feedbacks over model evolution time372

can be quantified. We will do so using the method developed by Crowley et al. (2011).373

The method determines which feedback, thermal or water cycling (Figure 2), dominated374

mantle viscosity at a particular time. The method defines the change of mantle viscos-375

ity (η̇) as a function of these feedback as376

η̇ =
∂η

∂T

∂T

∂t
+

∂η

∂χm

∂χm
∂t

= ηT Ṫ + ηχ ˙χm. (26)

The first term on the right hand side (ηT Ṫ ) represents the thermal feedback and the sec-377

ond term (ηχ ˙χm) the water cycling feedback. In our forward model, we solve for Ṫ from378

equation 1 and χ̇m using equation 23. We can calculate ηT and ηχ by taking partial deriva-379

tives of equation 25, which are380

ηT = − Aη

RT 2
m

. (27)

381

ηχ = − rη

χm

(
c1 + 2 ∗ c2ln(COH + 3 ∗ c3ln2COH

)
. (28)

Crowley et al. (2011) defined a nondimensional ratio of these two values382

SWT =

∣∣∣∣ηχχ̇mηT Ṫ

∣∣∣∣ . (29)

When SWT > 1 the water cycling feedback starts to dominate. For lower values, the383

thermal feedback becomes progressively more dominant in the overall feedback struc-384

ture. Using the outputs of our model, we determined time intervals with different feed-385

back structures. Doing so allowed us to more full quantify our principal hypothesis.386
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3 Results387

In this section we assess model structural stability, isolate model paths that sat-388

isfy geologic proxy data (from more than 105 model paths with variable initial condi-389

tions, model inputs, and β values, see Table 2), and analyze the degree to which coupling390

deep water cycling to the Earth’s thermal evolution can account for a multi-stage cool-391

ing history.392

3.1 Structural Stability and Structural Uncertainty393

Figure 4a shows the structural uncertainty of a coupled model compared to that394

of a thermal history model with no water cycling (Seales et al., 2019). Each model is for395

β = 1
3 . Coupling the deep water cycle to the thermal history model caused a four fold396

increase in the structural uncertainty. The uncertainty maxed out at a two-sigma value397

of ∼100 oC at present day.398

Figure 4. Structural uncertainty analysis. a) Comparison of simple and coupled thermal his-

tory model structural uncertainties. b) Sample thermal history ensemble and one ensemble path.

c) Mantle water volume ensemble with structural uncertainty. d) Surface water volume ensemble

with structural uncertainty.
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Figure 4b plots a structural uncertainty window for a model path (shaded gray).399

The window is determined from 100 differenent perturbed cases of the coupled model400

used for Figure 4b. This provides, in effect, a structural confidence interval for a model401

path. The solid line shows the ensemble mean from all the perturbed cases. The ensem-402

ble mean matched the evolution path of the unperturbed model which indicated that the403

model maintains structural stability. We also show one perturbed path from the ensem-404

ble (dashed line). It retained the same first order trend of the mean path.The structural405

uncertainty for present day temperature was very near the uncertainty in present day406

data constraints. For paleo temperatures, structural uncertainty was less than the un-407

certainty associated with paleo proxy data constraints.408

In Figure 4c and 4d we show the ensemble window for both mantle and surface wa-409

ter volumes, respectively. Each water volume ensemble is for the thermal path shown410

in Figure 4c. The structural stability of the model lead to the mean of ensemble paths411

tracking the unperturbed model path. For water volumes, individual perturbed paths412

more closely tracked means values than was the case for mantle temperature. The struc-413

tural uncertainty for water volumes maxed at ∼11%.414

What is critical, in terms of model application, is that our uncertainty analysis shows415

that the structural uncertainty of our model is comparable to uncertainty in present day416

data and is smaller than the uncertainty of proxy paleo data. If this was not the case,417

and the structural uncertainty of a model was considerably greater than that of obser-418

vational constraints, then the ability of constraints to knock out model (i.e., rule out hy-419

potheses) would be weakened. In effect, models with high levels of structural uncertainty420

relative to data become harder to rule out using the data itself. This is not the case for421

our models over the β range we will test. For lower β value models, particularly nega-422

tive β models, this is no longer the case as structural uncertainty can be larger than data423

uncertainty (Seales et al., 2019). This is another reason why we focused on higher β mod-424

els.425

The perturbed paths that make up the ensemble provide a proxy means for mod-426

eling shorter time-scale fluctuations about a mean thermal history trend (Lenardic et427

al., 2016). Our interest herein is on whether distinct cooling stages are possible over ge-428

ologic time. If so, these stages would show different means. Our structural uncertainty429

analysis shows that, for a structurally stable model, that will hold in light of low am-430

plitude, unmodelled effects. As such, we will focus the results section on mean trends.431

In terms of assessing the ability of models to match data constraints, using mean trends432

will rule out a larger class of models as accounting for structural uncertainty would in-433

crease the probability that any particular case could match data. That increase would434

scale as the structural uncertainty of the model. We will take the more restrictive ap-435

proach in testing our main hypothesis noting that structural uncertainty allows for an436

extended range of successful model paths.437

3.2 Models That Match Observational Data Constraints438

Observational constraints were used to eliminate unsuccessful model paths. By model439

path we mean the thermal path we computed using a unique set of initial condition and440

parameter values for models with different values of β. We applied different constraints441

individually to all model paths. This provided a distribution of model paths that sat-442

isfied each constraint (Figure 5 and 6). Figure 5 shows the distribution of model paths443

that satisfied the present day Tp constraints (Figure 5a) and present day Ur constraints444

(Figure 5b). Figure 6 shows the distribution of model paths that satisfied the paleo proxy445

data constraints. Figure 6a is the most conservative paleo constraint applied as mod-446

els only needed to fall within the full range of observational uncertainty (Figure 1). The447

constraint of Figure 6b provides a less conservative paleo constraint as it also rules out448
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models that do not allow for a changes in mantle hydration from net degassing to regassing449

between 3.0 and 1.75 Ga.450

Figure 5. Distributions of model paths that matched paleo constraints: a) thermal and b)

change to a net rehydrating mantle.

Figure 6. Distributions of model paths that matched present day constraints: a) thermal and

b) Ur

Each constraint eliminated different paths, which progressively decreased the num-451

ber of successful paths. Figure 7 shows the distribution of model paths that satisfied all452

constraints (Figure 7). The paths are distributed between a minimum β value of 0.25453

and a maximum of 0.3, peaking around β = 0.29. Figures 5 and 6 hinted at this out-454

come. In both the paleo and present day proxy data, one constraint favored paths with455

a higher β value whereas the other favored paths with a lower β value. This indicated456
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the likelihood of a sweet spot. When we inspected the parameters of the successful paths,457

we found a commonality between 19 of 21: the value of χd = 0.04 and χr = 0.1.458

Figure 7. Distribution of model paths that matched all constraints.

Figure 8 shows the present day mantle and surface water volumes associated with459

the thermal paths that matched all thermal constraints. Paths that assumed initial man-460

tle water volumes of 4 and 6 OMs peaked at just below 3 OMs of present day mantle wa-461

ter volumes (Figure 8a). Paths that started with an initial mantle water volume of 2 OM462

did not end in a similar range, as there was not enough water available. Present day sur-463

face water volumes split into groups based on the amount of assumed initial mantle wa-464

ter (Figure 8b). This is not a surprise. Model feedbacks can regulate internal mantle wa-465

ter volumes, but the model has no such feedbacks that would regulate surface water vol-466

umes. As such, final surface water volumes are more strongly dependent on assumed ini-467

tial water volumes. In our analysis, we did not account for any initial surface water or468

late stage water addition. If we did, models that assumed an initial condition of 2 OMs469

water volumes could potentially match present day surface water volume. We also did470

not account for surface water loss to space over model evolution times. If we did, mod-471

els that assumed an initial condition of greater than 4 OM volumes could also potentially472

match present day water volumes. With those two caveats, the assumed 4 OM initial473

condition does most closely satisfy the present day surface water constraint.474

We conclude this section by plotting mantle water volume and mantle tempera-475

ture over time for all successful models (Figure 9). Figure 9a shows that the mantle wa-476

ter volumes collapsed to a relatively narrow range over the age of the Earth for most mod-477

els. The exceptions being cases that began with 2 OMs of water. This supports the idea478

that internal mantle feedbacks regulate the amount of water in the mantle. Figure 9b479

shows the range of successful thermal paths satisfying all constraints. There are two dis-480
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Figure 8. Present day mantle (a) and surface (b) water volumes, in present day ocean masses,

for model paths that matched all constraints. Histogram is colored coded by the amount of water

that was assumed as an initial condition.

tinguishable groups: those that start warm and those that start cooler. Both groups lead481

to multi-stage cooling paths but of different natures. The models that started cooler ex-482

perienced a mantle heating stage followed by cooling. The models that started warmer483

experienced a reduced cooling stage between 4.0 to 2.5 Ga followed by accelerated man-484

tle cooling. It is interesting to note that the warm start trend is in line with the concep-485

tual interpretation of the paleo temperature data offered by Condie et al. (2016) while486

the cooler start is consistent with the interpretation of Herzberg et al. (2010).487

Figure 9. Mantle water volume (a) and thermal (b) paths that matched all constraints. In

(b) we show paleo thermal history estimates that suggest a multi-phase thermal history along

with successful thermal paths for qualitative comparison with the output of our analysis.
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3.3 Feedback Analysis488

In this section we provide further support that a multi-stage thermal history can489

result from changes in the deep water cycle. For clarity, we focus on the path highlighted490

in Figure 9b.491

Figure 10 shows the relative and absolute influences of the deep water cycle and492

thermal effects on mantle viscosity. The dark red line shows how the deep water cycle493

changed mantle viscosity with time (ηχ ˙χm), and the light red line shows how thermal494

effects changed mantle viscosity with time (ηT Ṫ ). The black line (SWT ) is the ratio of495

ηχχ̇m to ηT Ṫ . The first 0.8 billion years of the thermal history was characterized by SWT <496

1. Over half of that stage SWT < 0.1. This indicates that thermal effects dominated497

the overall system feedback. The second stage of the thermal history began at roughly498

4 Ga when SWT grew larger than one. This persisted until ∼2.8 Ga. During this stage,499

SWT peaked at 3.6 Ga, indicating a fundamental change to the overall model feedback500

structure. This coincided with a minimum in ηT Ṫ . The third stage, with SWT again drop-501

ping below unity, lasted from 2.8 Ga to present. Early in this phase, at ∼2.7 Ga, the deep502

water cycle experienced a dramatic shift: the net flow of water began to enter rather than503

exit the mantle. The change to a rehydrating mantle means the water cycle tended to504

lower mantle viscosity which, in turn, tended to enhance mantle cooling. The timing of505

the shift in water cycling is expressed in Figure 10 by ηχχ̇m dropping below zero. Dur-506

ing this last stage, SWT approached one as both ηχχ̇m and ηT Ṫ grew quickly but in op-507

posing directions. This ended abruptly when the maximum dehydrated layer thickness508

was reached at 1.6 Ga, and SWT slowly drifted towards lower values.509

Figure 10. Quantitative analysis of feedbacks. When SWT > 1, water cycling influence man-

tle viscosity (ηχχ̇m
more than thermal effects (ηT Ṫ ).
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The feedback analysis of Figure 10, and associated model trends of Figure 9, pro-510

vide insights into the competing factors that allow for the three thermal history stages511

discussed.512

During the first stage, the strong negative feedback associated with the thermal513

loop caused rapid adjustment from an initially hot or cool start (Figure 9b). This worked514

to bring heat flow and radiogenic heat production toward a balance. In this sense, the515

model behavior was not drastically different than classic thermal history models with516

β values near 0.3 (Tozer, 1972; Schubert et al., 1980; Spohn & Schubert, 1982; Jackson517

& Pollack, 1984). This is consistent with SWT being below 0.1 over much of this stage518

(Figure 10).519

As heat flow and radiogenic heat production approached a balance, water cycling520

effects on mantle viscosity could start to compete with the negative thermal feedback.521

This marked the start of the second thermal history stage. The mantle was degassing522

during this stage (Figure 9b). This worked to stiffen the mantle. This, on its own, tended523

to drive less efficient mantle convection and associated heating. However, radiogenics in524

the mantle were decaying and producing less heat which allowed for a balance between525

hyrdation and thermal feedbacks. As a result, a stage of relatively mild mantle cooling526

could be maintained. As the mantle continued to dehydrate, the solidus shifted to warmer527

temperatures. This reduced the melt fraction and slowed the rate at which water was528

lost from the mantle. This limitted the peak of the water cycling effect during the sec-529

ond stage. As a result, the flat line temperature trend could not be maintained and the530

mantle started to progressively cool. The geotherm moved towards the solidus, further531

reducing melt volumes. Cooling also thickened the lithosphere and the thickness of the532

hydrated layer within it. This started to deliver more water back into the mantle. This533

further damped the rate at which water was lost. With this process set in motion, the534

second stage gave way to the final thermal history stage.535

During the third stage, water cycling transitioned to net rehyrdation of the man-536

tle. This caused a change from water cycling tending to stiffen the mantle to water cy-537

cling tending to weaken the mantle (Figure 10). Thermal effects on viscosity were stronger538

than water effects but the two were not strongly out of balance (Figure 10). As such,539

both contributed to the overall trend in the final stage, particularly over the first ∼1 bil-540

lion years of the third stage. As the mantle cooled, the geotherm shifted further towards541

the solidus and the melt zone began to shrink. This reduced the melt fraction, which al-542

lowed less water to leave the mantle. The lithosphere continued to thicken as did the hy-543

drated layer embedded within it. This increased the rate at which water was delivered544

into the mantle. The combined effects of a shrinking melt zone and increased delivery545

of water into the mantle lead to a mild rise in the water cycling effect over the start of546

the third stage (Figure 10). That rise ended once the hydrated lithosphere layer reached547

its maximum allowable thickness. If this limit did not exist, then SWT could have con-548

tinued its mild rise but it would have remained below unity as the rise in thermal effects549

exceeded it. With the limit in place, net rehyrdation of the mantle, and associated de-550

cline of surface water, slowed. None the less, both thermal and water cycling effects con-551

tinued to influence thermal history with the thermal effect being stronger by a factor of552

∼2 at a model time representing present day (Figure 10).553

4 Discussion554

A three stage thermal history, as analyzed in the previous section, is consistent with555

geologic proxy data and can match present day constraints. Figure 11 shows the uncer-556

tainties of our successful model paths projected onto the paleo temperature proxy data.557

We calculated the mean and two-sigma uncertainty bounds for the 21 thermal paths that558

satisfied all constraints. The time domain spans from the present day to 4 Ga, as this559

is the extent of the proxy data. However, in all of our models, the second thermal his-560
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tory stage began prior to 4 Ga. Within model uncertainties, the second stage is predicted561

to extended to 3.5-2 Ga. The mean of the uncertainty window predicts that a transition562

to stage three occurs at ∼2.7 Ga. That transition is associated with a change from net563

mantle degassing to net regassing. Collectively, our results argue that paleo tempera-564

ture data is not necessarily indicative of a change in tectonic regime (Condie et al., 2016).565

Changes in the deep water cycling can account for the data and for present day data con-566

straints. This provides a viable alternative hypothesis.567

Figure 11. Summary of all results and uncertainties. We show the mean and two-sigma

uncertainty of model paths that matched all constraints. The red dots indicate the mean and un-

certainty of the change from water cycling (phase two) to thermal dominance (phase three) of the

thermal history. This change in phase coincided with the change in slope of both paleo mantle

temperature estimates, suggesting our hypothesis is viable and that there is no need to invoke a

change in convective regime.

Using data constraints to eliminate potential model paths also provided us with568

a β value range that allowed for successful model paths. Figure 7 indicates that the range569

is 0.25 ≤ β ≤ 0.3. We can compare that with results from thermal hsitory models that570

do not include deep water cycling. Seales and Lenardic (2020) systematically explored571

a range of such models and subjected them to the same thermal constraints used herein.572

The probability density function for successful models spanned a wider range than that573

of Figure 7. It was also double peaked with a mild peak at β = −0.10 and a stronger574

peak at β = 0.15. Both those peaks are associated with models that assume that plate575

and/or plate margin strength provides the primarily Resistance to plate motions (Conrad576

& Hager, 1999b; Korenaga, 2003). Our results, on the other hand, suggest that mantle577

viscosity primarily resists plate motions.578

The principal reason for the different modeling conclusions noted above is that the579

study of this paper coupled deep water cycling to thermal history. This allowed us to580

add the constraint that deep water cycling transitions from net mantle dehydration to581
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net rehydration over geologic time. The time window of the transition, within model un-582

certainty, that we predict is in line with observational constraints (Parai & Mukhopad-583

hyay, 2018). Not surprisingly, adding a new constraint lead to a lower overall number584

of successful model paths than was determined by the study of Seales and Lenardic (2020).585

There is another difference that should be noted from our approach and an alternative586

modeling methodology. Some thermal history modeling approaches build present day587

thermal constraints directly into the models and calculate model paths in ”reverse time”588

starting from the present and extending to the past (Christensen, 1985; Korenaga, 2003).589

We did not follow this approach. This allowed us to use present day constraints to elim-590

inate model paths rather than build the constraints into the model. This had a critical591

effect on our viable β range. Models with lower values of β struggled to match present592

day temperatures (Figure 5a). This is consistent with McNamara and Van Keken (2000)593

who found that lower β value models tended to run too hot.594

It is worth specifically comparing our model to another thermal history model that595

also invoked hydration effects but in a very different way. Korenaga (2003) took the view596

that plates rather than mantle viscosity primarily resist plate motions. The associated597

model they explored assumed that an elevated mantle temperature produces larger melt598

volumes which, in turn, creates a thicker dehydrated lithosphere in the Earth’s past. This599

leads to thicker and stronger plates further back in geologic time. The thicker and stronger600

plates impeded plate motions and associated mantle cooling. Korenaga (2003) determined601

that an effective β value of -0.15 could capture these effects within a thermal history model.602

This is different from the models herein which assumed that mantle viscosity provides603

the principal resistance to plate motion. As noted in the introduction, this was motivated,604

in part, by studies that have argued against the physical viability of negative β models605

(Gerardi et al., 2019).606

Future extension of our models could include effects we did not directly model. Chotalia607

et al. (2020) showed that including a finite delay in the mixing time for water in the man-608

tle could affect hydration feedbacks on the solidus at the mid-ocean ridge. They found609

that when they included this delay, it restricted the period of mantle regassing. It also610

opened up the possibility for shorter timescale oscillations between mantle regassing and611

degassing states. Karlsen et al. (2019) also found that a perturbed water cycle, this time612

by supercontinental breakup, could perturb sea-level by more than 100 m. In both cases,613

the added model complexities lead to fluctuations about mean trends. Thermal history614

models traditionally have tracked mean values over time and it has been noted that fluc-615

tuations about the mean are to be expected and that should be considered when eval-616

uating thermal history model results (Lenardic et al., 2016; Silver & Behn, 2008). Al-617

though we did not consider the specific effects noted above in our analysis, we did con-618

sider the role of unmodeled effects, and assocaited fluctuations about mean trends, when619

we evaluated structural uncertainty (Seales et al., 2019). Models, by definition of the word620

model, will exclude some physical factors and the value of a structural uncertainty anal-621

ysis is that it can test the robustness of first-order model trends in the face of this. The622

fact that the models presented herein are structurally stable goes hand in hand with the623

robustness of mean trends to potential fluctuations (Figure 4b).624

Our results, as related to changes in deep water cycling, have implications extend-625

ing beyond mantle cooling. The change from stage two to stage three, for our success-626

ful thermal history models, is associated with a switch to net regassing of the mantle.627

The sequence of events that led to this involved the solidus shifting to warmer temper-628

atures below mid-ocean ridges as melting dehydrated the mantle. Simultaneously, heat629

flow from the mantle decreased, which thickened lithospheric plates. This thickened the630

hydrated layer that carried water back into the mantle. This implies a switch from rel-631

atively dry to wet subduction. Increased water volume delivered into the mantle by sub-632

ducting slabs could preferentially produce felsic rather than mafic crust. This would in-633

crease the area of Earth’s surface covered by felsic crust. As a result, its oxidative ef-634
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ficiency would decrease, leading to a rise in atmospheric O2 (Lee et al., 2016). The ex-635

posure of larger felsic areas would allow for higher weathering rates, which could enhance636

an influx of carbonates that would further bolster this rise in O2 (Eguchi et al., 2020).637

Our hypothesis predicts, then, that a rise in atmospheric O2 should coincide with the638

timing of the deep water cycle changing convective efficiency and the associated change639

in the cooling rate of the mantle. Our models predicts that this change occurs at a mean640

model uncertainty time of ∼2.7 Ga. This coincides with the inferred timing of the Great641

Oxidation Event (e.g., Lyons et al., 2014).642

5 Conclusions643

We have used coupled models of deep water cycling and thermal history to explore644

the hypothesis that changes in water cycling, over geologic time, could lead to multi-stage645

mantle cooling. We tested the viability of this hypothesis by applying observational con-646

straints on a wide range of calculated model paths. The hypothesis was shown to be com-647

patible with data constraints and it did not require changes in the tectonic style of the648

Earth over geologic time. It also implied that mantle viscosity provides the dominant649

resistance to plate motions with plate and plate margin strength playing a lesser role.650
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