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Abstract

We present the System for High-resolution prediction on Earth-to-Local Domains (SHiELD), an atmosphere model coupling

the nonhydrostatic FV3 Dynamical Core to a physics suite originally taken from the Global Forecast System. SHiELD is

designed to demonstrate new capabilities within its components, explore new model applications, and to answer scientific

questions through these new functionalities. A variety of configurations are presented, including short-to-medium-range and

subseasonal-to-seasonal (S2S) prediction, global-to-regional convective-scale hurricane and contiguous US precipitation forecasts,

and global cloud-resolving modeling. Advances within SHiELD can be seamlessly transitioned into other Unified Forecast System

(UFS) or FV3-based models, including operational implementations of the UFS. Continued development of SHiELD has shown

improvement upon existing models. The flagship 13-km SHiELD demonstrates steadily improved large-scale prediction skill

and precipitation prediction skill. SHiELD and the coarser-resolution S-SHiELD demonstrate a superior diurnal cycle compared

to existing climate models; the latter also demonstrates 28 days of useful prediction skill for the Madden-Julian Oscillation.

The global-to-regional nested configurations T-SHiELD (tropical Atlantic) and C-SHiELD (contiguous United States) shows

significant improvement in hurricane structure from a new tracer advection scheme and promise for medium-range prediction

of convective storms, respectively.

Lucas Harris1, Linjiong Zhou1,2, Shian-Jiann Lin1, Jan-Huey Chen1,3, Xi Chen1,2, Kun Gao1,2, Matthew
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Key Points:

• A unified “one code, one executable, one workflow” global prediction modeling system is presented.
• SHiELD’s multiple configurations show prediction skill and simulation fidelity matching or exceeding

those of existing US models.
• The FV3 Dynamical Core provides a powerful foundation for unified prediction modeling.

Abstract

We present the System for High-resolution prediction on Earth-to-Local Domains (SHiELD), an atmosphere
model coupling the nonhydrostatic FV3 Dynamical Core to a physics suite originally taken from the Global
Forecast System. SHiELD is designed to demonstrate new capabilities within its components, explore new
model applications, and to answer scientific questions through these new functionalities. A variety of con-
figurations are presented, including short-to-medium-range and subseasonal-to-seasonal (S2S) prediction,
global-to-regional convective-scale hurricane and contiguous US precipitation forecasts, and global cloud-
resolving modeling. Advances within SHiELD can be seamlessly transitioned into other Unified Forecast
System (UFS) or FV3-based models, including operational implementations of the UFS.

Continued development of SHiELD has shown improvement upon existing models. The flagship 13-
km SHiELD demonstrates steadily improved large-scale prediction skill and precipitation prediction skill.
SHiELD and the coarser-resolution S-SHiELD demonstrate a superior diurnal cycle compared to existing
climate models; the latter also demonstrates 28 days of useful prediction skill for the Madden-Julian Oscilla-
tion. The global-to-regional nested configurations T-SHiELD (tropical Atlantic) and C-SHiELD (contiguous
United States) shows significant improvement in hurricane structure from a new tracer advection scheme
and promise for medium-range prediction of convective storms, respectively.

Plain Language Summary

At many weather forecasting centers where computer weather models are run, different models are run for
different applications. However, each separate model multiplies the effort needed to maintain and upgrade
each model and makes it difficult to move improvements between models.

We present a new “unified” weather modeling system, SHiELD, able to be configured for a variety of appli-
cations. This system uses a powerful computer code, FV3, to compute the fluid motion of the atmosphere at
any scale, and also able to zoom in on areas of interest to better “see” severe storms or intense hurricanes.
We show how we started from a quickly-assembled model for testing FV3 and then gradually improved
the representation of different atmospheric processes and expanded into new uses for the system, including
short-range severe thunderstorm prediction, hurricane forecasting, and forecasts out to as long as six weeks.
We address some of the challenges that we faced and discuss prospects for future model improvements. Since
many of the parts of SHiELD are used by models being developed by the National Weather Service for use
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by weather forecasters, the advances described here can be rapidly introduced into those models, eventually
improving official forecasts.

1 Unified Modeling at GFDL

As computing power increases global atmosphere models are now capable of regular simulation at resolutions
that had been the sole domain of regional atmospheric models. The Integrated Forecast System (IFS;
ECMWF 2019a,b) of the European Center for Medium-Range Weather Forecasting (ECMWF) runs on a
9-km grid, and the Global Forecast System (GFS; Sela2010) of the US National Centers for Environmental
Prediction (NCEP) runs on a 13-km grid. Some IPCC-class climate models now use grids with spacings as
fine as 25 km (Chen and Lin 2013; Vecchi et al. 2019; Haarsma et al. 2017). Global atmosphere models lack
the lateral boundary errors that contaminate the solutions of regional models after a few days of simulation.
They thus allow us to extend mesoscale and storm-scale predictions into the medium range and beyond
(Harris and Lin 2013, 2014; Zhou et al. 2019; Harris et al. 2019). Global modeling also brings many
new challenges—one cannot “throw your garbage in the neighbor’s yard” in global modeling, so to speak.
Biases and radiative imbalances must be minimized, as must errors anywhere in the atmosphere that could
potentially grow and contaminate the entire domain.

A unified modeling system supports a variety of applications at a wide range of spatial and temporal scales
within a single framework. These systems promise to simplify operational and research modeling suites
and better exchange improvements and bug fixes between applications. The Unified Model of the United
Kingdom Met Office (UKMO; Brown et al. 2012) is the most notable unified system. Variable-resolution
models (Harris and Lin 2014, McGregor 2015) are particularly well-suited for unified modeling as they can
efficiently reach very high resolutions over part of the earth, replacing the highest-resolution regional models
(Hazelton et al. 2018a,b, Zhou et al. 2019) and potentially extending their lead times.

Here at GFDL a hierarchy of models has been developed for a variety of time and space scales, from
centennial-scale earth-system simulations (Dunne et al. 2020) to very high-resolution weather prediction.
The GFDL suite is unified around a single dynamical core, the GFDL Finite-Volume Cubed-Sphere Dy-
namical Core (FV3, or FV3; Putman and Lin 2007), and a single framework, the Flexible Modeling System
(FMS; Balaji 2012), and other shared components. We describe one part of this suite, the System for High
Resolution Prediction on Earth-to-Local Domains, or SHiELD. This model, previously called fvGFS, was de-
veloped as a prototype of the Next-Generation Global Prediction System (NGGPS) of the National Weather
Service, and of the broader Unified Forecast System (UFS). SHiELD continues GFDL’s high-resolution global
modeling program previously established using the High-Resolution Atmosphere Model (HiRAM; Zhao et
al. 2009; Chen and Lin 2013). SHiELD couples the nonhydrostatic FV3 dynamical core (Lin et al. 2017)
to a physics suite originally from the GFS (Han et al. 2017, and references therein) and the Noah Land
Surface Model (Ek et al. 2002). SHiELD can be used for a variety of timescales but has been designed
with a particular focus on short-to-medium range weather (18 hours to 10 days) and into the subseasonal to
seasonal (S2S; several weeks to several months) range. Seasonal to decadal predictions and centennial-scale
climate projections coupled to a dynamical ocean are performed at GFDL using the Seamless System for
Prediction and Earth System Research (SPEAR, Delworth et al. 2020), the Coupled Model version 4 (CM4;
Held et al. 2020), and the Earth System Model version 4 (ESM4, Dunne et al. 2020).

Since FV3 is designed to adapt to a variety of purposes and to any scale of atmospheric motion it is
an ideal platform for a unified modeling system. All of the SHiELD configurations described here, as
well as regional and doubly-periodic applications lying beyond the scope of this paper, use the same code
base, the same executable, the same preprocessor, the same runscripts, and same post-processing tools,
demonstrating a true unification for modeling on weather-to-S2S timescales. This approach also suggests
how further unification with GFDL’s climate models, which use a different atmospheric physics (Zhao et al.
2018), the MOM6 Dynamical Ocean (Adcroft et al. 2019), and the GFDL LM4 land model, may proceed.
Advances in SHiELD can be seamlessly moved into other UFS models, including the 2019 upgraded GFSv15,
and other FV3-based models. Most notably, advances in SHiELD can migrate into UFS models slated for
operational implementation at NCEP, including the FV3-based GFSv15. NASA GEOS (Putman and Suarez
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2017), NASA/Harvard GEOS-Chem High-Performance (GHCP), CESM-FV3, and the Chinese Academy of
Sciences’ F-GOALS all also use FV3 as their dynamical core and can benefit from the advances described
below. This diversity of FV3-based models shows the advantages of using common components to leverage
advances in the dynamical core but while still allowing centers to tailor their models to their own needs, the
freedom to innovate new model designs, and to encourage the development of models as holistic integrated
systems, rather than clumsily joining independent components.

SHiELD is designed for exploratory research into model design and development, with a focus on dynamics
and physics-dynamics integration, and for research on prediction and atmospheric processes on timescales
from a few hours to a few months. SHiELD is currently focused on deterministic prediction although effective
S2S prediction will require the development of a simple ensemble (cf. Chen and Lin 2013). In this manuscript
we use forecast skill as a principal means of establishing the scientific credibility of SHiELD as a research
tool. Further research will more closely evaluate specific structures and processes within SHiELD, with some
initial results described below (especially section 3.2) and in prior research (cf. Hazelton 2018a).

The design, evolution, configurations, and simulation characteristics of SHiELD are the subject of this paper.
Section 2 describes the components of SHiELD and how they work together as a complete modeling system.
Section 3 describes the four configurations of SHiELD for a variety of applications, including medium-
range weather, continental convection, tropical meteorology and hurricanes, and S2S prediction. Section 4
summarizes the history of SHiELD development and discusses prospects for future work.

2 SHiELD Components

2.1 Nonhydrostatic FV3 Dynamical Core

All SHiELD simulations use the nonhydrostatic solver within the FV3 Dynamical Core. This core has
been described in detail in other papers (Lin 2004, Putman and Lin 2007, Harris and Lin 2013, and refer-
ences therein) and will only be summarized here. FV3 solves the fully-compressible Euler equations on the
gnomonic cubed-sphere grid and a Lagrangian vertical coordinate. Fast vertically-propagating sound and
gravity waves are solved by the semi-implicit method; otherwise the algorithm is fully explicit. FV3 advances
sound and gravity wave processes and advects thermodynamic variables on the shortest “acoustic” timestep,
while sub-cycled tracer advection and vertical remapping (cf. Lin 2004) are performed on an intermediate
“remapping” timestep, in turn performed multiple times per physics timestep.

FV3’s discretization along Lagrangian surfaces uses the piecewise-parabolic method, which previously used a
monotonicity constraint to ensure positivity and to dissipate energy cascading to grid scale. In nonhydrostatic
FV3 dynamical quantities (vorticity, potential temperature, and air mass) are advected by a non-monotonic
scheme to reduce dissipation of resolved-scale modes. Previous work with nonhydrostatic FV3 had continued
to use a monotonic advection scheme to avoid unphysical negative values. In this manuscript we present
results using a new positive-definite but non-monotonic scheme to advect tracers, which greatly improves
the representation of marginally-resolved and discontinuous features without creating computational noise
at sharp gradients. This scheme is described in detail in Appendix A and applications to the representation
of tropical cyclones in section 3d.

2.2 GFS/SHiELD Physics and Noah LSM

SHiELD inherits the GFS suite of physical parameterizations developed by the Environmental Modeling
Center (EMC) of NCEP (2020) . The initial 2016 version of SHiELD, implemented for dynamical core
testing during Phase II of NGGPS, used physics largely identical to the then-operational GFSv13: The
Simplified Arakawa-Schubert (SAS) shallow and deep convection schemes described in Han and Pan (2011);
the hybrid Eddy-diffusivity Mass-flux (EDMF) scheme (Han et al. 2016); the Rapid Radiative Transfer
Model (RRTM; Clough et al. 2005); the microphysics of Zhao and Carr (1997) and cloud-fraction scheme of
Xu and Randall (1996); the Navy’s simplified ozone scheme (McCormack et al. 2006); the GFS orographic
gravity wave drag and mountain blocking schemes (Alpert 2002); and the convective gravity wave drag
scheme of Chun and Baik (1998).
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We have since made many changes to the physics to be able to support new applications, especially for
convective scale prediction and marine phenomena, or to take advantage of new capabilities within the FV3
dynamical core. We first introduced the six-category GFDL microphysics and cloud fraction scheme (Zhou
et al. 2019) with the fast microphysical processes split out of the physics driver and taking place on the
shorter remapping timestep. Later, the GFDL microphysics was fully in-lined within FV3 (appendix B).
Several new PBL schemes have also been used in SHiELD, including a modified hybrid EDMF PBL as per
Zhang et al. (2015), and the Yonsei University scheme (YSU; Hong et al. 2006, Hong 2010, Wilson and
Fovell 2018). We have also adopted the Scale-Aware SAS (Han et al. 2017) convection scheme in more recent
versions of SHiELD.

The land surface model (LSM) is the Noah land-surface model (Ek et al. 2003), integrated within the physics
and paired to the GFS surface-layer scheme. In 2017 Noah was upgraded to use the high-resolution land
surface data (Wei et al. 2017), which greatly improves the appearance of land-surface fields in convective-
scale simulations.

2.3 Mixed-layer Ocean

Initially sea-surface temperatures (SSTs) were prescribed as the climatological SST plus an SST anomaly
from initial conditions which gradually decays to zero, without influence from the atmosphere. However,
air-sea interactions are critical for several phenomena of interest to us, especially tropical cyclones and the
Madden-Julian Oscillation (MJO) and may impact large-scale skill as well. To incorporate atmosphere-ocean
interaction, we have implemented a modification of the mixed-layer ocean (MLO) of Pollard et al. 1973.
This simple ocean computes the mixed layer depth and heat within that mixed layer as prognostic variables,
with tendencies computed from the net surface heat flux. The SST is nudged towards the NCEP Real-Time
Global Sea Surface Temperature (RTGSST; Thiébaux et al. 2003) climatology plus a fixed initial anomaly
which decays with a fixed timescale. The ocean mixed layer depth is also nudged toward observed climatology
(de Boyer Montégut et al., 2004). While considerably simpler than the three-dimensional dynamical oceans in
CM4 (Held et al. 2020) and in the GFDL Hurricane Model (Bender et al. 2019), the MLO still represents the
thermodynamic and dynamic ocean interactions of greatest significance on the timescales for which SHiELD
is used (Hazelton et al. 2018b), without incurring the complexity of a three-dimensional dynamical ocean.

2.4 Interoperability with other UFS models

SHiELD was designed to work with other models that use FV3, FMS, the GFS Physics Driver, and/or the
Interoperable Physics Driver (IPD). The IPD is the interface between FV3 and the GFS Physics Driver, alt-
hough it can support other physics suites. Innovations within SHiELD can then be seamlessly exchanged with
other models using these same components. The UFS Atmosphere led by NCEP (https://github.com/NOAA-
EMC/fv3atm/) analogous to SHiELD. For example, the transition of FV3 and the GFDL Microphysics into
the operational GFSv15 was accelerated by the IPD. Conversely, schemes which have been introduced in-
to the GFS Physics Driver by the broader community can then be integrated into SHiELD, including the
numerous schemes implemented by Zhang et al. (2018).

3 SHiELD Configurations

SHiELD leverages the flexibility of FV3 to be able to make accurate and efficient simulations at a variety
of spatial and temporal scales. Much of the development of SHiELD (and previously, of HiRAM) has been
driven by a desire to improve the simulation quality at the convection-permitting resolutions covered by the
range of SHiELD configurations.

We present four different configurations of SHiELD. All configurations are global domains using either a
uniform grid or a locally refined grid using nesting or stretching (Harris and Lin 2013; Harris et al. 2016;
Zhou et al. 2019). SHiELD can also run on FV3’s doubly-periodic domain (Held and Zhou, 2006, Arnold and
Putman, 2018) or on a regional domain using any regular quadrilateral grid (Dong et al., 2020), at spatial
resolutions down to a few tens of meters (Jeevanjee 2017). These applications lie beyond the scope of this
paper.
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The four configurations can be fit within two “tiers”; Tier-1 configurations are the most well-tested, ha-
ving originally been developed as prototypes to replace legacy NCEP models by FV3-based UFS systems,
and having been run in near-real time for several years. These configurations demonstrate the capabilities
of SHiELD, allow direct comparison to existing operational models, and provide robust tests of the fore-
cast skill and reliability of SHiELD. Current real-time configurations are run twice daily and displayed at
https://shield.gfdl.noaa.gov/.

The Tier-1 configurations are our flagship 13-km SHiELD, a prototype for the now-operational GFSv15 and
for future upgrades of the GFS; (Tropical) T-SHiELD with a static, 3-km nest spanning the tropical North
Atlantic, a prototype of the Hurricane Analysis and Forecast System (HAFS); and (Continental) C-SHiELD
with a 3-km nest over the contiguous United States (CONUS), a prototype of the Regional Forecast System
(RFS). Each of the Tier-1 configurations are usually refreshed every year with a new version, indicated by
the year of the upgrade.

Our Tier-2 configurations address new challenges for numerical prediction and are still under development.
Our 25-km (Subseasonal) S-SHiELD addresses the challenging domain of S2S prediction. Another confi-
guration not discussed in this paper is the SHiELD global cloud-resolving model (GCRM) and addresses
the frontier computational and data challenges of such simulations. This configuration was submitted to
the DYnamics of the Atmospheric general circulation Modeled On Non-hydrostatic Domains (DYAMOND)
intercomparison (Stevens et al. 2019, Satoh et al. 2019). Both configurations inspire the development of new
functionality and capabilities within SHiELD and readily expose instabilities, climate drift, conservation
issues, and other shortcomings. The advances driven by work on these frontier challenges help improve the
Tier-1 configurations, demonstrating the value of a seamless prediction system. The domains for each of the
four configurations plus the GCRM configuration are depicted schematically in Figure 1.

Hosted file

image1.emf available at https://authorea.com/users/524466/articles/608006-gfdl-shield-a-

unified-system-for-weather-to-seasonal-prediction

Figure 1. Current SHiELD configurations. Each plotted cell is 48x48 actual grid cells. Heavy black lines
represent cubed-sphere edges; red lines represent nested grids. Note that the global domain of C-SHiELD
(top center) is slightly stretched as per Harris et al. (2019).

Although all configurations follow the unified “one code, one executable, one workflow” structure of SHiELD,
the configurations are not identical owing to the need to tailor each configuration for its specific application.
Further, given the rapid pace of SHiELD development and the staggered development cycle for some of the
configurations, we do not expect all of the Tier-1 configurations to always have the very latest developments.
The development paths of the different SHiELD configurations can be seen in Table 1.

Configuration SHiELD SHiELD SHiELD SHiELD T-SHiELD T-SHiELD C-SHiELD C-SHiELD C-SHiELD S-SHiELD
Version 2016 2017 2018 2019 2017 2018 2017 2018 2019 2019
Evaluation Period 2015/01–2016/12 2015/01–2016/12 2016/01–2017/12 2017/01–2018/12 2017/08/18–2017/10/06 2017/08/18–2017/10/06 2017/05–2018/04 2018/05–2019/03 2019/04–2019/12 2011/10–2012/03 (MJO)
Simulation Frequency 00Z every 5 days (hindcast) 00Z every 5 days (hindcast) 00Z every 5 days (hindcast) 00Z every 5 days (hindcast) 4x daily 4x daily 00Z daily 00Z daily 00Z daily 00Z every 2 days
Simulation Length 10 days 10 days 10 days 10 days 126 hours 126 hours 120 hours 120 hours 120 hours 40 days
Resolution 13 km (c768) 13 km (c768) 13 km (c768) 13 km (c768) 13 km (c768) + 3-km nest (2880 x 1536) 13 km (c768) + 3-km nest (2880 x 1536) 20-to-9 km stretched (c768r15) + 3-km 3x nest (2016 x 1080) 20-to-9 km stretched (c768r15) + 3-km 3x nest (2016 x 1080) 20-to-9 km stretched (c768r15) + 3-km 3x nest (2016 x 1080) 25-km
Grid Cells 3.54 M 3.54 M 3.54 M 3.54 M 3.54 M + 4.23 M 3.54 M + 4.23 M 3.54 M + 2.18 M 3.54 M + 2.18 M 3.54 M + 2.18 M 885 K
Vertical Levels 63 63 91 91 63 63 63 63 63 91
Physics Timestep 225 150 150 150 90 90 90 90 90 450
Remapping, Tracer, and MP Timestep 112.5 150 150 150 90/22.5 90/22.5 90/22.5 90/22.5 90/22.5 225
Acoustic Timestep 18.75 18.75 18.75 18.75 12.8/4.5 12.8/4.5 12.8/4.5 12.8/4.5 12.8/4.5 28.125
Tracer Advection Scheme Monotonic Monotonic Pos. Def Pos. Def Monotonic Pos. Def Monotonic Pos. Def Pos. Def Pos. Def
Microphysics Zhao-Carr Split GFDL Inline GFDL Inline GFDL Split GFDL Split GFDL Split GFDL Inline GFDL Inline GFDL Inline GFDL
PBL Scheme Hybrid EDMF Hybrid EDMF YSU YSU Mod. EDMF YSU Mod. EDMF YSU YSU YSU
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Deep Convection Scheme SAS SA-SAS SA-SAS SA-SAS SAS SA-SAS None None None SAS
Ocean Surface Specified Specified MLO MLO Specified MLO Specified Specified MLO MLO

Table 1. Development of the four SHiELD configurations and their yearly revisions described in this
paper. Timesteps are given in seconds; for nested simulations the format is global/nested timesteps. All
configurations and versions use the same Noah LSM and RRTM, and all use SAS or SA-SAS shallow
convection except 2017 and 2018 C-SHiELD.

All configurations are initialized using the real-time GFS analyses made available by NCEP following Chen
et al. (2018). This “cold starting” from the hydrostatic, spectral GFS could potentially leave the convective-
scale configurations (T-SHiELD, C-SHiELD) at a comparative disadvantage to models with native, special-
ized convective-scale data assimilation. This issue is minimized here due to the ability of FV3-based models
to “spin up” their convective scales within a few hours of initialization and experience little degradation
thereafter (Hazelton et al. 2018a,b; Marchok et al. 2018; Zhang et al. 2018; Harris et al. 2019).

Computational efficiency is crucial for useful simulation modeling, for both real-time and experimental
applications. We present the timings for the most recent iterations of SHiELD in Table 2. The 13-km
SHiELD needs only 3096 processor cores to complete one day in under 8.5 minutes, the threshold traditionally
used for operational global prediction. The 25-km S-SHiELD completes 1.5 years per day with just over
1700 cores; we are hoping to improve the computational cost as part of further S-SHiELD development.
C-SHiELD is necessarily more expensive owing to its nested grid but still completes a five-day simulation
in under two hours on less than 3500 cores. T-SHiELD has a nested grid with twice as many columns as
C-SHiELD but is only about 30% more expensive.

SHiELD is compiled with mixed-precision arithmetic: the dynamics (and the inlined components of the
microphysics) use single-precision arithmetic while the physics uses double-precision. This differs from the
practice used for most operational models (GFSv15 excluded) and for GFDL climate models, which use
double-precision arithmetic throughout. Tests with the 2016 version of SHiELD had found no detectable
difference in skill between predictions using mixed-precision and double-precision arithmetic, while leading
to a cost reduction of about 40%.

3.1 SHiELD Medium-Range Weather Prediction

The flagship SHiELD configuration is designed for medium-range prediction with lead times of 24 hours to
ten days. The design of SHiELD is similar to the operational GFS: a global c768 grid—a cubed-sphere with
each face having 768 x 768 grid cells—with an average grid-cell width of about 13-km. The 2016 and 2017
versions of SHiELD used 63 vertical levels (Figure 2), the same as the hydrostatic GFSv14 but with the
uppermost semi-infinite layer removed to permit nonhydrostatic simulation. SHiELD 2017 was then devel-
oped by NCEP and partners to become GFSv15 and its GFS Data Assimilation System (GDAS): specific
implementation details can be seen at https://www.emc.ncep.noaa.gov/emc/pages/numerical forecast sys-
tems/gfs/implementations.php. Starting in 2018, SHiELD increased the number of vertical levels to 91,
increasing the number of vertical levels below 700 mb from 19 to 23 and decreasing the depth of the lowest
model layer from 45 to 33 m.

Hosted file

image2.emf available at https://authorea.com/users/524466/articles/608006-gfdl-shield-a-

unified-system-for-weather-to-seasonal-prediction

Figure 2. Distribution of vertical levels in various SHiELD configurations for a surface pressure of 1000
hPa and a standard atmospheric temperature structure.

The simulation characteristics and prediction skill of SHiELD have been previously discussed in several
papers and will not be repeated here. Improving predictions of tropical cyclone track, intensity, and genesis
has been a key driver of SHiELD development: Chen et al. (2019a) describes the 2016 and 2017 versions,
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while the considerably improved 2018 version is described in Chen et al. (2019b). Most notably SHiELD
greatly improves upon other global models’ ability to predict tropical cyclone intensity. The large-scale
prediction skill, and CONUS precipitation and 2-m temperature skill, are briefly described for the 2016 and
2017 versions in LZhou2019 and Harris2019.

The anomaly correlation coefficient (ACC) of the 500-mb geopotential height field is the standard means for
evaluating the large-scale prediction skill of medium-range prediction models. Figure 3 (top) shows that the
global ACC of SHiELD has been better at all lead times than the contemporary GFS since the 2017 version,
and significantly so on days 1–6. At all lead times except for days 7 and 8, each new version has improved
upon the previous version. The result for root-mean square error (RMSE; Figure 3, bottom) is even more
striking: every version is an improvement upon the previous at every lead time, and both the 2018 and 2019
versions are significantly better than the operational GFS. Results for just the northern hemisphere (20N–
80N, Supplemental Figure S1) are less dramatic but SHiELD still shows statistically significant improvements
in ACC and RMSE out to day 5. Both the GFS and all versions of SHiELD reach an ACC of 0.6 at 8.3–8.5
days globally and 8.5–8.7 days in the northern hemisphere, with some year-to-year and version-to-version
variability.

The time series of day-5 global ACC and RMSE (Figure 4) shows that while there is a general secular
improvement in both SHiELD and the GFS, there can be large seasonal and even interannual variability in
forecast skill. Usually, predictions are more skillful in northern winter, as strong synoptic forcing dominates
the large-scale weather patterns, but some northern summers see little to no forecast degradation. The
implementation of GFSv13 on 11 May 2016, which included a major upgrade to the data assimilation
cycling system of the GFS, significantly reduced RMSE in May and June 2016 compared to the preceding
four months of the year. These results are worthy of further investigation. We do conclude that it may be
misleading to use a short time period to evaluate or compare global prediction models.

The time-evolution of the large-scale forecast skill for both the GFS and SHiELD are very similar on monthly
and shorter time-periods, which is expected as they use identical initial conditions, and SHiELD benefits
from continual upgrades of the GFS initial conditions. As discussed in Chen et al. (2019b) the quality of
the initial conditions is the preeminent factor in determining the forecast skill for the large-scale circulation
as well as for metrics such as hurricane track forecasts that depend closely on the prediction skill of the
large-scale flow.

These results are for hindcasts but the ACC and RMSE for our real-time forecasts are nearly identical. An
important caveat is that the operational GFS supports nearly the entire NCEP modeling suite, and so the
GFS has many more demands and a much more stringent evaluation process imposed upon its development
than does SHiELD. The development cycle of the GFS will therefore necessarily be less rapid and more
methodological than that of SHiELD. Alternately, an experimental research model like SHiELD does have
the freedom to pursue many different avenues for model development (“failure is always an option”) so that
the most successful new ideas can later be transitioned into operations, a major goal of the UFS.
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Figure 3. Global 500-mb geopotential height ACC (top) and RMSE (bottom, m) difference from the
contemporary GFS as a function of lead time (instantaneous at 00Z each day after initialization) for each
version of the 13-km SHiELD. Gray shading is the 95% confidence interval. Each version of SHiELD is
evaluated with two years of 10-day hindcasts initialized at 00Z every five days, for a total of 144 cases per
version. See Table 1 for the time periods being compared here.

Hosted file

image4.emf available at https://authorea.com/users/524466/articles/608006-gfdl-shield-a-

unified-system-for-weather-to-seasonal-prediction

Figure 4. Six-month running-mean time series of global 500-mb geopotential height ACC (top) and RMSE
(bottom, m) at day 5 for each version of the 13-km SHiELD and the contemporary operational GFS. Note
that the operational GFS upgraded to v13 on 11 May 2016 and v14 on 19 July 2017.

Precipitation RMSE and biases have also improved during SHiELD development. The 2018 version sig-
nificantly reduced both RMSE (Figure 5) and Bias (arithmetic difference between time-mean model and
observed precipitation; Figure 6) at all lead times compared to earlier versions. Prediction of CONUS pre-
cipitation is more challenging given the smaller area and larger seasonal cycle but RMSE still improves every
year and there is nearly no bias, especially in the 2019 version. Zhou et al (2019) give a more thorough
description of precipitation forecast skill, including other metrics. Probability distribution functions (PDFs)
of precipitation (Figure 7) show that all of the versions depicted here have a low bias in the frequency of
moderate precipitation and a high bias of both light and heavy precipitation rates compared to TRMM,
although versions of SHiELD using the GFDL microphysics (2017 and later) modestly alleviate these biases.
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Both the GFS and all versions of 13-km SHiELD capture the observed CONUS PDF very well.

Hosted file

image5.emf available at https://authorea.com/users/524466/articles/608006-gfdl-shield-a-

unified-system-for-weather-to-seasonal-prediction

Figure 5. RMSE of 24-hour precipitation (mm) for different versions of 13-km SHiELD (orange) compared
to contemporary GFS (blue). Each version’s results are aggregated over the same two-year of hindcast
periods plotted in Figures 3 and 4. Top row: Global verification vs. GPCP dataset (regridded to 1 degree);
middle row: tropics (30S–30N) verification vs. TRMM dataset (regridded to 25 km); bottom row: CONUS
verification vs. StageIV dataset (regridded to 13 km). Gray shading is the 95% confidence interval.

Hosted file

image6.emf available at https://authorea.com/users/524466/articles/608006-gfdl-shield-a-

unified-system-for-weather-to-seasonal-prediction

Figure 6. As in Figure 5 but for precipitation bias (mm d-1), the arithmetic difference between means from
the model and observations. Negative values imply too little mean precipitation.

Hosted file

image7.emf available at https://authorea.com/users/524466/articles/608006-gfdl-shield-a-

unified-system-for-weather-to-seasonal-prediction

Figure 7. Precipitation PDF for 13-km SHiELD (orange) compared to contemporary GFS (blue). Top:
Tropical (30S–30N) precipitation vs. TRMM (black). Bottom: CONUS precipitation vs. StageIV (black).

Another sensible weather metric is 2-m temperature, which has an interesting development history (Figure 8).
The initial 2016 version of SHiELD had a very small warm bias, significantly less than the small (0.3 K) warm
bias of the operational GFS. The 2018 version of SHiELD, which otherwise had significant improvements
in other skill metrics, developed a cool bias which increased to 0.6 K by day 10. Investigation traced the
cool bias to two sources: the switch from the hybrid EDMF PBL to YSU, which by default has significantly
less near-surface mixing and thereby allows the surface to cool too much, and the change in how cloud
droplets absorb radiation when the Inline GFDL Microphysics was introduced. In 2019 the cloud-radiation
interactions were significantly revised, and the background diffusion in the YSU PBL was increased, which
significantly reduced both the cold bias and the error in 2-m temperature. The cold bias in SHiELD 2019
ranges from 0.1 K on the first day to 0.35 K on day 10, which is approximately equal to the positive bias of
the operational GFS.

Hosted file

image8.emf available at https://authorea.com/users/524466/articles/608006-gfdl-shield-a-

unified-system-for-weather-to-seasonal-prediction

Figure 8 . Global 2-m temperature (deg K) bias (top) and RMSE (bottom) for 13-km SHiELD (orange)
compared to contemporary GFS (blue), both validated against ERA5 Reanalysis (Hersbach et al. 2020).

3.2 T-SHiELD North Atlantic Nest for Tropical Cyclone Prediction

T-SHiELD uses the variable-resolution capabilities of FV3 to replicate the tropical cyclone track skill of
global models and the intensity skill of convective-scale regional hurricane models. This configuration uses
the 13-km SHiELD grid and then places a large factor-of-four two-way nest over the tropical North Atlantic
(Figure 1). The resulting nested domain has grid cells of about 3-km width and interacts with its parent
global domain. Earlier experiments and a comprehensive evaluation of T-SHiELD 2017 were described in
Hazelton et al. (2018a, 2018b). T-SHiELD has been used as the initial prototype for the Hurricane Analysis
and Forecast System (HAFS; Hazelton et al., 2020). Here we will describe further evolution of T-SHiELD,
including progress towards rectifying two forecast issues in T-SHiELD 2017: an under-intensification bias
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for rapidly intensifying storms, and storms with a radius of maximum winds (RMW) that is too large. Note
that there is no 2019 version of T-SHiELD.

Hazelton et al. (2018b) found that the RMW in T-SHiELD 2017 was often larger than observed and in
particular larger than that in HWRF simulations from the same set of cases. Zhang et al. (2015) found
that reducing the parameterized mixing in the PBL scheme reduced the size of the RMW in HWRF. While
reducing the parameterized mixing in the hybrid EDMF scheme gave modest improvement to hurricane
structure in T-SHiELD, there was no appreciable reduction in the size of the eyewall. A dramatic and
immediate impact was instead found by using the positive-definite (PD) advection scheme for water vapor
and microphysical tracers. Results from T-SHiELD 2018 simulations of Major Hurricane Irma, initialized
prior to its rapid intensification, show that a simulation using the older monotonic advection scheme (Figure
9) produces a gradually expanding vortex that does not intensify. Meanwhile, the simulation with the new
PD scheme and no other changes to the physics or dynamics, including advection of dynamical quantities,
produces an intensifying storm with a contracting eyewall. Notably, the vertical velocity within the eyewall
is much more coherent with the PD scheme and is continually displaced within the eyewall, which we suspect
may be driving both the intensification of Irma and a continued contraction of the eye, as well as contributing
to enhanced precipitation within the eyewall. For this reason, the positive-definite advection scheme was
selected for T-SHiELD 2018.

Hosted file

image9.emf available at https://authorea.com/users/524466/articles/608006-gfdl-shield-a-

unified-system-for-weather-to-seasonal-prediction

Figure 9 . Hurricane Irma (2017) forecast initialized at 00 UTC 03 September 2017. Left column shows
time-series plots of maximum 10-m winds (a), minimum central pressure (b), and RMW (c) compared
against extended Best Track observations (Demuth et al. 2006). Right column shows time-radius plots of
azimuthally averaged (d) 10-m winds (e) 5-km vertical velocity and (f) precipitation rate from forecasts
of Hurricane Irma initialized 03 September 2017, from a prototype of T-SHiELD 2018 with the monotonic
(CTRL) and positive-definite tracer advection schemes (PD). The RMW is denoted as a dashed black line.
Note that a localized extremum (left panels) may not be visible in the azimuthal averages (right panel),
especially during rapid intensification.

A more systematic comparison of wind radii between the 2017 and 2018 T-SHiELD versions (Figure 10, d)
shows that the effect of the PD scheme is not limited to a single storm. Noting that the difference between
the two T-SHiELD versions is more than just the PD scheme, we do see a systematic and substantial decrease
in the radius of the 64-kt (33 m s-1, hurricane force) winds in the 2018 version. The 2018 version spins up
the vortex such that within 36 hours of initialization, the 64-kt radii reduce to and then remain a consistent
20-25 nautical miles (nm; 37–46 km) for the rest of the forecast period. This represents a reduction of more
than half at 120-h lead time compared to the 2017 version, which steadily widens the 64-kt radii during the
simulation. There is also a reduction in radii forecast errors compared to Best Track estimates in T-SHiELD
2018, with the qualification that there is considerable (potentially 40% for 64-kt: Landsea and Franklin 2013)
uncertainty in estimates of wind radii. This uncertainty can impact the initialization of tropical cyclones
using real-time storm message files (Bender et al. 2017), and thereby of estimates of size-related impacts
like precipitation and extreme winds.
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Figure 10. Verification of T-SHiELD 2017 and 2018 during the 2017 Atlantic hurricane season against the
Best Track Dataset: intensity (a) error and (b) bias; (c) track error; (d) 64-kt (33 m s-1, hurricane-force)
radii. Units shown (kt, nautical miles) are standard for US operational prediction. In a–c the number of cases
(individual storms) available at each lead time is shown in parentheses; in (d) the number in parentheses is
the number of storm quadrants available for validation.

The multiple changes in the 2018 version of T-SHiELD combined to create tropical cyclones which are
stronger overall (Figure 10a,b), with little to no bias towards more intense storms at all lead times. There
is a minor degradation in track error in the 2018 version at longer lead times (Figure 10c). The adoption
of the PD scheme and YSU PBL scheme likely created forecasts of more intense storms mitigated by the
introduction of the interactive mixed-layer ocean. While the weak bias of the 2017 version was alleviated,
intensity predictions were not appreciably improved except at 120-h lead time, and in fact were degraded
between 36 and 72 hours after initialization. These results show once again the great challenge of improving
intensity prediction. The reduction in RMWs in simulations using the PD scheme will be discussed in more
detail in a forthcoming manuscript.

3.3 C-SHiELD Nest for Continental US Convection

C-SHiELD was designed to efficiently reach convective-scale resolutions in a global domain, in this case to
replicate the capability of regional convective-scale models for continental convection such as the 3-km NAM
Nest and the members of the High-Resolution Ensemble Forecast (HREF). C-SHiELD also is designed to
extend convective-scale forecasts beyond the 18-to 60-hour ranges of existing US operational CONUS models
into the medium-range timescales and beyond. The nested domain of C-SHiELD serves as a prototype for
the Regional Forecast System (RFS; Carley et al. 2020) and the Rapid-Refresh Forecast System (RRFS;
Alexander et al. 2020), both using the regional domain capability being developed within FV3.

The 2017 version of C-SHiELD is described in Harris et al. (2019). Modified versions of C-SHiELD with
different microphysics and PBL schemes are described in Zhang et al. (2018) and Snook et al. (2019).
C-SHiELD 2018 saw considerable updates as shown in Table 2; C-SHiELD 2019 added incremental updates,
including re-configuration of the numerical diffusion and GFDL microphysics. We will limit our discussion to
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the evolution of broad forecast characteristics, but we will perform year-round validation instead of restricting
the analysis to a single season. The time periods evaluated are given in Table 1. The exception is for the
Surrogate Severe verification below, which is only verified for peak severe weather season of April to August
of each year.

Hosted file

image11.emf available at https://authorea.com/users/524466/articles/608006-gfdl-shield-a-

unified-system-for-weather-to-seasonal-prediction

Figure 11. Precipitation skill scores (top) and bias score (bottom) vs. StageIV for 6-hr CONUS precipitation
in three versions of C-SHiELD, given for precipitation events greater than three six-hourly accumulation
thresholds (0.1, 5.0, and 25.0 mm). Skill scores are given for both Equitable Threat Score (ETS; Hogan
and Mason 2012) and Fractions Skill Score (FSS; Roberts and Lean 2008). C-SHiELD 2017 is validated
from May 2017 to May 2018; C-SHiELD 2018 is validated from April 2018 to May 2019; C-SHiELD 2019
is validated from January to December 2019. Validation is performed on the 4-km StageIV grid using 3x3
neighborhoods, corresponding to a 12-km radius.

Precipitation forecast skill (Figure 11, top panels) is similar among all three versions of C-SHiELD. The
2019 version has the least overall bias (Figure 11, bottom panels) as earlier versions had too much light
and too little heavy precipitation. The 2019 version reduced the diurnal cycle in the bias of light and
moderate precipitation, although this was still apparent in the bias score for heavy precipitation and still
had a prominent high bias of heavy precipitation during the first 30 hours. We speculate that the re-
configuration of the numerical diffusion, which improved storm placement, and the revised settings for the
GFDL microphysics, which improved structure and evolution of the storms, combined to improve the biases
in the 2019 version.

We use the surrogate severe technique of Sobash et al. (2011) to validate our 2–5 km updraft helicity (UH)
fields against storm reports from the Storm Prediction Center. This is a well-established method used for
evaluation of convective-scale prediction models (cf. https://hwt.nssl.noaa.gov/sfe/2018/docs/HWT SFE -
2018 Prelim Findings v1.pdf). We create surrogate severe fields and validate against observed severe fields
to compute FSS and Bias scores in C-SHiELD and plot the results as a function of UH threshold and
smoothing radius (Figure 12), similar to Figure 17 in Sobash et al. (2016). For all versions of C-SHiELD the
highest FSS is found from the largest smoothing radius of 240 km and for UH thresholds of 150–200 m2 s-2,
with slightly higher or lower thresholds giving similar skill scores. The UH threshold giving the best score
for C-SHiELD is higher than in many other convective-scale models due to the significantly higher updraft
helicities in FV3-based models (Potvin et al. 2019). This in turn is likely due to the emphasis on vorticity
in the horizontal discretization as described in Harris2019.

The maximum FSS in the 2018 and 2019 versions is about 0.8, on par with operational and research
convective-scale models (cf. Sobash et al. 2019) and significantly higher than the 2017 version. There
is a uniform over-prediction bias for all but the highest UH thresholds (Figure 12, bottom row). This bias
was significant in the 2017 version but is decreased every year for most threshold-radius combinations, and
for the highest-FSS combination decreases from 0.47 in 2017 to 0.22 in 2019. C-SHiELD 2019 still has a
high frequency bias except for the very highest UH thresholds, as it is still too aggressive at creating strong
storms.

Hosted file

image12.emf available at https://authorea.com/users/524466/articles/608006-gfdl-shield-a-

unified-system-for-weather-to-seasonal-prediction

Figure 12. FSS (top) and Bias score minus 1 (bottom) for surrogate severe predictions with 12–36 hour lead
times for three versions of C-SHiELD initialized at 00Z. Heavy black outline corresponds to the combination
of UH threshold (m2s-2) and smoothing radius (sigma, km) giving the highest FSS.
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We also investigate if skillful prediction of severe weather is possible beyond the first forecast day. Figure
13 shows surrogate severe FSS for days 1 through 4 (hours 12–36, 36–60, 60–84, and 84–108, respectively).
The FSS value is not as high on later days as on the first, but even on day 4 the FSS is still a respectable
0.74, indicating that there is skill in predicting severe weather multiple days in advance. These high skill
scores may be partially due to the relatively large smoothing radius of 240 km.

Hosted file

image13.emf available at https://authorea.com/users/524466/articles/608006-gfdl-shield-a-

unified-system-for-weather-to-seasonal-prediction

These multiple-day severe weather forecasts are in the spirit of the convective outlooks issued by the Storm
Prediction Center (www.spc.noaa.gov/products/outlook; Edwards 2015) based on predictions of synoptic-
scale environments favorable for severe weather. The advantage of using a dynamical convective-scale pre-
diction model on medium-range timescales is that explicit prediction of storms, instead of just environments,
potentially can give forecasts of convective modes and specific hazards.

Figure 13. FSS for surrogate severe predictions at different lead times for 00Z initializations of C-SHiELD
2019.

3.4 S-SHiELD Subseasonal-to-Seasonal Prediction

We briefly describe the characteristics of the Tier-2 S-SHiELD configuration, using a 25-km grid designed for
climate integrations and for subseasonal and seasonal predictions. S-SHiELD is configured similarly to the
13-km SHiELD, although SHiELD’s two-day relaxation timescale of SSTs in the MLO towards the “frozen
anomalies” is extended to 15 days in S-SHiELD. Unlike the vast majority of climate models, S-SHiELD is
nonhydrostatic and uses a more sophisticated microphysics which is updated much more frequently. While
these features do make S-SHiELD more expensive than analogous 25-km hydrostatic climate models (cf.
Murakami et al 2016; Roberts et al. 2018), previous experience with HiRAM (Chen and Lin 2012, 2013; Gao
et al 2018) has shown that nonhydrostatic dynamics and better microphysical-dynamical coupling yields a
better representation of mesoscale convective systems and in particular of tropical cyclones, a major emphasis
of our group’s research.

The MJO plays a major role in subseasonal variability but has been a challenge for many models to predict
or even simulate reasonably (Kim et al. 2018). To explore the MJO prediction skill of S-SHiELD we
performed 92 40-day predictions, one initialized at 00Z every two days from 1 October 2011 to 31 March
2012, covering the active Dynamics of the MJO (DYNAMO; Yoneyama et al. 2013) observation period.
The Real-time Multivariate MJO Index (RMM; Wheeler and Hendon 2004) is calculated for the hindcasts
following the methodology of Xiang et al. (2015) and Vitart et al (2017). For each hindcast we compute
daily-mean anomalies of outgoing longwave radiation (OLR) and zonal wind at 200mb (U200) and 850mb
(U850), averaged between 15S-15N. These forecast anomalies are not bias-corrected since we use observed
climatology as reference instead of model climatology. We then subtract the averaged anomalies of the
previous 120 days from the total anomalies to remove the signals of interannual and longer time-scale
variability; observed anomalies are appended to the anomalies in the hindcast. The normalized U200, U850
and OLR anomalies are then projected onto the pre-computed Empirical Orthogonal Functions (EOFs) from
Wheeler and Hendon (2004) to obtain the two RMM indices.

We find that S-SHiELD with the MLO (Figure 14) has good skill (correlation > 0.7) out to 19 days and
useful skill (correlation > 0.5) out to 28 days. The RMSE likewise shows similar skill (RMSE <

√
2 out to

27 days). This skill may not be representative of other time periods given that skill is known to be higher
during strong events (cf. Xiang et al 2015) and the period of evaluation is relatively short. However, this
result does give us confidence that S-SHiELD simulates the MJO well enough for useful S2S prediction. We
plan to expand our evaluation of the MJO in forthcoming work.
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Figure 14. Prediction skill of the MJO’s RMM indices in S-SHiELD with (solid) and without (dotted)
the interactive MLO for 92 40-day predictions initialized during the 2011-2012 DYNAMO period. Top:
Correlation coefficient; bottom: RMSE.

The behavior of the MJO in GFDL’s CMIP6-generation climate models (Zhao et al. 2018) suggests that
the two keys for a good MJO simulation are an appropriate convection scheme and some form of interactive
ocean, a result found also by DeMott et al. (2019) and others. A second set of S-SHiELD experiments
was performed using specified climatological SSTs plus frozen anomalies. These simulations without the
interactive MLO had much smaller RMM correlations, with predictions no longer useful after day 20, and
larger errors. The effect of the interactive ocean is made clear in Figure 15, in which S-SHiELD with
the MLO correctly predicted the formation of all three strong MJO events during this period 10–15 days
in advance, and correctly propagated all events through the Maritime Continent (near 120 E longitude),
although the propagation speed is slower than observed and there is some disruption near the Maritime
Continent. However, S-SHiELD with prescribed SSTs has difficulty propagating the MJO through the
Maritime Continent and for the November event creates no MJO whatsoever. The November event proves
particularly challenging for S-SHiELD without the MLO as it performs poorly at a range of lead times
(Supplemental Figure S2) but poses no problem for S-SHiELD with the MLO. It is clear that the simple,
inexpensive MLO used in S-SHiELD is sufficient to significantly extend the predictability of the MJO.

DeMott et al. (2019) did not describe any deficiencies of the MJO from models using a 1D column ocean
instead of a 3D dynamical ocean, which suggests a limited role for direct feedbacks between ocean circulations
and the MJO. However they did not rule out indirect effects of the MJO on ocean circulation that could
impact other S2S-timescale phenomena or MJO teleconnections. Other investigators have found that the
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MJO does alter ocean circulations on intraseasonal timescales, notably the result of Moum et al. (2014) found
during DYNAMO. It remains to be seen whether these ocean dynamical effects of the MJO are of sufficient
impact to affect S2S prediction skill. One advantage of the MLO is that we can nudge to climatological SSTs
and so do not have climate drifts that challenge fully coupled models.

Figure 15. Precipitation (averaged from 5S–5N) from TRMM (left), S-SHiELD without MLO (center), and
S-SHiELD with MLO (right), for initializations at (top) 15 October (middle) 8 November and (bottom) 6
December 2011.

Klingaman and DeMott (2020) found that climate models exaggerate the effect of ocean coupling on
the MJO by over-intensifying the MJO in El Niño years. S-SHiELD does not have a coupled dyna-
mical ocean and nudges towards climatology, and so can only represent the El Niño-Southern Oscil-
lation (ENSO) state at initialization; indeed, the DYNAMO period was during a La Niña event (see
https://origin.cpc.ncep.noaa.gov/products/analysis monitoring/ensostuff/ONI v5.php ). Hence, this ENSO
contamination of the link between ocean coupling and the MJO is not present in S-SHiELD.

The diurnal cycle of precipitation is another challenge for climate models. Covey et al (2016) found nearly all
climate models, even the 30-km resolution GFDL HiRAM, struggle with both the phase and amplitude of the
diurnal cycle, especially over land and during boreal summer. Figure 16 presents the JJA diurnal cycle from a
10-year S-SHiELD simulation with MLO SSTs nudged towards climatology, with results from 13-km SHiELD
hindcasts shown for reference. We find that the observed phase of the diurnal cycle is beautifully matched
by S-SHiELD, over both land and ocean. Most notably the CONUS evening maximum of precipitation is
reproduced. However, the amplitude of the cycle is biased low over land areas, possibly due to the inability
of S-SHiELD’s 25-km grid to produce the propagating mesoscale convective systems characteristic of heavier
warm-season precipitation events. This appears to be a resolution effect as 13-km SHiELD reproduces both
the correct phase and amplitude of precipitation. We also find that the majority of precipitation in S-SHiELD
(55% globally and 80% between 20S and 20N) is from the SAS convective scheme, although this does not
adversely affect the phase of the diurnal cycle. S-SHiELD does have the correct phase and amplitude (albeit
slightly too high) of the diurnal cycle of 2-m temperature over land (Supplemental Figure S3).
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Figure 16. JJA diurnal cycle of precipitation as a function of local solar time in a 10-year S-SHiELD climate
integration with the MLO nudged towards climatological SSTs, and from days 6–10 of three years of 13-km
SHiELD hindcasts (initialized every five days), compared to TRMM 2011-2018 observations. Means are given
in the legends as mm/day.

Hagos et al. (2016) found that the diurnal cycle of cloudiness and precipitation plays a key role in the
propagation of the MJO through the Maritime Continent. Since S-SHiELD has considerably better diurnal
cycles of precipitation and temperature over land, especially over tropical land, than do most climate models,
we might expect that this improved representation of the diurnal cycle may be contributing to the improved
representation of the MJO seen above.

4 Conclusion and Prospects

We have developed the SHiELD modeling system as a research tool to demonstrate new capabilities of the
FV3 Dynamical Core and of our physical parameterizations, develop new ideas in atmospheric prediction
modeling, and to explore processes and phenomena within the atmosphere. Since late 2015 when FV3 was
first coupled to the then-operational GFS Physics Driver we have developed SHiELD into a promising vehicle
for improving the prediction and understanding of atmospheric phenomena. SHiELD also demonstrates the
potential and viability of unified modeling in which there is a single modeling system with one codebase,
one executable, one preprocessor, one set of runscripts, and one set of post-processing tools. This greatly
simplifies the modeling suite and allows improvements to be exchanged between configurations.

The fundamental characteristics of SHiELD compared to previous-generation and existing operational models
are documented in this and other publications. For some applications we have previously demonstrated
capabilities similar to that of existing modeling systems, such as severe-storm prediction in C-SHiELD
(Harris et al 2019) and tropical cyclone intensity prediction in T-SHiELD (Hazelton et al 2018a,b). We have
shown significant improvements over existing models, especially over existing global models, for large-scale
and hurricane prediction skill in 13-km SHiELD (Zhou et al 2019, Chen et al 2019a), and the diurnal cycle
and MJO prediction in S-SHiELD. We have even shown entirely new possibilities for prediction modeling,
such as skillful hurricane intensity forecasts in 13-km SHiELD (Chen et al. 2019b), and the possibility of
medium-range convective-scale prediction in C-SHiELD.

Ultimately, the true strength of SHiELD is that all of these characteristics are demonstrated in the same
modeling system.

SHiELD is designed to be an experimental research modeling system, with a particular set of scientific
goals set by its developers, and thereby is more restricted in scope than the GFS, HAFS, RFS, and other
general-purpose models intended for operational weather forecasting and to support broad audiences of
users. While improved prediction skill is a major scientific goal and an important “vital sign” of model
development, we also develop SHiELD as a means to demonstrate new modeling capabilities. SHiELD is
also intended to be principally a physical atmosphere modeling system and is not intended for research into
oceanic dynamics, decadal-to-centennial projection, biogeochemistry, or other topics taking place at either
longer timescales or greater complexity than SHiELD is designed for. Improvements within SHiELD can be
seamlessly transitioned into other FV3-based models that do address these topics, including other Unified
Forecast System models and the FV3-based coupled earth-system models at GFDL, within NASA, NCAR,
and elsewhere. As such SHiELD’s progress will continue to contribute to the development and improvement
of these modeling systems. SHiELD is a part of GFDL’s fourth-generation modeling suite (GFDL 2019,
Figures 1 and 2) and shares common infrastructure with CM4, ESM4, and SPEAR. SHiELD uses a different
physics suite and land model from the other GFDL configurations, but otherwise is constructed similarly.
Advances can then be exchanged between the configurations, allowing for mutual improvement, seamless
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cross-timescale modeling, and potentially unification of GFDL’s weather and climate modeling efforts. A
significant two-way interaction between SHiELD and other UFS configurations (GFS, HAFS, RFS, etc.) is
taking and promises to continue driving furthered improvement of all UFS applications.

Further development of SHiELD, including both FV3 and the SHiELD physics, will continue to improve
the prediction skill of the configurations, address issues which have been identified, and broaden the scope
towards new applications. As computing power allows, models will be pushed to higher horizontal and
vertical resolution, physical processes developed to improve simulation quality and prediction skill, and to
address emerging scientific questions. New capabilities within FV3, including regional and doubly periodic
domains, will permit efficient simulation of processes at kilometer and sub-kilometer scales for basic science
and for process studies to improve physical parameterizations. We are also working on a native SHiELD
data assimilation cycling system to take advantage of the new advances and to create initial conditions most
consistent with the forward prediction model configurations. Finally, development will continue of our Tier-2
configurations, with near real-time S2S predictions being made using S-SHiELD, and continued extension
into the global cloud-resolving regime (cf. Stevens2019) towards new scientific problems not adequately
addressed by existing regional models or by coarse-resolution global models.
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Appendix A: Positive-Definite Advection Scheme

The Lagrangian dynamics in FV3 uses 1D advection operators to build the 2D advection scheme of Lin and
Rood (1996). In hydrostatic FV3 these operators are typically monotonic (Lin 2004), in that no new extrema
are created by the advection; however monotonic advection can be overly diffusive for some applications. In
nonhydrostatic FV3 the monotonicity constraint is not used for advection of dynamical quantities (vorticity,
heat, air mass), but positivity still needs to be enforced for scalar tracers. We introduce a positive-definite
scheme, which uses a weaker constraint than monotonicity which only prevents the appearance of negative
values.

This positivity constraint can be applied to any scheme similar to VanLeer (1974) or PPM (Collella and
Woodward 1984) in which first-guess continuous edge values q̂i+1/2 andq̂i−1/2 are interpolated from the cell-
averaged valuesqi where i is a grid index. As with a standard monotonicity constraint we break the continuity
of the sub-grid reconstructions across grid-cell interfaces, creating left-edge and right-edge values, Q−

i and
Q+

i , respectively, as well as a curvature value Boi for each grid cell, which are then used to compute the flux
as in Putman and Lin (2007), Appendix B.

To adjust the edge values to ensure positivity, we use the algorithm below on cell i , where notation is as in
Lin (2004), Appendix A:

Q−
i = q̂i−1/2- qi
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Q+
i = q̂i+1/2- qi

Boi= Q−
i + Q+

i

∆Ai = Q+
i - Q−

i

A4i = -3 Boi

If abs(q̂i+1/2-q̂i−1/2) > -A4i and qi+∆Ai
2/(4A4i) + 1

12A4i < 0 then

If Q−
i Q

+
i > 0 then

Q−
i = Q+

i = Boi = 0

Elseif dAi > 0 then

Q+
i = -2*Q−

i

Boi = -Q−
i

Else

Q−
i = -2*Q+

i

Boi = -Q+
i

Appendix B: Split and In-line GFDL Microphysics

The GFDL microphysics, a single-moment six-category microphysics, has its origin in the microphysics of
Lin et al. (1983) as implemented within GFDL ZETAC (Pauluis and Garner, 2006; Knutson et al., 2007,
2008) with further developments from Lord et al. (1984) and Krueger et al. (1995). It was later substantially
revised for use in HiRAM (Chen and Lin, 2011, 2013; Harris et al., 2016; Gao et al., 2017, 2019) by adding
the following updates:

1. Time-splitting is applied between warm-rain and ice-phase processes, with the warm-rain processes
called twice per invocation.

2. PPM is applied for sedimentation of all condensate species except cloud water, ensuring shape preser-
vation and stability.

3. The heat content of condensates is included when heating/cooling grid cells.
4. Scale awareness is achieved by assuming a horizontal subgrid distribution and a second-order vertical

reconstruction for autoconversion processes with a slope which increases with grid-cell width.
5. Additional microphysical processes, including ice nucleation and cloud ice sedimentation, were intro-

duced.

In the Split GFDL Microphysics first implemented within SHiELD, microphysical processes were divided
into fast and (relatively) slow processes, where the fast processes (primarily phase changes and latent hea-
ting/cooling) are updated after the vertical remapping in FV3, while the slower processes remain in the
physical driver. More recently, the entire GFDL microphysics was Inlined within the dynamical core. The
advantages of Inlining are 1) to separate the physical processes based on different time scales to better inter-
act with dynamics processes; and 2) to be able to make the physical parameterization thermodynamically
consistent with the dynamical core. Other updates in the Inline microphysics include a time-implicit mono-
tonic scheme for sedimentation to ensure stability without needing to subcycle; precise conservation of the
total moist energy; and transportation of heat and momentum carried by condensates during sedimentation.

Appendix C: A Note on Terminology

The term “model” means many different things in many contexts, and can be confusing. In this paper,
we use the term “model” only in the abstract (“other general-purpose models”, “NCEP Modeling Suite”)
or as part of the name of another system (“Noah Land Surface Model”, “GFDL Hurricane Model”). For
concreteness, we refer to SHiELD as a “modeling system” which can be used in a variety of “configurations”
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(13-km SHiELD, C-SHiELD, T-SHiELD, S-SHiELD), each upgraded to new yearly versions (SHiELD 2016,
SHiELD 2017, etc.).
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 57 

1 Unified Modeling at GFDL 58 

As computing power increases global atmosphere models are now capable of regular 59 
simulation at resolutions that had been the sole domain of regional atmospheric models. The 60 
Integrated Forecast System (IFS; ECMWF 2019a,b) of the European Center for Medium-Range 61 
Weather Forecasting (ECMWF) runs on a 9-km grid, and the Global Forecast System (GFS; 62 
Sela2010) of the US National Centers for Environmental Prediction (NCEP) runs on a 13-km 63 
grid. Some IPCC-class climate models now use grids with spacings as fine as 25 km (Chen and 64 
Lin 2013; Vecchi et al. 2019; Haarsma et al. 2017). Global atmosphere models lack the lateral 65 
boundary errors that contaminate the solutions of regional models after a few days of simulation. 66 
They thus allow us to extend mesoscale and storm-scale predictions into the medium range and 67 
beyond (Harris and Lin 2013, 2014; Zhou et al. 2019; Harris et al. 2019). Global modeling also 68 
brings many new challenges—one cannot “throw your garbage in the neighbor’s yard” in global 69 
modeling, so to speak. Biases and radiative imbalances must be minimized, as must errors 70 
anywhere in the atmosphere that could potentially grow and contaminate the entire domain.  71 

A unified modeling system supports a variety of applications at a wide range of spatial 72 
and temporal scales within a single framework. These systems promise to simplify operational 73 
and research modeling suites and better exchange improvements and bug fixes between 74 
applications. The Unified Model of the United Kingdom Met Office (UKMO; Brown et al. 2012) 75 
is the most notable unified system. Variable-resolution models (Harris and Lin 2014, McGregor 76 
2015) are particularly well-suited for unified modeling as they can efficiently reach very high 77 
resolutions over part of the earth, replacing the highest-resolution regional models (Hazelton et 78 
al. 2018a,b, Zhou et al. 2019) and potentially extending their lead times. 79 

Here at GFDL a hierarchy of models has been developed for a variety of time and space 80 
scales, from centennial-scale earth-system simulations (Dunne et al. 2020) to very high-81 
resolution weather prediction. The GFDL suite is unified around a single dynamical core, the 82 
GFDL Finite-Volume Cubed-Sphere Dynamical Core (FV3, or FV3; Putman and Lin 2007), and 83 
a single framework, the Flexible Modeling System (FMS; Balaji 2012), and other shared 84 
components. We describe one part of this suite, the System for High Resolution Prediction on 85 
Earth-to-Local Domains, or SHiELD. This model, previously called fvGFS, was developed as a 86 
prototype of the Next-Generation Global Prediction System (NGGPS) of the National Weather 87 
Service, and of the broader Unified Forecast System (UFS). SHiELD continues GFDL’s high-88 
resolution global modeling program previously established using the High-Resolution 89 
Atmosphere Model (HiRAM; Zhao et al. 2009; Chen and Lin 2013). SHiELD couples the 90 
nonhydrostatic FV3 dynamical core (Lin et al. 2017) to a physics suite originally from the GFS 91 
(Han et al. 2017, and references therein) and the Noah Land Surface Model (Ek et al. 2002). 92 
SHiELD can be used for a variety of timescales but has been designed with a particular focus on 93 
short-to-medium range weather (18 hours to 10 days) and into the subseasonal to seasonal (S2S; 94 
several weeks to several months) range. Seasonal to decadal predictions and centennial-scale 95 
climate projections coupled to a dynamical ocean are performed at GFDL using the Seamless 96 
System for Prediction and Earth System Research (SPEAR, Delworth et al. 2020), the Coupled 97 
Model version 4 (CM4; Held et al. 2020), and the Earth System Model version 4 (ESM4, Dunne 98 
et al. 2020). 99 
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cycled tracer advection and vertical remapping (cf. Lin 2004) are performed on an intermediate 142 
“remapping” timestep, in turn performed multiple times per physics timestep.  143 

FV3’s discretization along Lagrangian surfaces uses the piecewise-parabolic method, 144 
which previously used a monotonicity constraint to ensure positivity and to dissipate energy 145 
cascading to grid scale. In nonhydrostatic FV3 dynamical quantities (vorticity, potential 146 
temperature, and air mass) are advected by a non-monotonic scheme to reduce dissipation of 147 
resolved-scale modes. Previous work with nonhydrostatic FV3 had continued to use a monotonic 148 
advection scheme to avoid unphysical negative values. In this manuscript we present results 149 
using a new positive-definite but non-monotonic scheme to advect tracers, which greatly 150 
improves the representation of marginally-resolved and discontinuous features without creating 151 
computational noise at sharp gradients. This scheme is described in detail in Appendix A and 152 
applications to the representation of tropical cyclones in section 3d. 153 

2.2 GFS/SHiELD Physics and Noah LSM 154 

SHiELD inherits the GFS suite of physical parameterizations developed by the 155 
Environmental Modeling Center (EMC) of NCEP (2020). The initial 2016 version of SHiELD, 156 
implemented for dynamical core testing during Phase II of NGGPS, used physics largely 157 
identical to the then-operational GFSv13: The Simplified Arakawa-Schubert (SAS) shallow and 158 
deep convection schemes described in Han and Pan (2011); the hybrid Eddy-diffusivity Mass-159 
flux (EDMF) scheme (Han et al. 2016); the Rapid Radiative Transfer Model (RRTM; Clough et 160 
al. 2005); the microphysics of Zhao and Carr (1997) and cloud-fraction scheme of Xu and 161 
Randall (1996); the Navy’s simplified ozone scheme (McCormack et al. 2006); the GFS 162 
orographic gravity wave drag and mountain blocking schemes (Alpert 2002); and the convective 163 
gravity wave drag scheme of Chun and Baik (1998).  164 

We have since made many changes to the physics to be able to support new applications, 165 
especially for convective scale prediction and marine phenomena, or to take advantage of new 166 
capabilities within the FV3 dynamical core. We first introduced the six-category GFDL 167 
microphysics and cloud fraction scheme (Zhou et al. 2019) with the fast microphysical processes 168 
split out of the physics driver and taking place on the shorter remapping timestep. Later, the 169 
GFDL microphysics was fully in-lined within FV3 (appendix B). Several new PBL schemes 170 
have also been used in SHiELD, including a modified hybrid EDMF PBL as per Zhang et al. 171 
(2015), and the Yonsei University scheme (YSU; Hong et al. 2006, Hong 2010, Wilson and 172 
Fovell 2018). We have also adopted the Scale-Aware SAS (Han et al. 2017) convection scheme 173 
in more recent versions of SHiELD. 174 

The land surface model (LSM) is the Noah land-surface model (Ek et al. 2003), 175 
integrated within the physics and paired to the GFS surface-layer scheme. In 2017 Noah was 176 
upgraded to use the high-resolution land surface data (Wei et al. 2017), which greatly improves 177 
the appearance of land-surface fields in convective-scale simulations. 178 

2.3 Mixed-layer Ocean 179 

Initially sea-surface temperatures (SSTs) were prescribed as the climatological SST plus 180 
an SST anomaly from initial conditions which gradually decays to zero, without influence from 181 
the atmosphere. However, air-sea interactions are critical for several phenomena of interest to us, 182 
especially tropical cyclones and the Madden-Julian Oscillation (MJO) and may impact large-183 
scale skill as well. To incorporate atmosphere-ocean interaction, we have implemented a 184 
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configurations are usually refreshed every year with a new version, indicated by the year of the 228 
upgrade.  229 

Our Tier-2 configurations address new challenges for numerical prediction and are still 230 
under development. Our 25-km (Subseasonal) S-SHiELD addresses the challenging domain of 231 
S2S prediction. Another configuration not discussed in this paper is the SHiELD global cloud-232 
resolving model (GCRM) and addresses the frontier computational and data challenges of such 233 
simulations. This configuration was submitted to the DYnamics of the Atmospheric general 234 
circulation Modeled On Non-hydrostatic Domains (DYAMOND) intercomparison (Stevens et al. 235 
2019, Satoh et al. 2019). Both configurations inspire the development of new functionality and 236 
capabilities within SHiELD and readily expose instabilities, climate drift, conservation issues, 237 
and other shortcomings. The advances driven by work on these frontier challenges help improve 238 
the Tier-1 configurations, demonstrating the value of a seamless prediction system. The domains 239 
for each of the four configurations plus the GCRM configuration are depicted schematically in 240 
Figure 1. 241 

 242 

Figure 1. Current SHiELD configurations. Each plotted cell is 48x48 actual grid cells. Heavy 243 
black lines represent cubed-sphere edges; red lines represent nested grids. Note that the global 244 
domain of C-SHiELD (top center) is slightly stretched as per Harris et al. (2019). 245 

Although all configurations follow the unified “one code, one executable, one workflow” 246 
structure of SHiELD, the configurations are not identical owing to the need to tailor each 247 
configuration for its specific application. Further, given the rapid pace of SHiELD development 248 
and the staggered development cycle for some of the configurations, we do not expect all of the 249 
Tier-1 configurations to always have the very latest developments. The development paths of the 250 
different SHiELD configurations can be seen in Table 1.   251 

SHiELD C-SHiELDT-SHiELD

S-SHiELD SHiELD GCRM

Tier 1

Tier 2
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expensive owing to its nested grid but still completes a five-day simulation in under two hours on 270 
less than 3500 cores. T-SHiELD has a nested grid with twice as many columns as C-SHiELD but 271 
is only about 30% more expensive. 272 

SHiELD is compiled with mixed-precision arithmetic: the dynamics (and the inlined 273 
components of the microphysics) use single-precision arithmetic while the physics uses double-274 
precision. This differs from the practice used for most operational models (GFSv15 excluded) 275 
and for GFDL climate models, which use double-precision arithmetic throughout. Tests with the 276 
2016 version of SHiELD had found no detectable difference in skill between predictions using 277 
mixed-precision and double-precision arithmetic, while leading to a cost reduction of about 40%. 278 

3.1 SHiELD Medium-Range Weather Prediction 279 

The flagship SHiELD configuration is designed for medium-range prediction with lead 280 
times of 24 hours to ten days. The design of SHiELD is similar to the operational GFS: a global 281 
c768 grid—a cubed-sphere with each face having 768 x 768 grid cells—with an average grid-cell 282 
width of about 13-km. The 2016 and 2017 versions of SHiELD used 63 vertical levels (Figure 283 
2), the same as the hydrostatic GFSv14 but with the uppermost semi-infinite layer removed to 284 
permit nonhydrostatic simulation. SHiELD 2017 was then developed by NCEP and partners to 285 
become GFSv15 and its GFS Data Assimilation System (GDAS): specific implementation 286 
details can be seen at 287 
https://www.emc.ncep.noaa.gov/emc/pages/numerical_forecast_systems/gfs/implementations.ph288 
p. Starting in 2018, SHiELD increased the number of vertical levels to 91, increasing the number 289 
of vertical levels below 700 mb from 19 to 23 and decreasing the depth of the lowest model layer 290 
from 45 to 33 m.  291 
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an ACC of 0.6 at 8.3–8.5 days globally and 8.5–8.7 days in the northern hemisphere, with some 313 
year-to-year and version-to-version variability. 314 

The time series of day-5 global ACC and RMSE (Figure 4) shows that while there is a 315 
general secular improvement in both SHiELD and the GFS, there can be large seasonal and even 316 
interannual variability in forecast skill. Usually, predictions are more skillful in northern winter, 317 
as strong synoptic forcing dominates the large-scale weather patterns, but some northern 318 
summers see little to no forecast degradation. The implementation of GFSv13 on 11 May 2016, 319 
which included a major upgrade to the data assimilation cycling system of the GFS, significantly 320 
reduced RMSE in May and June 2016 compared to the preceding four months of the year. These 321 
results are worthy of further investigation. We do conclude that it may be misleading to use a 322 
short time period to evaluate or compare global prediction models.  323 

The time-evolution of the large-scale forecast skill for both the GFS and SHiELD are 324 
very similar on monthly and shorter time-periods, which is expected as they use identical initial 325 
conditions, and SHiELD benefits from continual upgrades of the GFS initial conditions. As 326 
discussed in Chen et al. (2019b) the quality of the initial conditions is the preeminent factor in 327 
determining the forecast skill for the large-scale circulation as well as for metrics such as 328 
hurricane track forecasts that depend closely on the prediction skill of the large-scale flow.  329 

These results are for hindcasts but the ACC and RMSE for our real-time forecasts are 330 
nearly identical. An important caveat is that the operational GFS supports nearly the entire 331 
NCEP modeling suite, and so the GFS has many more demands and a much more stringent 332 
evaluation process imposed upon its development than does SHiELD. The development cycle of 333 
the GFS will therefore necessarily be less rapid and more methodological than that of SHiELD. 334 
Alternately, an experimental research model like SHiELD does have the freedom to pursue many 335 
different avenues for model development (“failure is always an option”) so that the most 336 
successful new ideas can later be transitioned into operations, a major goal of the UFS. 337 
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00Z every five days, for a total of 144 cases per version. See Table 1 for the time periods being 343 
compared here. 344 

 345 

Figure 4. Six-month running-mean time series of global 500-mb geopotential height ACC (top) 346 
and RMSE (bottom, m) at day 5 for each version of the 13-km SHiELD and the contemporary 347 
operational GFS. Note that the operational GFS upgraded to v13 on 11 May 2016 and v14 on 19 348 
July 2017. 349 

Precipitation RMSE and biases have also improved during SHiELD development. The 350 
2018 version significantly reduced both RMSE (Figure 5) and Bias (arithmetic difference 351 
between time-mean model and observed precipitation; Figure 6) at all lead times compared to 352 
earlier versions. Prediction of CONUS precipitation is more challenging given the smaller area 353 
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dataset (regridded to 25 km); bottom row: CONUS verification vs. StageIV dataset (regridded to 367 
13 km). Gray shading is the 95% confidence interval.  368 

 369 

Figure 6. As in Figure 5 but for precipitation bias (mm d-1), the arithmetic difference between 370 
means from the model and observations. Negative values imply too little mean precipitation. 371 
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 388 

Figure 8. Global 2-m temperature (deg K) bias (top) and RMSE (bottom) for 13-km SHiELD 389 
(orange) compared to contemporary GFS (blue), both validated against ERA5 Reanalysis 390 
(Hersbach et al. 2020).  391 

3.2 T-SHiELD North Atlantic Nest for Tropical Cyclone Prediction 392 

T-SHiELD uses the variable-resolution capabilities of FV3 to replicate the tropical 393 
cyclone track skill of global models and the intensity skill of convective-scale regional hurricane 394 
models. This configuration uses the 13-km SHiELD grid and then places a large factor-of-four 395 
two-way nest over the tropical North Atlantic (Figure 1). The resulting nested domain has grid 396 
cells of about 3-km width and interacts with its parent global domain. Earlier experiments and a 397 
comprehensive evaluation of T-SHiELD 2017 were described in Hazelton et al. (2018a, 2018b).  398 
T-SHiELD has been used as the initial prototype for the Hurricane Analysis and Forecast System 399 
(HAFS; Hazelton et al., 2020). Here we will describe further evolution of T-SHiELD, including 400 
progress towards rectifying two forecast issues in T-SHiELD 2017: an under-intensification bias 401 
for rapidly intensifying storms, and storms with a radius of maximum winds (RMW) that is too 402 
large. Note that there is no 2019 version of T-SHiELD.  403 

Hazelton et al. (2018b) found that the RMW in T-SHiELD 2017 was often larger than 404 
observed and in particular larger than that in HWRF simulations from the same set of cases. 405 
Zhang et al. (2015) found that reducing the parameterized mixing in the PBL scheme reduced the 406 
size of the RMW in HWRF. While reducing the parameterized mixing in the hybrid EDMF 407 
scheme gave modest improvement to hurricane structure in T-SHiELD, there was no appreciable 408 
reduction in the size of the eyewall. A dramatic and immediate impact was instead found by 409 



manuscript submitted to Journal of Advances in Modeling Earth Systems 

 

prototype of T-SHiELD 2018 with the monotonic (CTRL) and positive-definite tracer advection 427 
schemes (PD). The RMW is denoted as a dashed black line. Note that a localized extremum (left 428 
panels) may not be visible in the azimuthal averages (right panel), especially during rapid 429 
intensification. 430 

A more systematic comparison of wind radii between the 2017 and 2018 T-SHiELD 431 
versions (Figure 10, d) shows that the effect of the PD scheme is not limited to a single storm. 432 
Noting that the difference between the two T-SHiELD versions is more than just the PD scheme, 433 
we do see a systematic and substantial decrease in the radius of the 64-kt (33 m s-1, hurricane 434 
force) winds in the 2018 version. The 2018 version spins up the vortex such that within 36 hours 435 
of initialization, the 64-kt radii reduce to and then remain a consistent 20-25 nautical miles (nm; 436 
37–46 km) for the rest of the forecast period. This represents a reduction of more than half at 437 
120-h lead time compared to the 2017 version, which steadily widens the 64-kt radii during the 438 
simulation. There is also a reduction in radii forecast errors compared to Best Track estimates in 439 
T-SHiELD 2018, with the qualification that there is considerable (potentially 40% for 64-kt: 440 
Landsea and Franklin 2013) uncertainty in estimates of wind radii.  This uncertainty can impact 441 
the initialization of tropical cyclones using real-time storm message files (Bender et al. 2017), 442 
and thereby of estimates of size-related impacts like precipitation and extreme winds. 443 

 444 

Figure 10. Verification of T-SHiELD 2017 and 2018 during the 2017 Atlantic hurricane season 445 
against the Best Track Dataset: intensity (a) error and (b) bias; (c) track error; (d) 64-kt (33 m s-1, 446 
hurricane-force) radii. Units shown (kt, nautical miles) are standard for US operational 447 
prediction. In a–c the number of cases (individual storms) available at each lead time is shown in 448 
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 480 

Figure 11. Precipitation skill scores (top) and bias score (bottom) vs. StageIV for 6-hr CONUS 481 
precipitation in three versions of C-SHiELD, given for precipitation events greater than three six-482 
hourly accumulation thresholds (0.1, 5.0, and 25.0 mm). Skill scores are given for both Equitable 483 
Threat Score (ETS; Hogan and Mason 2012) and Fractions Skill Score (FSS; Roberts and Lean 484 
2008). C-SHiELD 2017 is validated from May 2017 to May 2018; C-SHiELD 2018 is validated 485 
from April 2018 to May 2019; C-SHiELD 2019 is validated from January to December 2019. 486 
Validation is performed on the 4-km StageIV grid using 3x3 neighborhoods, corresponding to a 487 
12-km radius. 488 

Precipitation forecast skill (Figure 11, top panels) is similar among all three versions of 489 
C-SHiELD. The 2019 version has the least overall bias (Figure 11, bottom panels) as earlier 490 
versions had too much light and too little heavy precipitation. The 2019 version reduced the 491 
diurnal cycle in the bias of light and moderate precipitation, although this was still apparent in 492 
the bias score for heavy precipitation and still had a prominent high bias of heavy precipitation 493 
during the first 30 hours. We speculate that the re-configuration of the numerical diffusion, 494 
which improved storm placement, and the revised settings for the GFDL microphysics, which 495 
improved structure and evolution of the storms, combined to improve the biases in the 2019 496 
version. 497 

We use the surrogate severe technique of Sobash et al. (2011) to validate our 2–5 km 498 
updraft helicity (UH) fields against storm reports from the Storm Prediction Center. This is a 499 
well-established method used for evaluation of convective-scale prediction models (cf. 500 
https://hwt.nssl.noaa.gov/sfe/2018/docs/HWT_SFE_2018_Prelim_Findings_v1.pdf). 501 
We create surrogate severe fields and validate against observed severe fields to compute FSS and 502 
Bias scores in C-SHiELD and plot the results as a function of UH threshold and smoothing 503 
radius (Figure 12), similar to Figure 17 in Sobash et al. (2016). For all versions of C-SHiELD the 504 
highest FSS is found from the largest smoothing radius of 240 km and for UH thresholds of 150–505 
200 m2 s-2, with slightly higher or lower thresholds giving similar skill scores. The UH threshold 506 
giving the best score for C-SHiELD is higher than in many other convective-scale models due to 507 

      >= 0.1mm/6hr  >= 25.0mm/6hr>= 5.0mm/6hr
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These multiple-day severe weather forecasts are in the spirit of the convective outlooks 529 
issued by the Storm Prediction Center (www.spc.noaa.gov/products/outlook; Edwards 2015) 530 
based on predictions of synoptic-scale environments favorable for severe weather. The advantage 531 
of using a dynamical convective-scale prediction model on medium-range timescales is that 532 
explicit prediction of storms, instead of just environments, potentially can give forecasts of 533 
convective modes and specific hazards. 534 

Figure 13. FSS for surrogate severe predictions at different lead times for 00Z 535 
initializations of C-SHiELD 2019.  536 

3.4 S-SHiELD Subseasonal-to-Seasonal Prediction 537 

We briefly describe the characteristics of the Tier-2 S-SHiELD configuration, using a 25-538 
km grid designed for climate integrations and for subseasonal and seasonal predictions. S-539 
SHiELD is configured similarly to the 13-km SHiELD, although SHiELD’s two-day relaxation 540 
timescale of SSTs in the MLO towards the “frozen anomalies” is extended to 15 days in S-541 
SHiELD. Unlike the vast majority of climate models, S-SHiELD is nonhydrostatic and uses a 542 
more sophisticated microphysics which is updated much more frequently. While these features 543 
do make S-SHiELD more expensive than analogous 25-km hydrostatic climate models (cf. 544 
Murakami et al 2016; Roberts et al. 2018), previous experience with HiRAM (Chen and Lin 545 
2012, 2013; Gao et al 2018) has shown that nonhydrostatic dynamics and better microphysical-546 
dynamical coupling yields a better representation of mesoscale convective systems and in 547 
particular of tropical cyclones, a major emphasis of our group’s research. 548 

12-36hr Forecasts 36-60hr Forecasts

60-84hr Forecasts 84-108hr Forecasts
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(dotted) the interactive MLO for 92 40-day predictions initialized during the 2011-2012 573 
DYNAMO period. Top: Correlation coefficient; bottom: RMSE. 574 

The behavior of the MJO in GFDL’s CMIP6-generation climate models (Zhao et al. 575 
2018) suggests that the two keys for a good MJO simulation are an appropriate convection 576 
scheme and some form of interactive ocean, a result found also by DeMott et al. (2019) and 577 
others. A second set of S-SHiELD experiments was performed using specified climatological 578 
SSTs plus frozen anomalies. These simulations without the interactive MLO had much smaller 579 
RMM correlations, with predictions no longer useful after day 20, and larger errors. The effect of 580 
the interactive ocean is made clear in Figure 15, in which S-SHiELD with the MLO correctly 581 
predicted the formation of all three strong MJO events during this period 10–15 days in advance, 582 
and correctly propagated all events through the Maritime Continent (near 120 E longitude), 583 
although the propagation speed is slower than observed and there is some disruption near the 584 
Maritime Continent. However, S-SHiELD with prescribed SSTs has difficulty propagating the 585 
MJO through the Maritime Continent and for the November event creates no MJO whatsoever. 586 
The November event proves particularly challenging for S-SHiELD without the MLO as it 587 
performs poorly at a range of lead times (Supplemental Figure S2) but poses no problem for S-588 
SHiELD with the MLO. It is clear that the simple, inexpensive MLO used in S-SHiELD is 589 
sufficient to significantly extend the predictability of the MJO.  590 

DeMott et al. (2019) did not describe any deficiencies of the MJO from models using a 591 
1D column ocean instead of a 3D dynamical ocean, which suggests a limited role for direct 592 
feedbacks between ocean circulations and the MJO. However they did not rule out indirect 593 
effects of the MJO on ocean circulation that could impact other S2S-timescale phenomena or 594 
MJO teleconnections. Other investigators have found that the MJO does alter ocean circulations 595 
on intraseasonal timescales, notably the result of Moum et al. (2014) found during DYNAMO. It 596 
remains to be seen whether these ocean dynamical effects of the MJO are of sufficient impact to 597 
affect S2S prediction skill. One advantage of the MLO is that we can nudge to climatological 598 
SSTs and so do not have climate drifts that challenge fully coupled models. 599 
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be a resolution effect as 13-km SHiELD reproduces both the correct phase and amplitude of 622 
precipitation. We also find that the majority of precipitation in S-SHiELD (55% globally and 623 
80% between 20S and 20N) is from the SAS convective scheme, although this does not 624 
adversely affect the phase of the diurnal cycle. S-SHiELD does have the correct phase and 625 
amplitude (albeit slightly too high) of the diurnal cycle of 2-m temperature over land 626 
(Supplemental Figure S3). 627 

 628 
Figure 16. JJA diurnal cycle of precipitation as a function of local solar time in a 10-year S-629 
SHiELD climate integration with the MLO nudged towards climatological SSTs, and from days 630 
6--10 of three years of 13-km SHiELD hindcasts (initialized every five days), compared to 631 
TRMM 2011-2018 observations. Means are given in the legends as mm/day. 632 

Hagos et al. (2016) found that the diurnal cycle of cloudiness and precipitation plays a 633 
key role in the propagation of the MJO through the Maritime Continent. Since S-SHiELD has 634 
considerably better diurnal cycles of precipitation and temperature over land, especially over 635 
tropical land, than do most climate models, we might expect that this improved representation of 636 
the diurnal cycle may be contributing to the improved representation of the MJO seen above. 637 

4 Conclusion and Prospects 638 

We have developed the SHiELD modeling system as a research tool to demonstrate new 639 
capabilities of the FV3 Dynamical Core and of our physical parameterizations, develop new 640 
ideas in atmospheric prediction modeling, and to explore processes and phenomena within the 641 
atmosphere. Since late 2015 when FV3 was first coupled to the then-operational GFS Physics 642 
Driver we have developed SHiELD into a promising vehicle for improving the prediction and 643 
understanding of atmospheric phenomena. SHiELD also demonstrates the potential and viability 644 
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data assimilation cycling system to take advantage of the new advances and to create initial 690 
conditions most consistent with the forward prediction model configurations. Finally, 691 
development will continue of our Tier-2 configurations, with near real-time S2S predictions 692 
being made using S-SHiELD, and continued extension into the global cloud-resolving regime 693 
(cf. Stevens2019) towards new scientific problems not adequately addressed by existing regional 694 
models or by coarse-resolution global models.  695 
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Appendix A: Positive-Definite Advection Scheme 713 

The Lagrangian dynamics in FV3 uses 1D advection operators to build the 2D advection 714 
scheme of Lin and Rood (1996). In hydrostatic FV3 these operators are typically monotonic (Lin 715 
2004), in that no new extrema are created by the advection; however monotonic advection can be 716 
overly diffusive for some applications. In nonhydrostatic FV3 the monotonicity constraint is not 717 
used for advection of dynamical quantities (vorticity, heat, air mass), but positivity still needs to 718 
be enforced for scalar tracers. We introduce a positive-definite scheme, which uses a weaker 719 
constraint than monotonicity which only prevents the appearance of negative values.  720 

This positivity constraint can be applied to any scheme similar to VanLeer (1974) or 721 
PPM (Collella and Woodward 1984) in which first-guess continuous edge values #$!"#/%	and 722 
#$!&#/% are interpolated from the cell-averaged values #! where i is a grid index. As with a 723 
standard monotonicity constraint we break the continuity of the sub-grid reconstructions across 724 
grid-cell interfaces, creating left-edge and right-edge values, &!& and &!", respectively, as well as 725 
a curvature value ''! for each grid cell, which are then used to compute the flux as in Putman 726 
and Lin (2007), Appendix B.  727 

To adjust the edge values to ensure positivity, we use the algorithm below on cell i, 728 
where notation is as in Lin (2004), Appendix A: 729 

 &!& = #$!&#/%- #! 730 

 &!"= #$!"#/%- #! 731 
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with the dynamical core. Other updates in the Inline microphysics include a time-implicit 768 
monotonic scheme for sedimentation to ensure stability without needing to subcycle; precise 769 
conservation of the total moist energy; and transportation of heat and momentum carried by 770 
condensates during sedimentation. 771 

Appendix C: A Note on Terminology 772 

The term “model” means many different things in many contexts, and can be confusing. 773 
In this paper, we use the term “model” only in the abstract (“other general-purpose models”, 774 
“NCEP Modeling Suite”) or as part of the name of another system (“Noah Land Surface Model”, 775 
“GFDL Hurricane Model”). For concreteness, we refer to SHiELD as a “modeling system” 776 
which can be used in a variety of “configurations” (13-km SHiELD, C-SHiELD, T-SHiELD, S-777 
SHiELD), each upgraded to new yearly versions (SHiELD 2016, SHiELD 2017, etc.). 778 
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Figure S1.  As in Figure 3, but for the Northern Hemisphere (20N–80N).  
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Figure S2: As in Figure 15, except for three different 40-day time periods starting in November 
2011: 4th (top), 12th (middle), and 20th (bottom). 
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Figure S3: As in Figure 16 but for 2-m temperature from S-SHiELD, compared to that in ERA5.  

 

  


