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Abstract

Most studies of land-atmosphere coupling have focused on bivariate linear statistics like correlation. However, more complex

dependencies exist, including nonlinear relationships between components of land-atmosphere coupling and the transmutability

of relationships between soil moisture and surface heat fluxes under different environmental conditions. In this study, a technique

called multivariate mutual information, based on information theory, is used to quantify how surface heat fluxes depend on both

surface energy and wetness conditions, i.e. net radiation and soil moisture, across the globe by season using reanalysis data.

Such interdependency is then decomposed into linear and nonlinear contributions, which are further decomposed as different

components explainable as the unique contribution from individual land surface conditions, redundant contributions shared

by both land surface conditions, and the synergistic contribution from the coaction of net radiation and soil moisture. The

dependency linearly contributed from soil moisture bears a similar global pattern to previously identified hot spots of coupling.

The linear unique contributions of net radiation and soil moisture are mainly nonoverlapping, which suggests two separate

regimes are governed by either energy or water limitations. These patterns persist when the nonlinearity is superimposed,

thus reinforcing the validity of the land-atmospheric coupling hot spot paradigm and the spatial division of energy-limited as

well as water-limited regions. Nevertheless, strong nonlinear relationships are detected, particularly over subtropical regions.

Synergistic components are found across the globe, implying widespread multidimensional physical relationships among net

radiation, soil moisture, and surface heat fluxes that previously had only been inferred locally.
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Key Points: 13 

 Nonlinear and multivariate dependencies in land-atmospheric coupling are diagnosed 14 

using multivariate mutual information (MMI)  15 

 Integrated MMI method decomposes drivers of surface flux variability into linear vs 16 

nonlinear; unique, redundant and synergistic components 17 

 Nonlinear and synergistic dependencies of surface heat fluxes on soil moisture and net 18 

radiation are widespread across the globe 19 

 20 

  21 
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Abstract 22 

Most studies of land-atmosphere coupling have focused on bivariate linear statistics like 23 

correlation. However, more complex dependencies exist, including nonlinear relationships 24 

between components of land-atmosphere coupling and the transmutability of relationships 25 

between soil moisture and surface heat fluxes under different environmental conditions. In 26 

this study, a technique called multivariate mutual information, based on information theory, is 27 

used to quantify how surface heat fluxes depend on both surface energy and wetness 28 

conditions, i.e. net radiation and soil moisture, across the globe by season using reanalysis 29 

data. Such interdependency is then decomposed into linear and nonlinear contributions, 30 

which are further decomposed as different components explainable as the unique contribution 31 

from individual land surface conditions, redundant contributions shared by both land surface 32 

conditions, and the synergistic contribution from the coaction of net radiation and soil 33 

moisture. The dependency linearly contributed from soil moisture bears a similar global 34 

pattern to previously identified hot spots of coupling. The linear unique contributions of net 35 

radiation and soil moisture are mainly nonoverlapping, which suggests two separate regimes 36 

are governed by either energy or water limitations. These patterns persist when the 37 

nonlinearity is superimposed, thus reinforcing the validity of the land-atmospheric coupling 38 

hot spot paradigm and the spatial division of energy-limited as well as water-limited regions. 39 

Nevertheless, strong nonlinear relationships are detected, particularly over subtropical 40 

regions. Synergistic components are found across the globe, implying widespread 41 

multidimensional physical relationships among net radiation, soil moisture, and surface heat 42 

fluxes that previously had only been inferred locally. 43 

 44 

45 
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Plain Language Summary 46 

Most of our knowledge of how land surface states affect weather and climate around the 47 

world is based on common statistical methods that assume straight lines can be fitted to 48 

determine how evaporation and heating of the air can be controlled by soil moisture. 49 

Furthermore, studies have historically looked one-at-a-time at a single cause affecting a 50 

single response. But local studies have shown that coupling between land and atmosphere can 51 

be more complex, involving multiple factors working simultaneously and often nonlinearly. 52 

This study uses a novel combination of techniques to discern how variations in processes like 53 

evaporation are driven by multiple factors such as soil moisture and available soil and 54 

thermal energy at the land surface that can make separately unique contributions, redundant 55 

contributions, and compound contributions due to factor interaction. Each of these 56 

contributions is also broken down into simple linear and other nonlinear components, helping 57 

show how much land-atmosphere interaction the previous methods were missing, and 58 

suggesting which regions, seasons and potential physical processes that need further study. 59 

60 
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 61 

1. Introduction 62 

Land-atmosphere coupling acting through water and energy cycles is an important 63 

component of the Earth system (Seneviratne et al. 2010). In addition to the process of 64 

precipitation directly moistening the land surface, the return process of the moistened land 65 

influencing the atmosphere is rather intricate (Eltahir 1998). Thus, efforts have been made to 66 

understand such soil moisture-precipitation feedbacks. Conventionally, the mechanism 67 

behind the feedback can be divided into a terrestrial leg and an atmospheric leg (Santanello et 68 

al. 2018). The terrestrial leg of coupling describes the ability of soil moisture to affect the 69 

partitioning of surface heat fluxes. The atmospheric leg of coupling characterizes how surface 70 

heat fluxes can modify the properties of the lower atmosphere and ultimately cloud formation 71 

and precipitation. Generally, with sufficient available energy, anomalously wet soil can 72 

moisten the atmosphere by enhancing evapotranspiration, cooling the surface while also 73 

cooling the overlying atmosphere by suppressing the release of sensible heat flux. The 74 

resulting moistened atmosphere and suppressed boundary layer growth compete to determine 75 

the net impact on cloud formation and thus precipitation.  76 

Traditionally, studies attempting to identify regions of strong land-atmosphere coupling 77 

have used statistical frameworks with linear dependencies between two factors, of which the 78 

influences of temporal variability are hypothesized to be significant in the explored leg of 79 

coupling. For instance, coupling simultaneously throughout both legs has been diagnosed by 80 

the proportion of precipitation variance explained by soil moisture using output from multiple 81 

climate models (Koster et al. 2004) during boreal summer and has shown that regions with 82 

strong land-atmosphere coupling are mostly located in the semiarid regions. A similar pattern 83 

has been detected by reanalysis data with a sensitivity index involving variances and 84 

correlations of soil moisture and surface heat fluxes (Dirmeyer 2011). These studies have 85 

described a canonical global pattern of land-atmosphere coupling strength and thus many 86 

observational studies have explored the land surface processes over hot spots such as the 87 

North American Great Plains (e.g., Santanello et al. 2013, Tao et al. 2019), the Sahel (e.g., 88 

Los et al. 2006, Yu et al. 2017), and Australia (e.g., Kala et al. 2015, Herold et al. 2016). 89 

Since the soil moisture-surface heat flux-precipitation feedback processes have long been 90 

demonstrated as a potential key to improve the skill of subseasonal to seasonal forecasts, the 91 



 

 5 

importance of land-atmosphere feedbacks in such regions with strong land-atmosphere 92 

coupling is matched only by the eastern equatorial Pacific, a hot spot of ocean-atmosphere 93 

coupling associated with the phenomenon known as El Niño-Southern Oscillation (ENSO).   94 

However, dependencies among the environmental factors within land-atmosphere 95 

coupling may be more complex than can be depicted by linear frameworks. A classic 96 

exemplification is the long-recognized threshold behavior in which the flux of latent heat 97 

behaves dramatically differently once soil moisture crosses a certain critical value (Budyko 98 

1963, 1974). Another source is multivariate dependence, which is revealed in a recent in situ 99 

observation-based analyses showing the relationship between soil moisture and surface heat 100 

flux is non-unique (Haghighi et al. 2018). The embedded complex dependencies that cannot 101 

be recognized through the canonical linear coupling framework motivates to this study, 102 

re-examining land-atmosphere coupling strength while addressing its nonlinear and 103 

multivariate aspects. 104 

Here we assess the terrestrial leg of coupling by quantifying both linear and nonlinear 105 

dependencies on surface heat fluxes by energy and moisture availability at the land surface, 106 

for which net radiation and soil moisture are used as proxies respectively. The techniques 107 

used are based on information theory. Following the commonly used terminology in 108 

information theory to describe causes and effects, soil moisture and net radiation are referred 109 

to as source variables and surface heat flux is called the target variable. Dependency between 110 

the target and one source is called mutual information (MI) and dependency between the 111 

target and multiple sources is called multivariate mutual information (MMI). The global 112 

pattern of MMI and its seasonal cycle are calculated. Furthermore, we integrate the methods 113 

of calculating nonlinearity in mutual information with the method of decomposing the MMI 114 

into different contributed components. This enables us also to separate MMI into linear and 115 

nonlinear components, interpretable as the unique information contributed by a particular 116 

source, the redundant information provided identically by both sources, and the synergistic 117 

information created by the interaction of the sources. The diagnosed nonlinearity and 118 

synergistic components reveal unexplored aspects of land-atmosphere coupling that can 119 

inform process understanding with potential to improve model parameterizations and 120 

prediction skill. 121 

   122 
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2. Methodology and Data 123 

In this section, we first introduce the existing information measurements and their 124 

partitioning. We propose a combination of those measurements to decompose the information 125 

in land surface states and fluxes into their basic components. Then, the integrated application 126 

of the technique is illustrated. Lastly, the data and specifics of significance testing are 127 

described.  128 

  129 

2.1 Information measurement 130 

2.1.1 Shannon Entropy  131 

Shannon Entropy H (Shannon 1948) quantifies the amount of uncertainty of a single 132 

random variable X with the probability distribution function 𝑝(𝑥):  133 

  )(log)()( 2 xpxpXH   

Eq 1 

Various bases of the logarithm have been used in different applications; here base-2 is used, 134 

so the quantity is in units of bits. In this study, only the probability distribution in time is 135 

examined. For summation, 𝑝(𝑥) must be expressed across a finite number of bins – the 136 

procedure for bin selection is discussed in the Appendix. 137 

2.1.2 Mutual information 138 

Conditional entropy 𝐻(𝑋𝑡𝑎𝑟|𝑋𝑠) is an expression of Shannon entropy that quantifies the 139 

amount of uncertainty of a target variable 𝑋𝑡𝑎𝑟 given knowledge of a single source variable 140 

𝑋𝑠: 141 
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Eq 2 

Mutual information (MI) (Cover and Thomas 1991) measures the “similarity” of 142 

information between two random variables. In other words, MI quantifies the reduction in 143 

uncertainty of one target variable 𝑋𝑡𝑎𝑟 by the knowledge of a source variable 𝑋𝑠. For a pair 144 
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of random variables (𝑋𝑠; 𝑋𝑡𝑎𝑟), MI is given by: 145 
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Eq 3 

2.1.3 Multivariate mutual information 146 

Multivariate mutual information (MMI) 𝐼(𝑋𝑠1, … 𝑋𝑠𝑛; 𝑋𝑡𝑎𝑟) measures the reduction in 147 

uncertainty of one target variable 𝑋𝑡𝑎𝑟 by knowledge of multiple source variables. In this 148 

study, the simplest case involving two source variables 𝑋𝑠1 and 𝑋𝑠2 is examined, of which 149 

the function is given as: 150 
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Eq 4 

2.1.4 Temporal information 151 

Temporal information is a technique to measure the evolution of dependencies among 152 

variables by applying MI or MMI with moving time windows (Goodwell and Kumar 2017a, 153 

2017b). Instead of obtaining a single value MI or MMI for complete time series, temporal 154 

information technique cuts the whole time series into several time windows and obtains MI or 155 

MMI for each time window. In a climate application like this, such a measurement is tailored 156 

to detect the dependency among environmental factors considering that the dependency could 157 

vary due to factors such as seasonality or weather conditions.  158 

 159 

2.2 Existing information partitioning approaches 160 

Two perspectives of the partitioning approach have been proposed in past studies. One is 161 

partitioning of information into a linear part and a nonlinear part (Smith 2015), which is 162 

applicable to either MI or MMI. The other is only relevant to MMI: partitioning of 163 

information into components representing the interactive roles of multiple source variables, 164 

namely: unique, redundant and synergistic components (Williams and Beer 2010, Goodwell 165 

and Kumar 2017a, 2017b). Here we describe both approaches and show how they may be 166 

combined to decompose information in more detail.   167 
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2.2.1 Nonlinearity and linearity 168 

Total information can be partitioned into linear information and nonlinear information. 169 

The method of calculating the nonlinearity in MI has been proposed by Smith (2015). For a 170 

given set of 𝑋𝑠 and 𝑋𝑡𝑎𝑟, the procedure is to: (1) fit a linear regression model in terms of 171 

predicting 𝑋𝑡𝑎𝑟  given 𝑋𝑠 ; (2) obtain tarX̂  as the fitted values of 𝑋𝑡𝑎𝑟  and define the 172 

nonlinear residual 𝑋𝑡𝑎𝑟
′ = 𝑋𝑡𝑎𝑟 − �̂�𝑡𝑎𝑟; (3) normalize 'X tar  by the quantile normalization 173 

based on the value of 𝑋𝑡𝑎𝑟 (quantile normalization makes the distribution of 'X tar  and 174 

𝑋𝑡𝑎𝑟 identical in statistical properties; see Smith 2015 for more detailed discussion); (4) 175 

estimate the MI for both: );XI(X tars  and ');XI(X tars . The quantity ');XI(X tars  
is the 176 

nonlinear dependency between 𝑋𝑠 and 𝑋𝑡𝑎𝑟. The linear dependency in terms of MI is the 177 

difference (total minus nonlinear): );XI(X tars － ');XI(X tars  .
 

178 

2.2.2 Unique, redundant, and synergistic components 179 

For a system composed of two sources and one target, the total MMI can be decomposed 180 

into synergistic, unique, and redundant components. The unique (U) component is the 181 

peculiar information shared only between an individual source and the target. Redundancy (R) 182 

is repeated information that both sources share with the target. The synergistic (S) component 183 

is the extra information arising from the cooperative action among the sources. The 184 

expression of partitioning is given as the follows: 185 

 186 

 𝐼(𝑋𝑠1, 𝑋𝑠2; 𝑋𝑡𝑎𝑟)

= 𝑈1(𝑋𝑡𝑎𝑟; 𝑋𝑆1) + 𝑈2(𝑋𝑡𝑎𝑟; 𝑋𝑆2) 

+𝑅(𝑋𝑡𝑎𝑟; 𝑋𝑠1, 𝑋𝑠2) + 𝑆(𝑋𝑡𝑎𝑟; 𝑋𝑠1, 𝑋𝑠2) 

 

Eq 5 

 187 

where 𝑈1, 𝑈2, 𝑅, and 𝑆 are nonnegative quantities. Note that each source has its own 188 

individual unique contribution, whereas the redundant and synergistic contributions involve 189 

both sources. 190 

Using this conceptualization, mutual information between each source and the target can 191 
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be decomposed as the sum of unique and redundant components: 192 

 

 𝐼(𝑋𝑠1; 𝑋𝑡𝑎𝑟) = 𝑈1(𝑋𝑡𝑎𝑟; 𝑋𝑆1) + 𝑅(𝑋𝑡𝑎𝑟; 𝑋𝑠1, 𝑋𝑠2) 

𝐼(𝑋𝑠2; 𝑋𝑡𝑎𝑟) = 𝑈2(𝑋𝑡𝑎𝑟; 𝑋𝑆2) + 𝑅(𝑋𝑡𝑎𝑟; 𝑋𝑠1, 𝑋𝑠2) 

Eq 6 

Eq 7 

 193 

The above equation set requires one to seek an additional equation for any of 𝑈1, 𝑈2, 𝑅, 194 

and 𝑆  to obtain all components (note that any I can be calculated directly from the 195 

probability density function of data). Several ways have been proposed to achieve a 196 

well-determined system by estimating 𝑈 or 𝑅, while there is no universal agreement on the 197 

appropriate approach. In this study, we use the approach proposed by Goodwell and Kumar 198 

(2017a and 2017b), which assumes that the strength of the dependency of the two sources 199 

determines the amount of redundant information. To achieve this, a measurement called 200 

Rescaled Redundancy (𝑅𝑠) is introduced as the follows: 201 

 202 

 𝑅𝑠 = 𝑅𝑚𝑖𝑛 + 𝐼𝑠(𝑅𝑀𝑀𝐼 − 𝑅𝑚𝑖𝑛) Eq 8 

 203 

The solution of 𝑅𝑠 is obtained by computing the normalized source dependency 𝐼𝑠, the 204 

lower bounds of redundancy 𝑅𝑚𝑖𝑛 , the upper bounds of redundancy 𝑅𝑀𝑀𝐼 , and the 205 

interaction information Ⅱ; these are given as follows: 206 

 
𝐼𝑠 =

𝐼(𝑋𝑠1; 𝑋𝑠2)

min [𝐻(𝑋𝑠1), 𝐻(𝑋𝑠2)]
=

𝐼(𝑋𝑠1; 𝑋𝑠2)

min [𝐼(𝑋𝑠1; 𝑋𝑠1), 𝐼(𝑋𝑠2; 𝑋𝑠2)]
 

𝑅𝑀𝑀𝐼 = min [𝐼(𝑋𝑠1; 𝑋𝑡𝑎𝑟), 𝐼(𝑋𝑠2; 𝑋𝑡𝑎𝑟)] 

𝑅𝑚𝑖𝑛 = max (0, −Ⅱ) 

Ⅱ = 𝐼(𝑋𝑠1; 𝑋𝑠2; 𝑋𝑡𝑎𝑟) 

 

Eq 9 

Eq 10 

Eq 11 

Eq 12 

The interaction information Ⅱ can be either positive or negative and Ⅱ  is shown by 207 
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Williams and Beer (2010) to be equal to 𝑆 − 𝑅. With stronger dependency between the two 208 

sources, a larger normalized source dependency 𝐼𝑠 results in a larger redundant component R. 209 

 210 

2.3. Integrated information measurement 211 

Our attempt to quantify the dependency among multiple interacting variables and to 212 

disentangle the information as different explainable components can be achieved by 213 

combining the two approaches with an additional step.   214 

We extend the approach of calculating nonlinearity from the bivariate (MI) to the 215 

trivariate (MMI) case. For a given set of S1X , S2X , and 𝑋𝑡𝑎𝑟, a linear regression model is 216 

fitted in terms of predicting 𝑋𝑡𝑎𝑟 given both S1X  and S2X . The rest of the procedure to 217 

obtain the nonlinear multivariate mutual information ');X,XI(X tars2s1  follows as described 218 

above.
 
Subsequently, the two partitioning frameworks can be fitted together perfectly. The 219 

full decomposition of MMI by the integrated approach gives eight components relating two 220 

source variables to one target variable: four linear components 1U , 2U , R , and S ; and 221 

four nonlinear components 'U1 , 'U2 , R' , and S' . More precisely, total components 𝑈1, 222 

𝑈2, 𝑅, and 𝑆 are calculated by total MMI decomposition and nonlinear components 'U1 , 223 

'U2 , R' , and S'  are calculated by nonlinear MMI decomposition. Then, linear components 224 

are calculated by subtracting the nonlinear components from their corresponding total 225 

components, e.g., 111 UUU  .  226 

 227 

2.4 Data and data preprocessing 228 

 Daily mean fields are calculated based on UTC dates from MERRA-2 hourly output 229 

(GMAO 2015) spanning 1986-2015. We explore the information shared by land surface 230 

energy and wetness conditions with both latent heat flux and sensible heat flux. Intuitively, 231 

total land energy change (net radiation) and soil moisture are used as the sources and the 232 

surface heat fluxes are targets.  233 

The climatological seasonal cycle of the coupling strength quantified by MMI is 234 
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calculated independently at each ice-free land grid cell of MERRA-2. Variability with 235 

frequencies lower than 1/365 days is removed by a high-pass filter. Then, for each variable, 236 

time series for each calendar month of the 30-year period are constructed. For instance, a 237 

catenated time series for June is produced by connecting each June 30
th

 of a year with June 1
st
 238 

of the next year. Then, we use Tukey's fences to deal with the outliers. The values larger than 239 

the upper boundary )Q1.5(QQQ 133max   are set as maxQ ; values smaller than the lower 240 

boundary )Q1.5(QQQ 131min   are set as minQ . 1Q  and 3Q  are the first and third 241 

quartile respectively. Then, each timeseries is normalized into the range [0, 1]; an example is 242 

shown in Figure 1a. This time series is used to calculate the total MMI (Fig 1b). A linear 243 

model 
i

sitar i
XabX̂ is then fitted to the time series to calculate the residual of the target 244 

'X tar  and quantile normalization is applied on 'X tar  based on the quantile of the target 𝑋𝑡𝑎𝑟 245 

(Fig 1c) to make the total entropy of 'X tar  
and 𝑋𝑡𝑎𝑟 equivalent, ensuring the comparability 246 

between total MMI and nonlinear MMI. Finally, the decomposition of MMI is calculated (Fig 247 

1d). Note that because the MMI is calculated separately for each calendar month, subtracting 248 

the monthly climatology from the data does not affect the distribution (i.e., filtering out the 249 

seasonal cycle is not necessary).  250 

The unit of MMI is bits, representing the amount of information transmitted from the 251 

sources to the target. To make the result more interpretable, obtained MMI values are 252 

normalized by the Shannon entropy of the target H(Xtar). Therefore, the amount of 253 

normalized MMI (nMMI) can be interpreted as the fraction of uncertainty of the target that is 254 

explained by the source. 255 
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 256 

Figure 1. An example of the process of estimating multivariate mutual information 257 

(MMI) at a point (10°E,15°N) during June. The source variables are net radiation (Rn) 258 

and soil moisture (SM), and latent heat flux (LH) is the target variable. (a) The 30-year 259 

June timeseries produced by catenating the 30 years daily data of each June. (b) A 3-d 260 

scatter plot of the Rn, SM, and LH used to calculate the total MMI. (c) A 3-d scatter plot 261 

of the Rn, SM, and the nonlinear residual of LH determined by subtracting the linear 262 

model, used to calculate the nonlinearity in total MMI. (d) The decomposition of total 263 

MMI into nonlinear and linear parts after further decomposition into unique, 264 

redundant, and synergistic components.  265 

 266 

2.5 Significance testing 267 

We test the statistical significance progressively for total MMI, nonlinear MMI, and 268 

linear MMI. If a total MMI quantity is found to be significant, full decomposition of both 269 

linear and nonlinear unique, redundant as well as synergistic components is computed. The 270 

term “preprocessed timeseries” means the timeseries that have undergone high-pass filtering, 271 

Tukey's fences, and normalization mentioned in section 2.4.  272 

For the total MMI case, a shuffled surrogates method, with null hypothesis that no total 273 

dependency exists, is applied on each grid cell and each calendar month. Once we calculate 274 

the MMI from the preprocessed timeseries (observed MMI), we resample the timeseries by 275 

randomly permuting the preprocessed timeseries of each of the two sources and calculate 276 
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MMI again. By repeating the process 100 times, a probability distribution of MMI as well as 277 

its mean μ and standard deviation σ are obtained. We retain the observed MMI that is larger 278 

than μ+3σ, the level of 99% confidence. A fully nonparametric significance threshold can be 279 

directly obtained by repeating the process ~1000 times, but it is much more computationally 280 

expensive while yielding very similar results. 281 

An identical procedure and null hypothesis are used to calculate the significance of 282 

nonlinear MMI. The observed nonlinear MMI and the MMI computed from the shuffled 283 

surrogates method both use the target that has had its linear fit subtracted. An observed 284 

nonlinear MMI larger than μ+3σ means the dependence is significant at the 99% confidence 285 

level and it can be recognized that only nonlinearity occupies such significant total 286 

dependency.   287 

For the linear component, we first find the 99% significance value of the multiple 288 

correlation coefficient ρc for the given three preprocessed timeseries. Then, the criterion for 289 

linear MMI, MMIc, can be calculated by using the following equivalence between correlation 290 

and mutual information: 291 

 
)ρlog(1

2

1
MMI

2

cc 
 

 

Eq 13 

  292 
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3. Results 293 

 294 

Figure 2. Seasonal total normalized multivariate mutual information (nMMI, unitless) 295 

with latent heat flux (LH) as the target, net radiation (Rn) and soil moisture (SM) as the 296 

sources. Grey shading means that not all the three analyzed months pass the 297 

significance test. 298 

 299 

The seasonal cycle of total nMMI (each season is reported as the mean of three analyzed 300 

months), quantifying the dependency of latent heat (LH) on land surface net radiation (Rn) 301 

and soil moisture (SM), is shown in Figure 2. Regions where the surface temperature is 302 

below 0°C for more than half of the days during the analyzed season are masked out and 303 

regions where all months do not pass the significance test are shaded grey. With strong 304 

seasonality, the total dependency over most of the world is significant. This is not a surprising 305 

result since it has long been recognized that latent heat flux is controlled mainly by available 306 

moisture and energy. The strongest dependencies are found over rainforests during all seasons. 307 

Semiarid regions and the Asian monsoon area show large values during wet seasons (Fig 2c). 308 

Dependencies using sensible heat flux (SH) as the target are relatively small over the globe as 309 
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shown in Figure 3. Rainforest in this case has much lower total nMMI while the large values 310 

over semiarid regions during wet seasons remain. 311 

 312 

Figure 3. As in Figure 2 but using sensible heat flux (SH) as the target. 313 

 314 

The nonlinear and linear components contributing to the total nMMI for LH and SH as 315 

the target are shown in Figure 4 and Figure 5 respectively. To make the sum of nonlinear and 316 

linear components equal to the total normalized MMI, we only screen out the regions when 317 

none of analyzed months are significant. Most areas have moderate to large nonlinearity with 318 

some particularly large values over arid regions, for example over the Sahara and the Arabian 319 

Peninsula in both seasons and over Western Australia in DJF. In those desert regions, soil 320 

moisture content is usually below the critical (wilting) point so that the wetness conditions of 321 

the land do not affect the release of latent heat flux. However, once soil moisture content rises 322 

high enough, latent heat flux becomes sensitive to the change in soil moisture. Such a 323 

transition is infrequent, but it can induce a dramatical change in the relationship between soil 324 

moisture and latent heat flux, resulting in large nonlinearity over those areas. Linearity is 325 



 

 16 

strong over wet and semi-arid regions (Fig 4c & d) and has a strong north-south gradient 326 

during DJF (Fig 4c). The fraction of nonlinearity shows there is generally strong linear 327 

dependency over the summer hemisphere, while nonlinear contributions are found to be more 328 

important over the winter hemisphere. However, arid and some semi-arid and subtropical   329 

 330 

Figure 4. During DJF: (a) Nonlinear nMMI, (c) linear nMMI, and (e) the fraction of 331 

nonlinearity to total nMMI with LH as the target and Rn and SM as the sources. (b), (d), 332 

and (f) are same as (a), (c), and (e) respectively but for JJA. In panel (a) to (d), areas 333 

where none of analyzed months pass the significance test are shaded grey; areas where 334 

all analyzed months pass the significance test are stippled. All quantities are unitless. 335 

 336 
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regions show a substantial fraction of nonlinear contribution throughout the year. 337 

Results using SH as the target (Fig 5) show a slightly different pattern. The nonlinearity 338 

is more homogeneous and subdued than in the LH case. Semiarid regions including Mexico, 339 

the Sahel, and the Indus Valley during JJA, northern and eastern Australia, the South 340 

American lowlands, and southern Africa during DJF are clearly the standouts of linear 341 

dependency. The presence of strong nonlinearity in nMMI for SH is largely absent over 342 

deserts, and is large only over parts of the tropics, namely in local dry seasons (Fig 5e & f),  343 

 344 

Figure 5. As in Figure 4 but using SH as the target. 345 

 346 
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and in the Northern Hemisphere mid-latitudes during DJF (Fig 5e). 347 

We next focus on JJA to examine the composition of both the linear and nonlinear 348 

dependencies. The decomposition of total, linear, and nonlinear nMMI into unique, redundant 349 

and synergistic components with LH as the target is displayed in Figure 6. The linear unique 350 

contributions from SM alone (Figure 6b), shows a pattern similar to the canonical land‐351 

atmosphere “hot spots”, while the dry regions also depict large dependencies between LH and 352 

SM in our analysis. Ignoring the magnitude of change in the variable, which is a considered 353 

factor for quantifying coupling strength in past studies (e.g., the standard deviation term in 354 

Guo et al. 2006), might lead to this difference in the pattern. By comparing Figure 6f & j, we 355 

see many of the areas with strong linear unique contributions from SM also 356 

 357 

Figure 6. The partitioning of total nMMI with LH as the target, Rn and SM as the 358 

sources for boreal summer (JJA); decomposition is calculated over regions of where 359 

nMMI is significant for at least one of the three analyzed months. (a) unique 360 

information contributed from Rn, (b) unique information contributed from SM, (c) 361 

redundant and (d) synergistic components. (e), (f), (g), (h) are same as (a), (b), (c), (d) 362 

respectively but for the partitioning of the nonlinear nMMI. (i), (j), (k), (l) are same as 363 

(a), (b), (c), (d) respectively but for the partitioning of the linear nMMI. All the 364 

quantities are unitless. Regions where decomposition is not calculated or where the 365 

value is less than 0.01 are shaded gray. 366 
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 367 

have little nonlinear SM-LH dependency (Fig 6f). This can be attributed to the threshold 368 

behavior, characterized by SM values distributed around the wilting point or critical point, 369 

and/or the higher order direct relationships within the transitional zone of SM-LH 370 

relationships. We note that nonlinearity is prominent in much of the semiarid area with both 371 

of the above-mentioned features (not shown) and their quantification needs further 372 

investigation. Such non-negligible contribution of nonlinearity by SM suggests that 373 

quantifying the coupling under a linear framework, as in past studies, may underestimate the 374 

strength and somewhat misrepresent the character of coupling over the “hot spots”. The case 375 

using SH as the target (Fig 7f & j) shows similar patterns as that using LH, while the strength 376 

of dependencies is weaker overall, and no strong dependency is found over dry regions. 377 

Comparison between the linear unique contributions from Rn and SM (Fig 6i & j) 378 

suggests the two patterns are largely out of phase, accompanied by very weak linear 379 

redundancy (Fig 6k); they reveal that the two dominant regimes are controlled either solely 380 

by energy or moisture. Such a bimodal pattern is evident even when the nonlinearity is 381 

included (Fig 6a-d). This strengthens the validity of previous studies that divide the globe 382 

into energy-limited regions and soil moisture-limited regions with only considering the linear 383 

dependencies. The nonlinear contribution from Rn alone (Fig 6e) is non-zero but much 384 

weaker than that from SM (Fig 6f); no bimodal pattern is found as seen in linear part (Fig 6i 385 

& j).  386 
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 387 

Figure 7. Same as Figure 5 but using SH as the target. 388 

 389 

Whereas there is almost no redundancy between SM and Rn (Fig 6c), some degree of 390 

synergistic information (Fig 6d) is found over much of the world. The nonlinear synergistic 391 

information (Fig 6h) is much larger than the linear part (Fig 6i). This suggests the linear 392 

SM-LH relationship is not obviously modulated by Rn; a reason that could lead to a neglect 393 

of any multidimensional SM-Rn-LH relationship by statistical frameworks with linear 394 

dependencies. Large information for both nonlinear and linear synergistic components is 395 

found over many of the semiarid regions, e.g. the Sahel, India, and northern China. In these 396 

regions, the soil moisture content typically lies in the transition zone wherein LH is sensitive 397 

to fluctuations in SM. Together with the large synergistic information, this result suggests that 398 

both the linear and nonlinear relationships between soil moisture and heat fluxes can be 399 

modulated by Rn. Our result corroborates the findings in a recent observational station-based 400 

analysis that the relationship between soil moisture and heat fluxes is multidimensional 401 

(Haghighi et al. 2018). However, here we demonstrate that such a multidimensional concept 402 

applies globally.  403 
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404 
Figure 8. Same as Figure 5 but using evaporative fraction (EF) as the target. 405 

 406 

The bimodal pattern seen between Rn and SM sources for LH is less distinct for SH (Fig 407 

7a-b, i-j), in which the linear contribution of Rn dominates the total nMMI and is opposite to 408 

that in LH case in many moisture-limited regions, e.g. western North America, the Sahara and 409 

the Arabian Peninsula. Intuitively, in those regions, the available energy directly determines 410 

the amount of SH most of the time since there is no water to be evaporated; the available 411 

moisture determines the amount of LH only when soil moisture content is above a critical 412 

value. The nonlinear contribution from SM alone (Fig 7f) is much weaker compared to the 413 

case of LH (Fig 6f) and no particularly large value is found. This suggests that when soil 414 

moisture passes the critical point, the induced change in the SM-SH relation is not as obvious 415 

as that in the SM-LH relation. The nonlinear synergistic contribution and linear contribution 416 

of SM are comparable, again suggesting the nonlinear and multidimensional dependencies 417 

among Rn, SM and SH.   418 

The appearance of bimodal patterns for LH and to a lesser extent SH gives rise to the 419 

question of which source dominates the partitioning of surface heat fluxes. To address this, a 420 

decomposition with the target of evaporative fraction (EF), calculated as LH divided by the 421 
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sum of LH and SH, is shown in Figure 8. The decomposition of MMI reveals that SM plays a 422 

critical role in heat flux partitioning; most of the contribution is linear, while the nonlinearity 423 

is slightly larger than that in both the LH and SH cases. The total synergistic information is 424 

larger than the unique contribution from Rn, suggesting that the SM-EF relationship can be 425 

affected by Rn although the Rn-EF relationship is weaker. This highlights the importance of 426 

exploring coupling in a multivariate analysis. We note that the nonlinear contribution to the 427 

total nMMI in the EF case (not shown) is greater than the separate LH and SH cases, and 428 

could arise from the mathematical representation of the EF ratio. Individually, linear SM-LH 429 

and SM-SH relationships can still result in a nonlinear SM-EF relationship as the ratio form 430 

of EF makes it inherently sensitive to fluctuations in the denominator when it is small. In 431 

high latitudes or places with cloud cover, such situations can occur because net radiation is 432 

small or even negative, leading to values of EF well outside the nominal range 0-1. After EF 433 

is calculated from the original data of MERRA-2, we rely entirely on Tukey’s fences so that 434 

the pre-processed timeseries of EF is constrained to the range [0, 1]. 435 

 436 

4. Conclusions 437 

Addressing both nonlinear and multidimensional aspects, a technique based on 438 

information theory has been applied to reanalysis data to revisit the global estimation of 439 

land-atmosphere coupling. A quantification of multi-dependency using multivariate mutual 440 

information (MMI), has been decomposed as different interpretable components by a newly 441 

proposed integrated partitioning method. Three combinations of three variables (two sources, 442 

one target) have been explored, namely Rn-SM-LH, Rn-SM-SH, and Rn-SM-EF, of which 443 

Rn and SM are the sources and their contributions to the change in targets LH, SH, and EF 444 

have been quantified respectively.  445 

Our analysis of total multidimensional dependency shows variability in both spatial and 446 

temporal aspects. The linear components resemble the canonical land-atmospheric coupling 447 

distributions as well as the regions known to be governed by water-limited and 448 

energy-limited regimes. The nonlinear components superposed on the linear results do not 449 

alter these familiar patterns and thus strengthen the authoritativeness of past findings, while 450 

contributing new insights. Nonlinear contributions to LH variability are predominant in arid 451 

regions and across midlatitudes and subtropical areas in the winter hemisphere. Most of the 452 
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nonlinear contribution is from SM, although there are non-negligible contributions from Rn. 453 

The existence of water- and energy-dominated regimes seen for LH are also evident for SH. 454 

Whereas Rn is a major contributor to variability in LH and SH individually over much of the 455 

world, the partitioning of surface heat fluxes is confirmed to be strongly determined by SM 456 

by using EF as the target variable. The property of multidimensional dependency among 457 

land-atmospheric coupling factors is revealed to exist over the whole globe by the substantial 458 

magnitude of the synergistic term, which is greater than the redundancy term in all cases.  459 

We have only applied this analysis to MERRA-2, which is not a perfect representation of 460 

reality since values of net radiation and surface heat fluxes are calculated from other 461 

assimilated state variables, instead of being measured directly. This leads to an inherent 462 

interdependency among the variables analyzed in this study. Further application of our 463 

analysis on data from other reanalyses, climate models and satellite data is needed to increase 464 

confidence in the global patterns shown here.  465 

We also note that the nonlinearity and synergistic relationships suggested to exist across 466 

the globe need further investigation. For instance, it remains to be disentangled how factors 467 

including (1) potential critical points that determine the changes in sensitivity of surface heat 468 

fluxes to soil moisture, (2) higher order direct relationships between variables, and (3) natural 469 

groupings inherent in the data each contribute to the nonlinear relationships found here. 470 

Synergism, treated as the ability of a third factor to alter the bivariate relationship between 471 

two factors, is worth quantifying to improve our understanding of the interactions in nature 472 

and advance predictability in models. For example, the finding of multidimensional 473 

relationships among Rn-SM-SH implies that considering Rn as a predictor could improve 474 

forecasts of extreme events like heatwaves, since soil moisture-sensible heat flux-surface 475 

temperature feedback plays a crucial role in predicting near surface temperature.  476 

Finally, we note that the MMI analysis can be performed with other combinations of 477 

source variables such as wind speed and near surface humidity. The comparison among 478 

different combinations of source variables may further determine when and where other 479 

variables not considered in this study are also important factors for surface heat fluxes. 480 

Applying this analysis to outputs from numerical models can help identify shortcomings in 481 

the parameterizations of land surface processes and land-atmosphere interactions. In addition, 482 

the MMI technique can be extended vertically along the water and energy cycle process 483 
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chains linking land and atmosphere (Santanello et al. 2018) by using surface heat fluxes as 484 

the sources and any property/state of the planetary boundary layer, clouds or precipitation as 485 

targets. MMI is a tool that shows great promise for exploring more complex relationships in 486 

coupled land-atmosphere processes than have been possible with simple statistics. 487 
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