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Abstract

Fault weakening process controls earthquake rupture propagation and is of great significance to impact the final earthquake size

and seismic hazard. Critical slip-weakening distance (Dc) is one of the key parameters, which however is of difficult endeavours

to be determined on natural faults, mainly due to its strong trade-off with the fault strength drop. An estimation method of Dc

value proposed by Fukuyama et al (2003, 2007) provides a simple and direct reference of Dc on real faults from the near-fault

ground displacement at the peak of ground velocity (Dc”). However, multiple factors may affect the observed near-fault ground

velocity and thus need to be considered when estimating Dc. In this work we conduct 3D finite element numerical simulations

to examine the effects of finite seismogenic width and near-fault low velocity zones (LVZ) on the results of Dc”. In uniform

models with constant prescribed Dc, the derived Dc” values increase with seismogenic width. With a near-fault LVZ, Dc”

values show significant magnification. The width of the LVZ plays a more important role in enlarging Dc estimation compared

to the depth of LVZ. Complex wavefields and multiple wiggles introduced by LVZ could lead to delay pick and then cause large

deviation. Overestimation should be considered when using Dc” from limited station to infer Dc on fault. Furthermore, the

scaling between Dc” and final slip in models with a constant Dc indicates that the scale-dependent feature of Dc” might not

be related to variations in friction properties.
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Abstract 9 

Fault weakening process controls earthquake rupture propagation and is of great 10 

significance to impact the final earthquake size and seismic hazard. Critical slip-11 

weakening distance (𝐷!) is one of the key parameters, which however is of difficult 12 

endeavours to be determined on natural faults, mainly due to its strong trade-off with 13 

the fault strength drop. An estimation method of 𝐷! value proposed by Fukuyama et 14 

al (2003, 2007) provides a simple and direct reference of 𝐷! on real faults from the 15 

near-fault ground displacement at the peak of ground velocity (𝐷!′′). However, multiple 16 

factors may affect the observed near-fault ground velocity and thus need to be 17 

considered when estimating 𝐷! . In this work we conduct 3D finite element numerical 18 

simulations to examine the effects of finite seismogenic width and near-fault low 19 

velocity zones (LVZ) on the results of 𝐷!′′. In uniform models with constant prescribed 20 

𝐷!, the derived 𝐷!′′ values increase with seismogenic width. With a near-fault LVZ, 21 

𝐷!′′  values show significant magnification. The width of the LVZ plays a more 22 

important role in enlarging 𝐷! estimation compared to the depth of LVZ. Complex 23 

wavefields and multiple wiggles introduced by LVZ could lead to delay pick and then 24 

cause large deviation. Overestimation should be considered when using 𝐷!′′ from 25 

limited stations to infer 𝐷! on fault. Furthermore, the scaling between 𝐷!′′ and final 26 

slip in models with a constant 𝐷! indicates that the scale-dependent feature of 𝐷!′′ 27 

might not be related to variations in friction properties. 28 
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1 Introduction 29 

Earthquakes occur when fast slip develops on faults, which has been widely attributed 30 

to fault strength weakening. The significant strength reduction with fault slip and slip 31 

rate growth was revealed by both laboratory experiments and seismological 32 

observations (Wibberley and Shimamoto, 2005; Di Toro et al., 2011; Goldsby and Tullis, 33 

2011; Houston, 2015; Viesca and Garagash, 2015). Multiple mechanisms have been 34 

proposed to cause the coseismic strength weakening, such as thermal pressurization, 35 

powder lubrication, flash heating and so on (Reches and Lockner, 2010; Goldsby and 36 

Tullis, 2011; Viesca and Garagash, 2015). To depict the strength decline process, a 37 

linear slip-weakening law was introduced (Ida, 1972) and had been pervasively used in 38 

physical-based earthquake simulations (D J Andrews, 1976; Day, 1982; Olsen et al., 39 

1997; Dunham and Archuleta, 2004; Ma et al., 2008; Yang et al., 2013; Weng et al., 40 

2016; Weng and Yang, 2018), in which the fault strength drops linearly from static 41 

friction to dynamic friction during a portion of slip, known as slip-weakening distance 42 

𝐷! . Tremendous efforts have been made to unravel the riddles of fault weakening 43 

process. However, determining the value of slip-weakening distance 𝐷!  on natural 44 

faults is still a difficult endeavor. 45 

Various attempts have been made and provide basic constraints on 𝐷!  and other 46 

dynamic source parameters (Bouchon, 1997; Ide and Takeo, 1997; Nielsen and Olsen, 47 

2000; Dalguer et al., 2002; Fukuyama, 2003; Mikumo et al., 2003; Tinti et al., 2005a, 48 

2005b; Ma et al., 2008; Weng and Yang, 2018; Yao and Yang, 2020). Kinematic source 49 

inversions place well constraints on slip distribution during earthquakes. Slip history 50 

on each grid of the fault plane was then derived to determine stress evolution so as to 51 

estimate the 𝐷! from the slip-stress history. Such approach was first applied to the 52 

1995 Kobe earthquake from which a depth-dependent 𝐷!  distribution was claimed 53 

(Ide and Takeo, 1997). More earthquakes were investigated by this approach (Bouchon, 54 

1997; Tinti et al., 2005b). However, kinematic inversion estimation may be limited by 55 

resolution and thus biased by factors such as the adoption of source time function and 56 



 3 

limited bandwidth (Spudich, 2005). In comparison, dynamic rupture simulations solve 57 

the stress history spontaneously and do not depend on the slip-stress results from 58 

kinematic inversions. However, how to obtain reasonable initial conditions is 59 

challenging and strong trade-off between slip-weakening distance and the strength 60 

reduction existed (Guatteri, 2000; Goto and Sawada, 2010). Recently, the non-61 

uniqueness in dynamic source parameters could be diminished by using multiple near-62 

field observations (Weng and Yang, 2018; Yang and Yao, 2019).  63 

An estimation method of 𝐷! value proposed by Fukuyama and Mikumo provides a 64 

simple and direct reference of slip-weakening distance on real faults (Fukuyama, 2003; 65 

Mikumo et al., 2003; Fukuyama and Mikumo, 2007), based on the proximity between 66 

the traction breakdown time and peak slip rate time in the condition of relatively smooth 67 

rupture development. When the rupture propagates smoothly, 𝐷! on the ruptured fault, 68 

could be approximated by observations at surface stations on fault at the time of the 69 

maximum slip rate (𝐷!") (Fukuyama, 2003; Mikumo et al., 2003). For off-fault stations, 70 

twice of fault-parallel displacement at the time of peak ground velocity, 𝐷!′′, was 71 

defined as an approximation of the 𝐷! in strike-slip faults (Fukuyama and Mikumo, 72 

2007). Therefore, observations at near-fault seismic and geodetic instruments enable a 73 

fast estimation of the slip-weakening parameter. 74 

However, near-fault coseismic observations are affected by several factors such as low-75 

velocity fault damage zones (Ben-Zion and Sammis, 2003) and seismogenic width 76 

(Weng and Yang, 2017). Damage zones are pervasively distributed along crustal faults 77 

and are characterized by low seismic velocity (velocity reduction around 20%-50%), 78 

usually with a width of hundreds to thousands meters (Yang and Zhu, 2010; Yang et al., 79 

2011, 2014; Yang, 2015; Yang et al., 2020). The existence of damage zone could not 80 

only promote the earthquake ground motion amplitude (Ben-Zion and Aki, 1990; Wu 81 

et al., 2009; Kurzon et al., 2014; Yang, 2015), but also impact earthquake rupture 82 

development (Huang and Ampuero, 2011; Weng et al., 2016). Since the 𝐷!′′ method 83 

relies on near-fault observation, the near-fault damage zone, also called low-velocity 84 
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zone (LVZ), could affect the estimation of 𝐷!.  85 

Moreover, a recent study obtaining slip-weakening distance from 𝐷!′′  method 86 

suggests the scale-dependence of 𝐷!′′  with earthquake final slip (Fukuyama and 87 

Suzuki, 2016; Kaneko et al., 2017) . While according to recent numerical studies, even 88 

without the difference in weakening parameters and stress distribution, only variation 89 

in seismogenic width would lead to change in earthquake moment (Weng and Yang, 90 

2017). Furthermore, the final earthquake moment may be subjected to hypocentral 91 

location and heterogeneous stress distribution although the 𝐷! is uniform on the fault 92 

(Yang et al., 2019). In order to examine the foregoing factors and effects on 𝐷! 93 

estimation, we conduct numerical simulations to investigate the above questions, for a 94 

better understanding of near-fault ground deformation and how the estimation of 𝐷! 95 

may be affected. 96 

2 Model and Method  97 

In this study, we use finite element code PyLith (Aagaard et al., 2013) to run 3D 98 

dynamic rupture simulations. The spontaneous rupture is governed by a linear slip-99 

weakening friction law (Ida, 1972) shown in equation (1): 100 

τ(𝛿) = )τ# −
(τ# − τ$)𝛿

𝐷!
τ$

											
𝛿 ≤ 𝐷!
𝛿 > 𝐷!

.					(1) 101 

τ#, τ% and τ$ denote the static frictional strength, initial shear stress and dynamic 102 

stress on fault plane, respectively (Table 1). A uniform slip-weakening distance,	𝐷! is 103 

set to be 0.4 m, which falls within the range of values that numerical simulations 104 

typically select (Day et al., 2005; Bizzarri et al., 2010; Weng and Yang, 2017). 105 

We set a vertical planar strike-slip fault imbedded in a 120 × 36 × 30	km& domain, 106 

in which all boundaries are absorbing boundaries except the free surface on the top (Fig. 107 

1a). In our models, the ruptures are allowed to propagate to the surface, as the ground 108 

velocity of buried-fault rupture may not contain enough information about the slip-109 
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weakening distance (Cruz-Atienza et al., 2009). The fault plane extends 100 km in 110 

along-strike length. We select variant seismogenic widths (𝑤) in depth to investigate 111 

their effects.  112 

To initiate the spontaneous rupture, we introduce a circular prestressed nucleation zone 113 

in the middle of the seismogenic width, within which the initial shear stress,	τ%'  is 114 

slightly higher than the static strength τ# (Table 1). A proper selection of nucleation 115 

zone size should ensure a stable rupture development, shorten the initiation time but 116 

also decrease the artificial effect (Bizzarri 2010, Galis et al. 2015). The radius of 117 

circular nucleation zone in this study is 4.0 km, which by test could establish stable 118 

rupture propagation in the current stress and friction level and also satisfies the 119 

estimated critical nucleation threshold (Galis et al., 2015): 120 

R()* =
𝜋
4

1
𝑓+,-.

𝜏/ − 𝜏0
(𝜏% − 𝜏0).

𝜇𝐷! .					(2) 121 

R()* refers to the critical nucleation zone radius of breakaway rupture, and 𝑓+,- is 122 

the minimum of the function: 123 

𝑓(𝑥) = √𝑥 ?1 +
𝜏%, − 𝜏%
𝜏% − 𝜏0

A1 − B1 − 1/𝑥.DE					(3) 124 

where 𝜏%,  is the initial shear stress inside the nucleation zone. Appling the values in 125 

Table 1, 𝑓+,- ≈ 1.626  and the critical nucleation size is R()* ≈ 3.92  km. Our 126 

selection of nucleation radius R()*= 4.0 km just meets the requirement of critical 127 

nucleation size to ensure a continuous propagation on the entire fault thus we could 128 

calculate the 𝐷!′′ with smooth rupture propagation. 129 

In the simulations with low-velocity zones, we set a finite low-velocity region confined 130 

by 𝐿0 in depth and 𝐿1 in the fault-normal direction (Fig. 1b). The velocity reductions 131 

observed at different faults range from ~20%-50% (Yang, 2015). Here the velocity 132 

reduction is set at a fixed value 30%, i.e. 2!32!,#
2!

= 2$32$,#
2$

= 30%, in which V4, V# 133 

represent the P and S wave velocities in the surrounding rocks (same as that in 134 
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homogeneous model, shown in Table 1), while V4,6, V#,6 refer to the P and S wave 135 

velocities in the LVZ, respectively. For simplicity, we set uniform density in the whole 136 

model. 137 

Calculating 𝐷!′′ demands good spatial and temporal resolution near the passage of 138 

rupture tips. To achieve a good spatial resolution in rupture tips and a convergent 139 

numerical result requires three or more grids inside the cohesive zone (Day et al., 2005). 140 

Cohesive zone refers to the area behind rupture tip where shear stress decrease from 141 

peak strength to dynamic friction. An estimation of the static cohesive zone length for 142 

linear slip-weakening law is given in equation (4) (Palmer and Rice, 1973; Day et al., 143 

2005): 144 

Λ% =
9𝜋
32

𝜇
1 − 𝜈

𝐷𝑐
τ# − τ$

.					(4) 145 

The grid size is ∆𝑥 = 200	𝑚	 in all models. Substituting the material property 146 

parameters in Table 1 into equation (4), for homogeneous models Λ%/∆𝑥 ≈16, while 147 

for the low-velocity zone with 30% velocity reduction Λ%/∆𝑥 ≈7, both meeting the 148 

numerical requirements. We also conduct convergence tests using grid size of 150 m 149 

and 250m. The slip distribution and slip rate on fault indicate that the numerical 150 

solutions are well converged for the grid sizes of 150 m and 200 m (Fig. S1). 151 

Comparison of ground velocities from models of different grid sizes also confirm that 152 

our choice of 200 m is sufficiently small to resolve the rupture process in our models 153 

(Fig. S2). The selection of time interval is ∆𝑡 = 0.01𝑠 in this study, which satisfies 154 

the Courant-Friedrichs-Lewy law (Courant et al., 1928) that the Courant-Friedrichs-155 

Lewy ratio 𝐶𝐹𝐿 = 𝑉7∆𝑡/∆𝑥 < 0.71. 156 

3 Data Processing and Results  157 

We nucleate ruptures at 𝑥 = 0 and output ground velocities and displacements from 158 

each dynamic rupture scenario (Fig. 2a). In the homogeneous model (𝑤 = 15	𝑘𝑚), if 159 

we track one point on the fault plane, the traction breakdown time and slip history 160 
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indicate that 𝐷! is 0.4 m (Fig. 2b), as we defined. For the record at the surface (Fig. 161 

2c), 𝐷!"  is measured at the time when slip rate on fault reaches the peak value 162 

(Mikumo et al., 2003, Fukuyama et al. 2003). Similarly, a 𝐷!′′ value is inferred at a 163 

station that is 0.2 km away from the fault at the time when fault-parallel velocity (FP 164 

velocity) reaches the maximum (Fig. 2d). By far this method has been applied on a few 165 

earthquakes (Table 2). Due to the limited instrument coverage, it is uncommon to have 166 

near-fault records that capture the coseismic ground motion. In the existing cases (Table 167 

2), near-fault seismic stations distribute from the ruptured faults with distances of 0.1 168 

km to 3 kms. In our numerical simulations, we calculate and analyze 𝐷!′′ in one 169 

quadrant on the ground surface in distance up to 3 km, according to the observations. 170 

3.1 Effects of filtering and coherency of ground velocities on estimating 𝐷!′′ 171 

To obtain consistent and reliable 𝐷!′′ value, we need to pre-process the fault-parallel 172 

ground velocity data output from model simulations. The peak velocity time directly 173 

inferred from the raw data may be affected by the high-frequency spikes in simulated 174 

waveforms. For instance, the peak velocity time on the raw data is slightly advanced 175 

comparing with that from the lowpass filtered data (Fig. 2d). In addition, the peak value 176 

is very close in the next wiggle and thus if we track the peak value in the raw data, we 177 

may obtain fluctuated 𝐷!′′ distribution (Fig. 3a). As the high-frequency contents in the 178 

waveforms appear to depend on the grid size (Fig. S2), they are likely numerical noise 179 

and do not represent the accurate synthetic ground velocities. As such, we apply a 180 

lowpass filter to remove the high-frequency wiggles in ground velocity data and obtain 181 

stable 𝐷!′′ values after applying a 2 Hz zero-phase lowpass filter (Fig. 3b). Comparing 182 

to the 𝐷!′′  results obtained from raw data (Fig. 3a), random values with large 183 

deviations from the true 𝐷! value are removed (Fig. 3b).  184 

In order to pick stable and continuous time moments automatically, we need to select a 185 

reasonable frequency range for the synthetic data. To test the potential bias introduced 186 

by filter, we check the frequency effects from 0.5 Hz to 3 Hz on ground velocity. For 187 

ground velocity waveform from homogeneous model (𝑤 = 15	𝑘𝑚), decreasing cutoff 188 



 8 

frequency would cause slight delay of peak velocity time (Fig. 4a) and thus leads to 189 

overestimation of 𝐷!′′ with lower cutoff frequency. To remove all the local wiggles 190 

but keep the shape of ground velocity pulse as much as possible, we chose 2 Hz as the 191 

cutoff frequency and apply it to all the models. Comparison of 𝐷!′′  values with 192 

different lowpass filters shows that the 𝐷!′′ values become stable for cutoff frequency 193 

up to 2 Hz (Fig. 4b - d). For most of the grids, 𝐷!′′ difference introduced between 2 194 

Hz and 3 Hz filter is less 0.05 m (Fig. 4b). 195 

In addition to the effects of filtering, we find that inconsistent phase picking at off-fault 196 

locations may also play a role in estimating the 𝐷!′′ values. Previous studies get 𝐷!′′ 197 

at the time of the maximum ground velocity (Fukuyama and Mikumo, 2007; Fukuyama 198 

and Suzuki, 2016; Kaneko et al., 2017). However, our synthetic ground velocity shows 199 

that latter phase may exhibit larger amplitude (Fig. 3d, shown as light green ticks on 200 

filtered waveforms). When using the absolute maximum velocity value to mark the 201 

passage of rupture front, inconsistent phases may be used to mark 𝐷!′′(Fig. 3d). In 202 

simulation, we have the advantage to set numerous virtual stations to obtain the 𝐷!′′ 203 

from the consistent phases; so we track the consistent phases to mark 𝐷!′′ from the 204 

location above nucleation center ( 𝑥 = 0 ) and obtain the 𝐷!′′  distribution from 205 

coherent phases (Fig. 3c & d). 206 

To obtain 𝐷!′′ values from consistent velocity phase, we use the following criterion to 207 

pick the first main peak velocity related with rupture front. For the ground grids nearest 208 

to the fault, the shape of velocity waveform is a clear single pulse, and we track the 209 

maximum velocity as 𝑡7 (peak velocity time corresponding to 𝐷!′′) from the initial 210 

center along the fault strike. For other ground grids, we search the first local maximum 211 

velocity within a 3-second time window according to the 𝑡7 of its most adjacent grid 212 

closer to the fault. We take this time moment as the rupture-related peak velocity time, 213 

𝑡7, of the grid so as to mark the corresponding displacement as 𝐷!′′. The purpose of 214 

setting a search window is to track the first rupture-related phase and avoid the 215 

deviation caused by multi-wiggles and potential multi-rupture phases. Animation of 216 



 9 

fault slip rate and fault-parallel ground velocity (Supplementary animation SM1) 217 

development has been inspected to confirm that our selected first peaks are related to 218 

the passage of rupture fronts.  219 

After correcting coherency in phase picking, the 𝐷!′′  values appear to be mostly 220 

underestimated (Fig. 3c). Before we pick coherent phases, there is a zone with fault-221 

normal distance less than ~1 km with overestimated values (Fig. 3a & b). In addition, 222 

such overestimations become severe in a region with fault-normal distance up to 3 kms 223 

with along-strike distances of ~10-22 km (Fig. 3a & b), corresponding to the initial 224 

stage of the rupture that nucleated from x = 0. Although such overestimations are 225 

removed by picking coherent phases, in the area associated with initial rupture stage 226 

the 𝐷!′′ values are significantly underestimated (Fig. 3c). Thus we only use the region 227 

where stable rupture is established on fault in the following statistics. We use the 𝐷!′′ 228 

values on the ground surface in a 20 km (along-strike) × 3 km (fault-normal) area. 229 

The range in along-strike direction is 25~45 km from the nucleation zone. The selection 230 

in fault normal direction of 3 km is based on the largest off-fault distance of stations (3 231 

km, Table 2) used to obtain 𝐷!′′ , in the 2002 Denali earthquake (Fukuyama and 232 

Mikumo, 2007). 233 

3.2 𝑫𝒄
"" values of homogeneous bounded-seismogenic fault 234 

As investigated by recent study (Weng and Yang, 2017), the width of seismogenic fault 235 

may affect the rupture development and the final earthquake scale. So we conduct 236 

simulations with variant seismogenic widths to evaluate the effects on 𝐷!′′ values. We 237 

show the 𝐷!"" distribution of uniform models with seismogenic width ranging from 10 238 

km to 20 km (Fig. 5), which is typical for crustal strike-slip faults. These models with 239 

different seismogenic widths have constant 𝐷! = 0.4	𝑚 and all other parameters as 240 

the same (Table 1). The outputted fault-parallel ground velocities are processed by the 241 

above procedure with filtering and coherency correction. The obtained 𝐷!"" on the 242 

ground is shown as deviation degree from prescribed 𝐷! (i.e. 9%
&&3	9%
	9%

).  243 
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In general, 𝐷!"" increases with seismogenic width (Fig. 5). After coherency correction 244 

for models with narrower seismogenic width, especially w ≤ 15	km , 𝐷!′′ 245 

underestimates the real 𝐷! for most grids in the selected area. In the model with w =246 

10	km, the largest 𝐷!"" deviation is around 57% from prescribed 𝐷! in the near-fault 247 

region of stable rupture segment. Overestimating appears as seismogenic width gets 248 

larger, which mainly occurs in the region further away from the fault trace, especially 249 

in the model with w = 20	km (Fig. 5e). The large 𝐷!"" values in the zone of ~2 grids 250 

from fault is produced by the waveform change from single pulse to double peaks of 251 

fault-parallel velocity. We calculate the average 𝐷!′′ in the selected area and find a 252 

linear increasing trend (Fig. 6a), although the prescribed 𝐷!  on fault is a constant. 253 

Standard variation of 𝐷!′′ ranges from 0.1～0.2 m for 𝐷! = 0.4	𝑚. 254 

As the 𝐷!′′ is determined by the shape and integral of fault-parallel velocity, we 255 

compare the velocity waveforms from models with different seismogenic widths on the 256 

ground surface. We extract fault-parallel velocity waveforms from same ground 257 

location and align them at the selected peak time 𝑡7  (Fig. 6b). Amplitudes of the 258 

selected velocity peaks increase significantly with seismogenic width, but the time 259 

durations before reaching the peaks are similar (Fig. 6b), which leads to growing 260 

integral values at time 𝑡7, i.e. 𝐷!′′. In comparison, the slip rate on fault shows the 261 

similar features as ground velocity, with peak values increasing with seismogenic 262 

widths while time durations are similar (Fig. 6c).  263 

Such difference is attributed to stress reduction rate, which is faster for models with 264 

larger seismogenic widths (Fig. 6d). According to Day, 1982, strain rate released at 265 

rupture tip could be approximated by: 266 

𝐺 ≈
𝜋
2 (
𝑉;
𝑉<
).

ℛ(𝑉<)

^1 − 𝑉<
.

𝑉;.

∙
∆𝜏.

𝜇 𝑤			(5) 267 
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in which 𝑉<  is the rupture speed, 	ℛ  is the Rayleigh function ( ℛ(𝑐) =268 

[b1 − !'

=('
b1 − !'

=)'
− (1 − !'

.=)'
).]), ∆𝜏 = 𝜏% − 𝜏0, and 𝑤 is the seismogenic width. 269 

Thus, the stress reduction rate depends on the widths. For the fault grids shown in Fig. 270 

6d, peak velocity time (shown as dots in Fig. 6d) arrives earlier than stress breakdown 271 

time. Thus, the deviation occurs with on-fault 𝐷!′ (shown in supplementary S3). As 272 

seismogenic width decreases, the advance in time of peak velocity than the stress 273 

breakdown time gets larger, which explains why the 𝐷!′′ underestimation gets more 274 

significant at narrower seismogenic width. 275 

Along the fault-normal direction, waveforms distort from impulsive forms (with single 276 

peak) to ramp-like forms (with multiple wiggles) as away from the fault surface (Fig. 277 

7a), which is responsible for the coarse 𝐷!′′ distribution in that direction (Fig. 7b). In 278 

the transition zone of waveform change, the effects on 𝐷!′′ is complicated. For the 279 

off-fault grids where shape change impends (𝑦 = 0.4	𝑘𝑚 in Fig. 7b), the latter wiggle 280 

grows into undistinguishable with the first pulse and cause a widen velocity pulse and 281 

thus delayed peak time 𝑡7, leading to large 𝐷!′′ values at 𝑡7. Further away from fault 282 

(𝑦 = 0.6	𝑘𝑚  in Fig. 7b), 𝐷!′′  decreases quickly once the multi-wiggle shape is 283 

formed. Then 𝐷!′′  increases gradually with fault-normal distance as the velocity 284 

waveform gets wider (Fig. 7a). The 𝐷!′′ variation related to waveform distortion could 285 

be around 15-50% in the transition zone (Fig. 8). Except in this region, the 𝐷!′′ values 286 

at both the nearest and away from fault distance show positive correlation with 287 

seismogenic width. 288 

3.3 𝑫𝒄
"" values of models with LVZ 289 

Around the seismogenic fault surface, we set the LVZ (Fig. 1b) to investigate the 𝐷!′′  290 

values when there is a near-fault damage zone. In Fig. 9 we show the 𝐷!′′  and 291 

waveforms on the ground of a LVZ model in which a 2.4 km-wide 𝐿1 and 3 km-deep 292 

𝐿0 low-velocity zone with 30% velocity reduction is inserted around the fault plane. 293 

With the existence of low-velocity zone, 𝐷!′′ values appear to overestimate the 𝐷!, 294 
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because ground velocities and displacements are amplified by the LVZ. After filtering 295 

and correcting coherency, 𝐷!′′ values from the LVZ model (Fig. 9a) are larger than 296 

twice of 𝐷!′′ in the homogeneous model (Fig. 3c), especially near the fault trace. 297 

Besides, enlargement of 𝐷!′′ not only occurs within the LVZ zone (Fig. 9a). It affects 298 

a broader area beyond the low-velocity range. After coherency corrections, the 299 

overestimate could be more than 100% in the near-fault region (Fig. 9a). 300 

Moreover, the LVZ leads to multiple wiggles and more complex wavefields in the near-301 

fault ground velocity (Fig. 9c & d). Furthermore, the later seismic phase might have 302 

larger amplitude than the first rupture related phase (shown as light green and blue ticks 303 

respectively in Fig. 9c & d), leading to overestimates of real 𝐷! when estimating 𝐷!′′ 304 

at the maximum velocity time (Fig. 9b). The deviation degree from real 𝐷! could be 305 

larger than 200% in near-fault regions if we do not follow the coherent phase (Fig. 9b).  306 

Moreover, geometric structure of LVZ varies for different fault systems. To investigate 307 

the effects from LVZ geometry, we change the LVZ width (𝐿1) from 1.2 km ~ 2.4km, 308 

depth (𝐿0) from 1.0 km to 5.0 km and calculate the average 𝐷!′′ of the selected area 309 

using the first rupture related phase (Fig. 10a). By changing geometry of the LVZ, we 310 

find the width of the LVZ has a pronounced promotional effect on 𝐷!′′ values. The 311 

𝐷!′′ values show positive correlation with LVZ width (𝐿1) for each 𝐿0  (Fig. 10). 312 

However, the increase of LVZ depth (𝐿0) does not always significantly promote the 313 

average 𝐷!′′  value. This might be related to the competing effects brought by 314 

increasing 𝐿0. In one side, larger 𝐿0 expands the region of LVZ and magnifies the 315 

𝐷!′′; on the other hand, extending of LVZ depth lowers the rupture speed on fault plane, 316 

which might contribute to the decrease of 𝐷!′′ (Supplementary SM2 shows a rupture 317 

development movie of a LVZ model). Meanwhile, the calculated 𝐷!′′  using the 318 

maximum velocity phase in LVZ models (similar to Fig. 9b) show the same increasing 319 

pattern with 𝐿1  but much larger average values (Fig. 10b). We also conduct 320 

simulations with different velocity reduction value (40%). The effects from velocity 321 

reduction values are minor, and variation pattern from LVZ geometry maintains the 322 
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same at different velocity reduction values. The results with a LVZ highlight the 323 

importance of understanding fault zone structures when using the 𝐷!′′ method to infer 324 

𝐷! in real cases. 325 

4 Discussion 326 

4.1 Off-fault distance and resolution distance 𝑹𝒄 327 

In Cruz-Atienza et al. 2009, a resolution distance 𝑅! is proposed for reasonable 𝐷!′′ 328 

estimation, which could be estimated by 𝑅! ≈ 0.8𝑉/𝑇!. 𝑉/ is shear wave speed, and 329 

𝑇! refers to the time span of stress breakdown process. In our homogeneous models, 330 

𝑉/ = 3.33	𝑘𝑚/𝑠 and 𝑇! is around 0.5 s, despite the variation in different positions and 331 

different models. Substitution into the equation, we get 𝑅! ≈ 1.3	𝑘𝑚  for 332 

homogeneous model, and smaller values for models with LVZ.  333 

On the other hand 𝑅!  could be approximated by the cohesive zone length. The 334 

cohesive length varies in depth and time. An average value in the middle depth of the 335 

corresponding fault segment is around 1~1.2	𝑘𝑚. In previous sections we analyze the 336 

waveforms and 𝐷!′′ values within 3 km off-fault distance. The choice of the off-fault 337 

range is meant to show the  𝐷!′′  values in a broad region based on the current 338 

application of 𝐷!′′ method, in which the largest off-fault distance is 3 km in Denali 339 

earthquake (Fukuyama and Mikumo, 2007). A narrower off-fault range would not 340 

change the obtained variation trend (Fig. 6a). The mean 𝐷!′′ values obtained in the 341 

nearest grids still present an increasing trend with seismogenic width (shown as crosses 342 

in Fig. 6a). In Fig. 6b we show the ground velocity waveforms of nodes with nearest 343 

off-fault distance (off-fault distance = 0.2 km) and the corresponding 𝐷!′′ values. The 344 

increasing tendency of 𝐷!′′ with seismogenic width still holds.  345 

4.2 𝑫𝒄
""and velocity waveforms in fault-normal direction 346 
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As ruptures propagate smoothly in the selected area, along strike direction the 347 

waveforms show high consistency and 𝐷!′′  values are continuous with minor 348 

variations in uniform models. In the fault-normal direction, 𝐷!′′ presents a piecewise 349 

variation pattern as described in section 3.2 (Fig. 7 & 8). The pattern indicates that in 350 

the near-field off-fault region, more complex 𝐷!′′ values might appear due to the 351 

waveform shape change.  352 

The off-fault variation of 𝐷!′′  is also calculated in other 3D spontaneous rupture 353 

simulations (Cruz-Atienza et al. 2009), in which an increasing trend is shown within 354 

around 2 km, different from the features in our results shown in Fig. 7 & 8. The near 355 

fault complexity in Fig. 7 originates from the waveform shape change as off-fault 356 

distance increases, which does not appear in Cruz-Atienza et al. 2009. The 357 

inconsistency might be related to the difference in profile location. The fault-normal 358 

profile in previous study to show variation in 𝐷!′′  values is directly above the 359 

nucleation center, while we show the average value in an area where rupture propagates 360 

tens of kilometers out of the nucleation zone. The selection in this study intends to avoid 361 

the effects from artificial initial zone and to calculate 𝐷!′′ at positions where rupture 362 

grows stably, as shown in Fig. 3. Even though selecting an area in middle part of the 363 

rupture may contain the effects of rupture propagation history, it is a more general 364 

choice which diminishes the potential impact from different strategies in rupture 365 

initiation. 366 

4.3 Scale dependence of 𝑫𝒄
""  367 

In the current application of 𝐷!′′ on real earthquakes, the earthquake magnitudes range 368 

from Mw 6.6 to Mw7.9, with an order of difference in maximum slip (Table 2). As a 369 

results, 𝐷!′′ increases with slip linearly (Fukuyama and Mikumo, 2007; Fukuyama 370 

and Suzuki, 2016; Kaneko et al., 2017). In our models, the average 𝐷!′′ values also 371 

increase with slip, e.g. in the models with different seismogenic widths (Fig. 11). As 372 

the seismogenic widths may affect the moments even with homogeneous parameters 373 

(Weng and Yang, 2017), such results are well anticipated because 𝐷!′′  here is 374 
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essentially near-field displacement, which is scaled to moment and moment rate (Aki 375 

and Richards, 2002). However, the prescribed 𝐷! is a constant (i.e. 0.4 m) in all our 376 

models, indicating that the scale dependence of 𝐷!′′ with slip/moment can not reflect 377 

that 𝐷! must be scaled with slip. 378 

Whether dynamic source parameters such as 𝐷! are scale-dependent has been widely 379 

investigated in previous studies (Abercrombie and Rice, 2005; Tinti et al., 2005a, 2005b, 380 

2009; Cocco and Tinti, 2008; Viesca and Garagash, 2015). The scale-dependent fracture 381 

energy from seismological observation might provide indirect constrains on the 382 

increasing trend of 𝐷! with earthquake slip (Abercrombie and Rice, 2005; Tinti et al., 383 

2005b; Cocco and Tinti, 2008; Viesca and Garagash, 2015), which however still 384 

contains uncertainties due to the trade-off between 𝐷! and strength excess. Although 385 

recent studies have removed the trade-off using near-field observations and kinematic 386 

sources parameters (Weng and Yang, 2018; Yao and Yang, 2020), it is extremely 387 

challenging to distinguish whether 𝐷!  is homogeneous or heterogeneous in the 388 

condition of heterogeneous stress distribution (Yao and Yang, 2020). 389 

4.4 Potential deviation of 𝑫𝒄
"" estimation 390 

Utilizing the advantages of numerical simulation, we set numerous of virtual stations 391 

on the ground and obtain the average 𝐷!′′ using the coherent velocity phase in the 392 

stable rupture segment. However, in reality, it is uncommon to have more than one 393 

station in the near-fault region (i.e. less than 3 km to the ruptured fault) to capture the 394 

coseismic deformation. Therefore, 𝐷!′′ is likely inferred from the maximum velocity 395 

without coherence correction, as did in previous studies (Fukuyama and Mikumo, 2007; 396 

Fukuyama and Suzuki, 2016; Kaneko et al., 2017). As shown in our numerical results, 397 

overestimations could be as large as 70% and increase with seismogenic width. If there 398 

is a profound LVZ surrounding the ruptured fault, 𝐷!′′ obtained at the maximum 399 

ground velocity is significantly amplified (Fig. 9b & 10b). The overestimation bias at 400 

single location could be as large as twice of the real 𝐷!  (Fig. 9b). The near-field 401 

complexity requires multiple stations to achieve better estimation of 𝐷!. Recently, with 402 
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the increasing deployment of near-fault dense arrays, more near-fault waveform data 403 

would become available and provide opportunities to obtain more 𝐷!′′ measurements. 404 

Besides seismogenic width and near-fault low velocity zone, there are other potential 405 

factors which could play roles in the 𝐷!′′ estimation. For example, in this study we 406 

use uniform stress distribution in models; as the heterogeneity would leads to 407 

heterogeneous slip distribution, it may affect the on-fault 𝐷!′ and 𝐷!′′ on the ground. 408 

Another important factor is the rupture speed. As 𝐷!′′ is mainly obtained from strike-409 

slip faults, effects from supershear rupture needs to be considered. One of the four 410 

current application cases, Denali earthquake (Table 2), is considered to have supershear 411 

rupture speed. From numerical simulations, transient or stable super shear rupture is 412 

suggested to be a common phenomenon with the rupture reaches free-surface (Kaneko 413 

and Lapusta, 2010; Xu et al., 2015). In supplementary figure S4, we show the results 414 

from different S ratio (𝑆 = >*3>+
>+3>,

) (D. J. Andrews, 1976) as S ratio impact the rupture 415 

speed and occurrence of supershear rupture. In a bounded fault, the S ratio would also 416 

affect rupture transition from breakaway to self-arresting (Weng and Yang, 2017). Thus, 417 

the effects of S ratio and rupture speed might be significant and thus may demand 418 

additional work to investigate. 419 

5 Summary 420 

We conduct numerical simulations of 3D spontaneous rupture to investigate the 421 

estimation results of 𝐷!  using 𝐷!′′ values, regarding the effects from seismogenic 422 

width and low-velocity zones. We picked the first rupture-related peak from lowpass 423 

filtered ground velocity and obtained 𝐷!′′ from the ground displacements within a 424 

selected area where stable rupture is established. With a constant prescribed 𝐷! on 425 

homogeneous fault, the obtained 𝐷!′′  from the ground surface shows positive 426 

correlation with seismogenic width, as the amplitude of ground velocity increases with 427 

the width. With the existence of LVZ, the ground velocity is amplified and complicated 428 

with multi-wiggles, and the corresponding 𝐷!′′ is magnified. The complex wavefields 429 
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introduced by the LVZ might lead to large overestimation when using 𝐷!′′ at the 430 

maximum velocity time to estimate 𝐷!. The width of LVZ plays a more prominent 431 

effects on enlarging 𝐷!′′ compared to LVZ depth. The numerical results indicate that 432 

the obtained scale dependence based on 𝐷!′′ might be affected by the effects of fault 433 

geometry and material properties, such as seismogenic zone width and low-velocity 434 

zone. Overestimation should be considered when using 𝐷!′′ from limited near-fault 435 

stations to infer 𝐷! on real fault. 436 
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Table 1. Parameters Setting in Homogenous Models 596 

Fault parameters Value 
Nucleation Radius 𝑅"#$ (km) 4.00 

Peak strength,	τ% (MPa) 31.40 
Dynamic stress,	𝜏& (MPa) 27.00 

Initial shear stress(nucleation), 𝜏'(  (MPa) 0.2+𝜏) 
Initial shear stress, τ' (MPa) 29.00 

Slip-weakening distance, 𝑑$ (m) 0.40 
Poisson’s Ratio, 𝜈 0.25 

Density, 𝜌 (𝑔/𝑐𝑚*) 2.705 
𝑉+ (km/s) 5.77 
𝑉, (km/s) 3.33 
𝜇 (GPa) 30 

 597 

Table 2. Application Cases of 𝐷$′′	 Method 598 

Earthquake & 
Station info 

Magnitude 𝐷$′′ 
Station 
off-fault 
distance 

Total 
Slip 

𝐷$′′/Total 
Slip 

Distance 
from 

epicenter 
References 

2000 Tottori Mw 6.6 0.3 m 0.1 km 1 m 0.3 ~ 4.7 km 

(Mikumo et 

al., 2003; 

Fukuyama 

and 

Mikumo, 

2007) 

2002 Denali Mw 7.9 2.5 m 3 km 6.5 m 0.38 ~ 85 km 

(Fukuyama 

and 

Mikumo, 

2007) 

2016 Kumamoto Mw 7.1 1 m 0.5 km ~2.3 m 0.43 ~ 7 km 
(Fukuyama 

and Suzuki, 

2016) 

2016 Kaikoura Mw 7.8 4.9 m 2.7 km 14 m 0.35 
~ 115.6 

km 
(Kaneko et 

al., 2017) 
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Figures 601 

 602 

Figure 1. (a) Model setup of rupture simulation. We set left-lateral strike-slip fault 603 

model in this study. Navy circle in the center shows the nucleation zone location; light 604 

blue band indicates the seismogenic fault zone. The x, y axis corresponds to the ground 605 

coordinate axis used in the following 𝐷$′′ distribution figures. Red triangles represent 606 

virtual stations to infer 𝐷! , 𝐷!" and 𝐷$′′ respectively. (b) Illustration of the model 607 

with low-velocity zone. LVZ is shown in light green. 𝐿1 refers to the LVZ width in 608 

the fault-normal direction; 𝐿0 indicates the LVZ depth. 609 

  610 
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 611 

Figure 2. Illustration of determining 𝐷!, 𝐷!" and 𝐷!′′. (a) Cutting profile of slip on 612 

the fault plane of a uniform model with 𝑤 = 15	𝑘𝑚. The contours are isochrones of 613 

rupture front. Red triangles correspond to the locations to obtain 𝐷!, 𝐷!" and 𝐷!′′ 614 

in subfigure (b), (c) and (d). (b) Stress (red) and slip (blue) history of the on-fault grid 615 

at 𝑥 = 	36.4	𝑘𝑚, 𝑑𝑒𝑝𝑡ℎ = −7.4	𝑘𝑚. Dash line indicates the stress breakdown time 616 

and the corresponding slip value is 𝐷!. (c) Time history of slip rate (red) and slip 617 

(blue) of the on-fault grid at 𝑥 = 	36.4	𝑘𝑚, 𝑑𝑒𝑝𝑡ℎ = 0	𝑘𝑚. Dash line indicates the 618 

time of peak slip rate;	𝐷!" is inferred at the corresponding slip value. (d) Time history 619 

of fault-parallel velocity (red) and displacement (blue). Amplitude of displacement is 620 

doubled for estimation of 𝐷!′′ in the strike-slip fault model. The brown curve shows 621 

the waveform with 2 Hz lowpass filter applied. The dash line and dot-dash line mark 622 

the peak velocity time of filtered waveform and raw data respectively. 𝐷!′′ = 	0.43𝑚 623 

is obtained from the filtered data. 624 
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 626 

 627 

Figure 3. Data processing with filter and coherency correcting. (a) 𝐷!′′ deviation 628 

degree (i.e. 9%
&&3	9%
9%

, 𝐷! is constant, 0.4 m) inferred from the raw data (corresponding 629 

to dark green time ticks in (d)). Triangles represent the virtual station locations of the 630 

profile shown in (d). (b) 𝐷!′′ deviation degree with filtered applied. The peak time 631 

to infer 𝐷!""  is selected from 2 Hz lowpass filtered velocity waveforms 632 

(corresponding to light green time ticks in (d)). (c) 𝐷!′′  deviation degree after 633 

coherency correcting (corresponding to blue time ticks in (d)). (d) Fault-parallel 634 

velocity profile along strike direction (profile location at y = 1.2 km, shown as 635 

triangles in (a) to (c)). Red curves are 2 Hz lowpass filter velocity waveforms, beneath 636 

which black curves show the raw data. Blue ticks mark the picked time 𝑡7  to 637 

determine 𝐷!""  after coherency correcting. Light green ticks show the time of 638 

maximum velocity from filtered data. Dark green ticks exhibit the time of maximum 639 

velocity from raw data. For the traces with ticks overlapped, the plotting order of ticks 640 

is raw (dark green), filtered (light green) then coherency corrected (blue).  641 
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 642 

 643 

Figure 4. Comparison of different lowpass filter bands. (a) Original ground velocity 644 

waveform output from the model and lowpass filtered waveforms with cutoff frequency 645 

at 3 Hz, 2 Hz, 1 Hz and 0.5 Hz, respectively. Waveforms are extracted from the grid at 646 

𝑥 = 35	𝑘𝑚, 𝑦 = 0.2	𝑘𝑚  (shown as triangles in (b)-(d)) of a uniform model with 647 

seismogenic width 𝑤 = 15	𝑘𝑚. (b) Differences between 𝐷!""	values with peak time 648 

obtained from 2 Hz & 3 Hz lowpass filtered waveforms. (c) and (d) are similar to (b), 649 

but the compared lowpass filters are 1 Hz & 2 Hz and 0.5 Hz & 1 Hz, respectively. 650 
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 653 

Figure 5. 𝐷!"" deviation degree after filter and coherency correction applied in the 654 

selected region. (a) to (e) are of uniform models with seismogenic widths of 10 km, 12 655 

km, 15 km, 17 km and 20 km, respectively. 656 
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 658 

Figure 6. (a) Average 𝐷!""  values versus seismogenic width in uniform models. 659 

Diamonds are the average 𝐷!"" values calculated in the selected region shown in Fig. 660 

5. Error bars for y axis indicate the standard deviations of 𝐷!"". The crosses show the 661 

average 𝑑!
"" values of grids with off-fault distance y = 0.2 km. (b) Ground velocity 662 

waveforms from models with variant widths aligned at the peak velocity (extracting 663 

from a same position: x = 35 km, y = 0.2 km). (c) Slip rate time series from models 664 

with variant widths aligned at the peak slip rate (extracting from: x = 35 km, z = 0 km). 665 

2 Hz lowpass filter is applied on waveforms in (b) & (c). (d) Shear stress time evolution 666 

aligned with the peak strength. Solid dots denote the time of peak slip rate as shown in 667 

(c). Color legends of waveforms is shown in (b) corresponding to the widths.  668 
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 670 

Figure 7. (a) Velocity waveforms variation in fault-normal direction. The fault-parallel 671 

velocity waveforms are aligned at the picked time 𝑡7 and are from four grids with 672 

different fault-normal distances (x = 35 km). The off-fault distances and corresponding 673 

𝐷!"" values are shown in the legend. 2 Hz lowpass filter is applied on waveforms. (b) 674 

Ground distributions of 𝐷!"" deviation degree. Triangles represent the locus of the four 675 

selected grids in (a). The colors of triangles and waveforms are corresponding to each 676 

other. The crosses and the line on the right of (b) show the average 𝐷!"" trend in the 677 

fault-normal direction. 678 
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 680 

Figure 8. Average 𝐷!"" trend in the fault-normal direction. Each color corresponds to 681 

a seismogenic width. Solid circle on the lines represent an average 𝐷!""  value 682 

calculated in a fault-normal distance. The dash line shows the prescribed 𝐷! = 0.4	𝑚. 683 
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 685 

Figure 9. 𝐷!"" deviation and waveform profiles in a LVZ model (𝐿1 = 2.4	𝑘𝑚, 𝐿0 =686 

3.0	𝑘𝑚 , velocity reduction is 30%). (a) 𝐷!′′  deviation degree inferred from first 687 

rupture-related velocity peak after coherency correction. (b) 𝐷!′′ deviation degree 688 

obtained at the maximum fault-parallel ground velocity time. The dash line in (a) and 689 

(b) marks the one-side range of LVZ on the ground Triangles in (a) & (b) show the 690 

station locations of profiles in (c) & (d). (c) Fault-parallel ground velocity profile along 691 

fault-normal direction (profile location at 𝑥 = 35.0	𝑘𝑚 from initial zone). (d) Fault-692 

parallel ground velocity profile along strike direction (profile location at y = 1.4 km off 693 

the fault trace). In subfigure (c) & (d), waveforms in red are 2 Hz lowpass filtered fault-694 

parallel velocities. Blue ticks mark the picked time 𝑡7 after coherency correcting to 695 

determine 𝐷!"" in (a). Light green ticks show the time of maximum velocity in the 696 

waveforms, which leads to a distribution of 𝐷!"" in (b).  697 

  698 

0

1

2

3

N
o

rm
a

l t
o

 f
a

u
lt 

(k
m

)

25 30 35 40 45

Dc" deviation on the ground

−30

0

30

60

90

120

(%)(a)

0

1

2

3

N
o

rm
a

l t
o

 f
a

u
lt 

(k
m

)

25 30 35 40 45

Along strike (km)

0

50

100

150

200

(%)(b)

0

1

2

3

N
o

rm
a

l t
o

 f
a

u
lt 

(k
m

)

10 15 20 25

Time (s)

(c)

25

30

35

40

45

A
lo

n
g

 s
tr

ik
e

 (
km

)

10 15 20 25

Time (s)

2Hz LP Velocity(d)



 35 

 699 

Figure 10. Average 𝐷!"" values versus 𝐿1 . 𝐷!"" values in (a) are obtained using the 700 

first rupture-related velocity peak after coherency correcting (similar to Fig. 9a). 𝐷!"" 701 

in (b) are obtained at the maximum fault-parallel ground velocity time (similar to Fig. 702 

9b). Red, blue and green diamonds represent models with 𝐿0 =703 

1.0	𝑘𝑚, 3.0	𝑘𝑚	𝑎𝑛𝑑	5.0	𝑘𝑚, respectively. The dash line marks the prescribed constant 704 

𝐷! = 0.4	𝑚. The dot dash line shows the average 𝐷!"" value in the uniform model 705 

without LVZ. 706 
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 708 

Figure 11. Average 𝐷!"" values versus slip in uniform models. Radius of the circles 709 

corresponds to the magnitude of the scenario earthquakes. Red line shows the least 710 

square fitting of the data points, with the expression equation shown in red. The dash 711 

line marks the prescribed constant 𝐷! = 0.4	𝑚.  712 

 713 

0.1

0.2

0.3

0.4

0.5

0.6

D
c"

 (
m

)

1.0 1.5 2.0 2.5

Average Slip D (m)

Dc"=0.112D+0.152

Mw7.01 Mw7.45



Supplementary Figures 1 

 2 

 3 

 4 

Figure S1. Comparison of simulated rupture results of different grid size. (a) Rupture 5 

isochrones contours on the fault plane in a homogeneous model with 𝑤 = 15	𝑘𝑚. The 6 

red dash line, black line and blue dot line are rupture isochrones of models with grid 7 

∆𝑥 = 150	𝑚, ∆𝑥 = 200	𝑚 and ∆𝑥 = 250	𝑚, respectively. (b)-(d) are comparison of 8 

slip rate waveforms, at different locations, which is declared on the top of each 9 

subfigure. 2 Hz lowpass filter is applied to the slip rate waveforms. 10 
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 12 

Figure S2. Comparison of simulated ground waveforms of different grid size. (a) – (c) 13 

show the raw data of fault-parallel velocity at different locations. (d) – (e) show the 2 14 

Hz lowpass filtered waveform data. The grid location is declared on top of each column. 15 

Red, black and blue curve corresponds to the grid size of ∆𝑥 = 150	𝑚, ∆𝑥 = 200	𝑚 16 

and ∆𝑥 = 250	𝑚, respectively. The model shown in this figure is uniform with 𝑤 =17 

15	𝑘𝑚. 18 
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 20 

Figure S3. 𝐷!" deviation on the fault plane. (a) 𝐷!" deviation degree of raw data. (b) 21 

𝐷!" deviation degree inferred from2 Hz lowpass filtered slip rate. Triangles in (a) and 22 

(b) shows the grid locations of the waveforms in (c). (c) Slip rate waveforms and shear 23 

stress change. The waveform profile located at middle depth z = -7.6 km, shown as 24 

triangles in (a) & (b). The model shown in this figure is uniform with 𝑤 = 15	𝑘𝑚. 25 
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 27 

Figure S4. Average 𝐷!""  values with different S ratio. (a) Average 𝐷!""  versus 28 

seismogenic width. (b) Average 𝐷!"" versus average rupture speed. The average values 29 

are calculated in the 20 km (along-strike) × 3 km (normal-to-fault) area as shown in 30 

Fig. 5. Red, black, blue and green symbols correspond to S ratio = 1.1, 1.2, 1.3 and 1.4, 31 

respectively. S ratio = 1.2 is set for all of other models in this study. Transient supershear 32 

occurs in the selected area for model with S ratio = 1.2, 𝑤 = 24	𝑘𝑚. For model with 33 

S ratio = 1.4, rupture turns into self-arresting in 𝑤 = 20	𝑘𝑚 model, which does not 34 

break the whole fault. 35 
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Supplementary Movies 37 

 38 

SM1. Animation of the fault-parallel ground velocity on the ground surface and the slip 39 

rate on the fault plane. This is output from a uniform model with seismogenic width 40 

𝑤 = 15	𝑘𝑚. 41 

 42 

SM2. Animation of the fault-parallel ground velocity on the ground surface and the slip 43 

rate on the fault plane. This is output from a model with low-velocity zone (𝐿# =44 

2.4	𝑘𝑚, 𝐿$ = 3.0	𝑘𝑚, velocity reduction is 30%).  45 

 46 


