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Abstract

Seismic observations involve signals that can be easily masked by noise injection. For InSight, NASA’s lander on Mars, the

atmosphere is a significant noise contributor for two thirds of a Martian day, and while the noise is below that seen at even

the quietest sites on Earth, the amplitude of seismic signals on Mars is also considerably lower requiring an understanding and

quantification of environmental injection at unprecedented levels. Mars’ ground and atmosphere provide a continuous coupled

seismic system, and although atmospheric functions are of distinct origins, the superposition of these noise contributions is poorly

understood, making separation a challenging task. We present a novel method for partitioning the observed signal into seismic

and environmental contributions. Pressure and wind fluctuations are shown to exhibit temporal cross-frequency coupling across

multiple bands, injecting noise that is neither random nor coherent. We investigate this through comodulation, quantifying the

signal synchrony in seismic motion, wind and pressure. By working in the time-frequency domain, we discriminate the origins
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of underlying processes and provide the site’s environmental sensitivity. Our method aims to create a virtual vault at InSight,

shielding the seismometers with effective post-processing in lieu of a physical vault. This allows us to describe the environmental

and seismic signals over a sequence of sols, to quantify the wind and pressure injection, and estimate the seismic content of

possible Marsquakes with a signal-to-noise ratio that can be quantified in terms of environmental independence. Finally, we

exploit the temporal energy correlations for source attribution of our observations.
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Key Points:22

• A comodulation analysis is implemented to describe and interpret the sensitivity of23

InSight’s seismometers to atmospheric energy injection24

• The seismic response of InSight to the wind and pressure is observed to vary diurnally25

and seasonally depending on atmospheric conditions26

• The power from the wind and pressure signals injected into seismic events is quantified27

to assess marsquake discrimination28
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Abstract29

Seismic observations involve signals that can be easily masked by noise injection. For30

InSight, NASA’s lander on Mars, the atmosphere is a significant noise contributor impeding31

the identification of seismic events for two thirds of a Martian day. While the noise is below32

that seen at even the quietest sites on Earth, the amplitude of seismic signals on Mars is33

also considerably lower, requiring an understanding and quantification of environmental in-34

jection at unprecedented levels. Mars’ ground and atmosphere provide a continuous coupled35

seismic system, and although atmospheric functions are of distinct origins, the superposition36

of these noise contributions is poorly understood, making separation a challenging task. We37

present a novel method for partitioning the observed signal into seismic and environmental38

contributions. Atmospheric pressure and wind fluctuations are shown to exhibit temporal39

cross-frequency coupling across multiple bands, injecting noise that is neither random nor40

coherent. We investigate this through comodulation, quantifying the signal synchrony in41

seismic motion, wind and pressure. By working in the time-frequency domain, we discrimi-42

nate the origins of underlying processes and provide the site’s environmental sensitivity. Our43

method aims to create a virtual vault at InSight, shielding the seismometers with effective44

post-processing in lieu of a physical vault. This allows us to describe the environmental45

and seismic signals over a sequence of sols, to quantify the wind and pressure injection, and46

estimate the seismic content of possible Marsquakes with a signal-to-noise ratio that can be47

quantified in terms of environmental independence. Finally, we exploit the temporal energy48

correlations for source attribution of our observations.49

Plain Language Summary50

InSight put the first seismic station on the surface of another planet in 2019. While it51

has made the first detection of marsquakes, the wind has been providing a strong background52

signal. This work aims to separate out the unwanted injection from the atmosphere on53

Mars to give us confidence when we are seeing vibrations from the planet itself. To do this54

we use measurements from InSight’s wind and pressure sensors.However, we see no stable55

relationship between how strongly the wind is blowing and how much vibration we pick up on56

our seismometers. Also, we are mainly sensing the wind shaking the lander, which in turn is57

transmitting its vibrations to the ground under our seismometer. These complications have58

led us to use the measurements themselves to work out the strength of the environmental59

injection rather than rely on a complex time-varying model of the possible pathways. We60

show how we can work out estimates of how much the atmosphere is affecting our seismic61

measurements and in particular show that the strongest possible quakes we have detected62

are above what we might have expected from just the measurements from our wind and63

pressure sensors at the time.64

1 Introduction65

The InSight seismic station on Mars is the first geophysical observatory ever deployed66

on the surface of another planet (W. B. Banerdt et al., 2020). It has recorded the quietest67

seismic traces observed since the Apollo mission, owing to the lack of anthropogenic noise68

and oceanic microseismic noise on Mars (Lognonné et al., 2020). However, unlike on the69

Moon, strong motion due to local atmospheric injections dominates the data for much of70

the Martian day (sol). This was previously observed by the Viking’s seismic experiment71

(Anderson et al., 1977; Lorenz et al., 2017) where the on-deck seismometer was mostly72

affected by wind coupling. This impact of such a site noise level on the ability for an73

on-deck deployment to perform seismology was established in Panning et al. (2020).74

In light of the lessons learned from the Viking mission, InSight invested much effort75

in the deployment of the Seismic Experiment for Interior Structure (SEIS) seismometer.76
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As the mission’s critical scientific instrument, SEIS was developed with the prime focus on77

recording ground motions caused by seismic events, offering a unique and unprecedented78

opportunity for identifying marsquakes or meteorite impacts. The SEIS assembly design79

is comprised of an independent three-axis seismometer duo: the oblique very broad band80

(VBB) and short period (SP) seismometers (Lognonné et al., 2019). SEIS measurements81

are complemented with the on-deck mounted Auxiliary Payload Sensor Suite (APSS, see82

(Banfield et al., 2018; Spiga et al., 2018)), monitoring environmental conditions to help83

limit the impact of Mars’ local atmosphere fluctuations on SEIS over both short and long84

time-scales, via continuous high-rate pressure, temperature and wind measurements (Tem-85

perature and Winds for InSight (TWINS)). A robotic arm (Trebi-Ollennu et al., 2018) was86

included to move the SEIS assembly from the lander deck to a precise area on the ground87

and then cover it with the Wind and Thermal Shield (WTS). As such, InSight has been able88

to operate as a seismic observatory on Mars and has detected several regional and distant89

marsquake events (Giardini et al., 2020).90

Although this careful deployment and subsequent shielding has proved significant in91

reducing the noise level for InSight, and below that seen at the quietest sites on Earth92

over much of its observational bandwidth, the seismic traces still exhibit clear correlation93

with the environmental conditions and so their analysis is required. Lander-induced vi-94

brations that predominantly originate from variations observed in the atmosphere, induce95

regolith displacements through elastic deformations and continuously couple to the seismic96

signal. This was predicted in pre-landing assessments (Lognonné & Mosser, 1993; Murdoch97

et al., 2017; Mimoun et al., 2017). The observed relationships are complex and exhibit98

non-linear coupling dynamics, complicating investigation of any seismic signals. In this99

work we introduce a comodulation framework to determine the complex relationships that100

emerge from the continuous coupled system between the atmosphere and ground accelera-101

tion, and quantify the noise contribution to the seismic signal. Our method is applied to102

the detected marsquakes to quantify their independence from environmental contamination103

and help discriminate the origins of observed seismic features. Finally, we show that the104

comodulation approach can be applied to retrieve wind speed and direction, and also the105

pressure fluctuations over short and long time-scales.106

2 Background107

On Earth, much research has gone into minimizing the background noise in seismic108

observations. While this is bounded by instrument sensitivity, the installation most often109

provides the limiting factor in terms of site-noise injections across the recording bandwidth110

(Ringler et al., 2020). A significant driver of this noise is a sensitivity to the environmental111

parameters of temperature, pressure and wind either through first-order forcing or second-112

order coupling (Johnson, Vernon, et al., 2019). Such coupling could arise, for example, from113

the transferred energy of wind-induced motion on local trees or structures to the shallow114

subsurface (Johnson, Meng, et al., 2019). These have linked and overlapping contributions115

and we here focus on the pressure and wind sources.116

The injection into the seismic record has several modalities which each impact different117

frequency bandwidths. Low frequency injections with periods above 10s, are relatively well118

understood physically. For the vertical component, the pressure force begins to dominate119

(Ziolkowski, 1973; Zürn & Widmer, 1995) whereas the horizontal experiences tilt from both120

pressure and wind effects (G. G. Sorrells, 1971; G. Sorrells et al., 1971; G. G. Sorrells &121

Goforth, 1973; De Angelis & Bodin, 2012). This direct forcing is accentuated by local site122

characteristics including the ground material and vault/installation topology, which induce123

extra effects based on material response and forcing on nearby objects (Dybing et al., 2019;124

Johnson, Meng, et al., 2019; Wolin et al., 2015).125

Site contributions extend to higher frequencies and recent studies on the wind induced126

noise have performed statistical analyses across arrays to determine the spatial variation127
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(Johnson, Meng, et al., 2019; Lott et al., 2017; Dybing et al., 2019; Hutt et al., 2017). Lack128

of local coherence between stations has been reported (Dybing et al., 2019) showing that129

turbulence causes a complicated set of features which can produce tremor-like waveforms130

causing confusion when searching for low SNR local events (Johnson, Meng, et al., 2019).131

This injection modality includes high frequencies above 1 Hz (Withers et al., 1996). A132

theoretical approach to high frequency injections considering shear stress on site features133

requires a thorough knowledge of the site’s characteristics (Naderyan et al., 2016). The134

sensitivity across a broadband range (0.1-100Hz) has been examined in Lott et al. (2017)135

where it is found that wind speed and direction are important as local topology and slope136

winds play a part. In general, the intermediate seismic bandwidth (0.1-1Hz) is dominated by137

the microseism and so environmental effects are rarely observed even in moderate noise sites138

(Dybing et al., 2019). In contrast, for InSight this is the prime observational bandwidth,139

and so our analysis requires quantifying environmental injection at unprecedented levels140

compared to terrestrial seismology in a bandwidth which has has been comparatively little141

studied.142

With respect to the InSight mission, a noise model was developed prior to landing.143

Its aim was to describe and predict the noise contributions from different sources including144

those excited by the wind and pressure (Mimoun et al., 2017). This model identifies that145

the major injections will consist of:146

1. Instrument self-noise147

2. Temperature/thermoelastic sensitivity148

3. External magnetic fields149

4. Ground tilt150

5. Lander motion151

The ground tilt and lander motion are the analogous modes to the low and high frequency152

injection pathways discussed in the Earth literature. At longer periods, this tilt is predom-153

inantly the response of the ground to direct forcing from the pressure field (Lognonné &154

Mosser, 1993; Kenda et al., 2017b, 2020) and so a coherency analysis can be performed lead-155

ing to a decorrelation (Garcia et al., 2020). Tilt can also be caused by wind forcing on the156

lander and WTS. In fact, the lander injection was predicted to be a significant contributor157

(Murdoch et al., 2017) and as Mars lacks ocean-generated microseism, these injections will158

be observed across the full bandwidth. This mode is the analogue of the coupling of wind159

from nearby structures and plants on Earth (Johnson, Meng, et al., 2019) and causes vertical160

motion in additional to tilt seen in the horizontal components. This has been analysed in161

terms of the drag and lift forces on the lander in Murdoch et al. (2017). Teanby et al. (2017)162

and Myhill et al. (2018) produced an analysis of how such forcing would couple through the163

regolith, using analogue studies in Iceland to inform the contribution to the noise model.164

Furthermore, the lander has several resonances which are excited by the wind (Murdoch et165

al., 2018). As a result, the contributions are expected to be multiple and complex.166

Understanding these atmospheric contributions is further complicated when only one167

seismic station is available; spurious signals cannot be rejected through local array correla-168

tions as is commonly performed on Earth. On the other hand, as there is lower background169

ambient seismicity on Mars, the injection mode can be examined across the full bandwidth.170

This means that approaches to tackle the wind and pressure injections should be separable171

from the seismic signal at lower amplitudes, potentially leading to better techniques for the172

study on Earth.173

In this work we introduce a novel approach in which to analyse the sensitivity of the174

seismometer response to injections with an environmental source across the full-bandwidth.175

In doing so, we are able to determine the independence of seismic events and other observed176

features. This allows building of a virtual vault, where noise factors are attenuated by177

post-processing of the seismic output rather than physically attenuated at the input to the178
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seismometer. Conversely, the method can further exploit the quantified seismic and pressure179

sensitivity and be applied in reverse to obtain estimates for predictions of the atmospheric180

variables, for both the wind speed and wind direction.181

3 Data182

To help constrain the atmosphere-induced noise contribution into the seismic signal,183

InSight is measuring multiple environmental parameters continuously at a high sampling184

rate and accuracy: wind speed and direction, temperature, pressure and the vector magnetic185

field, using APSS (Banfield et al., 2018). The TWINS sensors measure winds facing in186

opposite directions in the east and west directions, and stand at slightly different heights of187

less than 10 cm due to InSight’s tilt in its landed position on Homestead hollow (Banfield et188

al., 2020). A detailed study of the characteristics and meteorological phenomena observed189

from InSight’s atmospheric science instrument data are described in Banfield et al. (2020).190

Data are recorded continuously at 1 Hz for the wind, 20 Hz for pressure, with both191

variables transmitted at adjustable frequencies depending on the available data bandwidth192

(frequencies varying between 0.1 Hz and 1 Hz for the wind sensor and between 2 Hz to 20193

Hz for the pressure sensor.) Seismic data is recorded continuously and downlinked at 20 Hz194

for the VBB. The SP records continuous 100 Hz, but transmits at 20 Hz. Downlink requests195

for specific events of interest allow small time-windows of pressure, wind and SP data to be196

transmitted at the higher recorded rates.197

In this paper, we focus on the continuous data (InSight Mars SEIS Data Service, 2019).198

This allows for longer durations of uninterrupted data, permitting a deeper investigation199

into the atmospheric coupling measured by SEIS. We also provide examples of some of the200

longest duration of uninterrupted 100 Hz data, to demonstrate the broadband characteristics201

of atmospheric injection into the system and any variability in the seasonal evolution.202

4 Analysis of the InSight observatory’s sensitivity to atmospheric con-203

ditions204

4.1 The Comodulation framework205

We aim to explore the injection of wind and pressure into the seismic response from206

0.01Hz to 50Hz as this encompasses the range in which seismic events have been observed207

(InSight Marsquake Service, 2020). We adopt a data-driven analysis, the comodulation208

framework, to determine how the signals relate before consideration of the fundamental209

physics driving such relationships. This particularly builds upon the approaches discussed in210

(Johnson, Meng, et al., 2019; Lott et al., 2017; Dybing et al., 2019) which utilize a statistical211

approach. Analysis of related signals through comodulation has notably been applied to212

understanding monaural and binaural processes of the human auditory system, where the213

perceptual comparison of sound by energy content reflects both the time and frequency214

information in the signal (J. W. Hall et al., 1984; Buus, 1985; Richards, 1987; Verhey et215

al., 2003). Further interactions by comodulation were noted in electrical field oscillations in216

the brain during cortical cooperativity and spatial memory tasks (Bruns & Eckhorn, 2004;217

Shirvalkar et al., 2010). In this case, we are examining the power comodulation between218

signals from three different sensors that raises its own particular challenges.219

To introduce this method we first consider a qualitative investigation of continuous220

VBB data for sols 237–239, shown in Fig. 1. In this figure, we present spectrograms for the221

three seismic axes, vertical (Z), north (N/S) and east (E/W), pressure and wind speed for222

sols 237–239 (at a solar longitude of Ls = 59◦). The weather during this period was typical223

of northern spring conditions at the InSight landing site in Elysium Planitia (Banfield et al.,224

2020). The ambient (large-scale) wind direction is from the south-east in the daytime with225
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excursions from the south-west direction in the nighttime (see InSight weather observations226

in (Banfield et al., 2020) and pre-landing predictions in (Spiga et al., 2018)). Multiple dust227

devil-like convective vortices occur through the daytime, identified by an abrupt drop in the228

atmospheric pressure with broadband injection and ground tilt seen on SEIS. The maximum229

pressure drop during this 3-sol period occurred on sol 239 with a magnitude of 4.7 Pa and230

can be observed in Fig. 1a as a broadband impulse in the pressure and seismic spectrograms231

at 11.41 Local Mean Solar Time (LMST).232

There is a three-regime meteorological diurnal cycle typically encountered at the InSight233

landing site at various seasons (Banfield et al., 2020): intense convective turbulence in the234

daytime between 08:00-17:00 LMST; a quiet period after sunset of low wind speed below the235

wind sensor’s detection threshold, when Mars is quiet enough to reveal the instrument self-236

noise (Lognonné et al., 2020) and the majority of the identified seismic events are detected237

(Giardini et al., 2020); and, following a transition in wind direction (17:00-19:00 LMST), a238

nighttime regime with gravity waves and small-amplitude shear-driven turbulence (19:00-239

07:00 LMST). Although transition times between these three regimes vary on a seasonal240

timescale, opportunistic windows for seismic detection emerge during the low noise periods.241

One example of such a window is indicated by the vertical grey dashed lines in Fig. 1. The242

quiet periods can also be distinguished by the emergence of a continuously excited 2.4 Hz243

vibration, predominantly on the vertical component with an origin that is yet unknown244

(Lognonné et al., 2020). A 15-minute high frequency event exciting this 2.4 Hz resonance245

is observed at the final quiet window, at approximately 18:52 LMST in the evening prior to246

sol 240.247
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Figure 1: (a) Spectrograms of the continuous 20 Hz VBB during the sol-period 237 to
239 for all three ENZ components, respectively, (b) Spectrogram of the continuous pressure
channel over the same duration (c) Wind speed data in cyan. Pressure (0.1-4 Hz) and vertical
acceleration (0.1-8Hz) envelopes are here scaled by a single gain and an offset, shown in green
and red, respectively. (d) Envelope correlation coefficient between the seismic acceleration
response in (d) and wind speed derived in Section 4.2.1 (e - left) Magnification of the quiet
period during which envelope correlation breaks down and (e - right) a period during strong
correlation, showing how the daytime turbulent fluctuations dance in synchrony.
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The wind speed magnitude and the power fluctuations observed in the spectrograms248

of pressure and ground acceleration in Fig. 1 are strikingly similar across a wide range of249

frequencies. Despite this, the coherence between the raw time series is often low (Garcia250

et al., 2020). This indicates a breakdown in the phase relationship between the signal251

amplitudes. To this end, we propose that the similarity of these spectrograms and the wind252

speed magnitude is caused by comodulation between the atmospheric and seismic signals.253

The observed co-variation between the signals will be driven by the known effects254

previously outlined, e.g. the effect of wind on local features, tilting and vibrations. We can255

consider these effects by constructing a model where the measured atmospheric conditions,256

pressure and wind, are considered as inputs with the seismic ground acceleration as the257

output, that is, the response to forcing from various physical injection pathways. These258

include:259

1. Direct forcing on the ground from the atmosphere260

2. Vibrations of the lander coupled through the regolith261

3. Forcing on the WTS coupled to the SEIS assembly through local ground deformations262

and direct forcing acting on the umbilical tether connecting the deployed instrumen-263

tation to the lander body264

The response of each of these pathways is complex and the proposed comodulation frame-
work is invoked to capture the multiple pathways and describe the full effects of the system.
Hence we consider these pathways in terms of energy transfer rather than signal ampli-
tude. This energy injection is predominantly driven by dynamic pressure P as outlined in
(Murdoch et al., 2017),

P =
ρU2

2
where ρ is the air density and U is the wind speed, injecting energy through various paths
that include the lander, WTS and ground itself through drag forcing

F = SCP

where S is the surface area and C the drag coefficient. This highlights the many sensitivities265

of the system including the wind speed, the height of the object on which the force is266

imparted, the wind direction (which will affect the surface area with respect to the lander267

geometry) and the air composition. In addition, the drag coefficient of these elements is268

dependent on the Reynolds number, which in turn is affected by the wind properties itself.269

The Reynolds number characterizes the flow, which can be described by an ’orderly’ laminar270

flow or by a ’chaotic’ turbulent flow; or as transient between the two. Furthermore, the271

surface topography will also affect the wind properties. Although wind speed is the major272

variable, the relationship with pressure shown in Fig. 1 indicates this cannot be ignored in273

these bandwidths, whether its cause is instrumental sensitivity to wind, a joint dependence274

through turbulence or the introduction of additional forcing pathways.275

This approach of relying on the signals themselves to quantify the injection is in con-276

trast to the more theoretical studies in this issue (Garcia et al., 2020; Kenda et al., 2020;277

Murdoch et al., 2020) which found good application within certain frequency bands or dur-278

ing convective vortices enabling the extraction of near surface elastic properties from the279

physical pathway. In order to further distinguish environmentally generated seismic noise280

across the full bandwidth, however, future studies must handle the comodulated effects281

elucidated here.282

4.2 Envelope calculation and comparison283

The seismic acceleration and pressure spectrogram intensities are correlated along with284

the wind speed, and suggest power co-fluctuations, as shown in Fig. 1. To quantify this285
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observed comodulation relationship we examine the root mean square (RMS) envelopes,286

e[t], which yield an estimate of the signal power. To this end we are able to capture the287

observed variation in the power domain. In this section we derive how these envelopes are288

obtained and then compared.289

For a given time series x[n] (n = 1, 2 . . . , N) the spectrogram is calculated as a set of
power spectral density (PSD) slices X[k, t] for a window length Wlen and overlap OLwin,
where k denotes the frequency bin and t the time step at which the window is taken. The
envelope is then calculated as

e[t] =

√√√√P+Q∑
k=P

X[k, t]
1

Wlen
(1)

where P and Q designate the frequency bins that equate to the desired bandwidth of study290

fmin − fmax.291

4.2.1 Envelope regression through moment matching292

The envelopes eZ[t], eN[t], eE[t], eP[t] and eW[t] are the signals by which we can assess293

the correlation between the wind, pressure and seismic measurements. The pressure and294

wind are termed as inputs to the system and the seismic acceleration response is the output.295

To this end, we would like to predict one envelope from another through a regression. We296

have chosen to implement the method of moments as a statistical basis for this regression297

(DeGroot & Schervish, 2012) a tool that has enjoyed a wide variety of applications as a298

common approach used for estimation in econometrics (Hansen, 1982; A. R. Hall, 2005), to299

determining the evolution of aerosol dynamics (McGraw, 1997).300

The method of moments dictates that two time series can be matched in terms of their301

statistical moments, in this case with the first moment being the mean and the second central302

moment being the variance about the mean, In this approach, we assume one distribution to303

be the reference distribution, with the other being the empirical. The moments are therefore304

the primary parameters in determining a forecasting equation that transforms the empirical305

distribution, from its sample moments, to the corresponding population moments of the306

reference distribution (Pearson, 1894; Hansen, 1982). The method of moment approach can307

therefore exploit relationships by solving between unknown parameters and the moments308

of two distributions. This fundamentally sets up a theoretical moment equation that yields309

from the transformation of the time-series, in our case, to their envelopes. The moments310

for each variable provide solutions to the ensuing set of equations, by matching the sample311

moments to the reference.312

For example, consider N samples of the time series eX [t] and eY [t] stored in the vectors
eX = [eX [1], eX [2], . . . , eX [N ]] and eY = [eY [1], eY [2], . . . , eY [N ]]. To moment-match the
time series eY [t] to eX [t] up to second-order statistics, the mean of eY is first set to zero
and the variance is normalised to one. The variance is then scaled to that of eX and
the mean added. Only one theoretical moment equation is required for each unknown
parameter describing the time-series. This is solved by the ensuing set of equations in terms
of the moments arising from the time-series of interest. An estimator is then obtained by
substituting the moments evaluated from the sample to the theoretical moments of the
reference time-series. This process is summarised as

eMM
Y = (eY −Mean(eY ))

(Var(eX)

Var(eY )

) 1
2

+ Mean(eX) (2)

where the mean operator is

Mean(e) =
1

N

N∑
n=1

e[n] (3)
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and the variance operator is

Var(e) =
1

N − 1

N∑
n=1

|e[n]−Mean(e)|2 (4)

for the vector e = [e[1], e[2], . . . , e[N ]]. This is essentially a process to choose a gain and an313

offset to regress two time series.314

This envelope is computed for the three seismic axes Vertical, eZ[t], North, eN[t], and315

East, eE[t] and the pressure eP[t]. As noted above, the wind speed, eW[t], is already in316

the necessary domain for comparison. The visual similarity of Fig. 1a, b & c can therefore317

be quantified by comparing the wind speed to the power, as calculated using a moving318

RMS envelope, of the pressure and ground acceleration in different frequency bands. The319

wind speed, pressure (0.1–4 Hz) and ground acceleration (0.1–8 Hz) envelopes, are shown320

in Fig. 1c. The pressure and vertical ground acceleration envelopes are scaled and offset321

(using the matched moments technique) to obtain a regression to the wind speed allowing322

an estimate for the equivalent wind speed from the total power in each of these signals on323

the basis of wind-induced coupling. The correlation between signals in power as opposed to324

the usual amplitude is shown in Fig. 1d, where the averaged correlation between the wind325

speed and seismic envelope is maintained throughout the sol. The correlation indicates326

synchronous amplitude envelope fluctuations and therefore attributes the atmosphere as327

the primary noise injector masking the seismic signal.328

4.3 Application of comodulation analysis for InSight329

In this section we describe the generally observed relationships in terms of the comod-330

ulation at the daily and seasonal scales. The signals comodulate across the Martian sol331

in distinct regimes and comodulation offers a way of quantifying the distinct relationships332

seen during each regime. We achieve this by application of the moment-matching approach,333

allowing us to compare the degree of coupling between the atmospheric and seismic signals.334

These regimes are then analysed over a range of bandwidths to explain the full observation.335

We consider how these relationships have changed over the course of the mission. As the336

environmental components of pressure and wind are the driving factor, their relationship is337

then discussed. Finally we show how the wind data can be predicted from the seismic and338

pressure signals using the moment-matching approach.339

4.3.1 Diurnal variation340

We examine, first at diurnal timescales:341

1. the ground acceleration response to the atmospheric variation over the course of a342

sol,343

2. the frequency dependence of this variation,344

3. the difference between vertical and horizontal acceleration response for both 1 & 2.345

In order to explain the observations, we will first describe their relationships over the diurnal346

cycle.347

348

4.3.1.1 Time dependence of diurnal ground acceleration:349

Fig. 2c shows the vertical seismic acceleration envelope (in the 0.1-8 Hz band) against350

the wind speed for sols 237–239. Fig. 2a plots the pressure and temperature variations of this351

3-sol period, with the vertical lines indicating the sunrise and sunset in each sol. The wind352
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speed is shown in (b). Over the course of these sols it can be seen that the relationship is353

governed by three regimes according to the wind-induced ground response. These dominant354

regimes in the observed acceleration coincide with the typical three-regime diurnal cycle of355

Mar’s atmosphere at the Insight landing site, as encountered at various seasons (Banfield356

et al., 2020).357

During the Martian sunset, a quiet period emerges when the wind drops below a thresh-358

old of 2.4 m s−1, with the acceleration response confined within the (red) tail in the dis-359

tribution of Fig. 2c. We quantify this threshold as the point below which there is no360

correlation with the seismic signal, as we further discuss in Section 4.3.3. During this pe-361

riod, the acceleration response reaches the noise floor of the VBB sensor for the bandwidth362

under investigation. No relationship can then be established between the wind speed and363

acceleration envelope. Impulse excursions are seen in the seismic acceleration envelope at364

stationary wind speeds, attributed to short duration non-atmospheric incursions, most often365

due to glitches (Scholz, J.-R. et al., 2020). The variance in this period is at its lowest for the366

ground acceleration, in line with this being the calmest daily interval. However, due to the367

unreliability of wind retrieval below this threshold, the variance in the wind measurements368

is high.369

Following the quiet period, in (blue), the wind speed gradually rises from 3 m s−1 to370

6 m s−1 during the nighttime until dawn. The presumed mechanism taking place during371

this period is an atmospheric phenomenon known as nocturnal low-level jet (Banfield et al.,372

2020), during which the ground acceleration appears to vary much more strongly to such low373

amplitude wind-speed variations. This is quantified by a steep power-law relationship with374

an exponent of a = 4 (Fig. 2d). Generally, the nighttime regime is highly stable on Mars with375

a strong near-surface inversion, allowing only for shear-driven weak turbulence to develop,376

which could result into moderate jet-yielding conditions associated with weakly turbulent,377

close-laminar flow (Banfield et al., 2020). This weak turbulence generates a well-behaved378

low variance around the mean of the wind speed time-series distribution. In contrast, the379

variance for acceleration is high, due to increased sensitivity in this regime. This period380

is characterized by long-period fluctuations in the pressure, related to gravity waves and381

bores, while the temperature profile is stable as the surface is cooler (Fig. 2a, (Banfield et382

al., 2020)).383
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Figure 2: (a) Pressure and temperature with sunset/sunrise times annotated for sols 237-
239. LMST axis time-aligned with (b) (b & c) Three main periods are evident during sols
237 - 239 investigated here, with the acceleration envelope (0.1-8 Hz) moment-matched to
the reference wind speed time-series separately for each regime. In the quiet period during
late afternoon, the wind drops below a threshold during which the noise approximates the
noise floor of the VBB sensor (red). During this period no relationship can be established
between the wind speed and acceleration envelope. Following this period, in (blue), the
wind speed consistently rises slowly from 3 m s−1 to 6 m s−1 during the nighttime to the
sunrise, with the ground acceleration responding much more strongly to low amplitude
wind-speed variations. This regime is maintained through a steep power-law relationship
with an exponent of a=4. The intensive convective turbulence regime during daytime (dark
gray) with a power-law exponent of a=2. The transition to this turbulent regime occurs at
∼ 6 m s−1. In (b) we have color-coded the transitions to the regime at dawn and sunset. (c)
Power-law fits (intercepts at log10) to the main periods and their transitions, investigated
as independent regimes.
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The intense convective turbulence regime during daytime (dark gray) follows a shal-384

lower power law with an exponent of a = 2 (Fig. 2d). The transition to this turbulent385

regime occurs at a mean ambient wind ∼ 6 m s−1. It is characterized by the strongest wind386

speed fluctuations in the Martian sol, which in turn generates the highest moment values in387

the distribution, for both mean and variance. The short-term variance in this period is also388

highest for both temperature and pressure, due to rapid fluctuations389

By separating these established power-law regimes, and hence providing well defined390

moments in the reference distribution for each segment, the moment matching technique391

from Eq. (2) can be applied in a piece-wise approach to provide a reasonable regression392

of the empirical distribution. In this case, we have transformed the acceleration domain393

to that of our reference, the wind speed, as shown in Fig. 2c, thus providing a measure394

for the equivalent wind speed, which can be seen to follow quite closely the measured one.395

The moment matching method captures the power-law variation through matching the396

logarithmic distribution in each regime using a single scaling and offset for the second-order397

moments.398

In reality, these power-laws do not abruptly shift but follow the transitions between399

each regime. The rapid rise of temperature during the Martian morning imposes steep400

positive gradients for both the atmospheric and surface temperature (Fig. 2a), while fast401

cooling in the early Martian afternoon imposes an inverse temperature gradient, with such402

temperature swings also measured by previous missions (Hess et al., 1977; Sutton et al.,403

1978; Schofield et al., 1997; Davy et al., 2010; Banfield et al., 2020; Mueller et al., 2020).404

The transition from the nighttime to intense turbulence daytime regime takes place after405

sunrise, a period during which these steep atmospheric temperature gradients induce a406

separate short-duration regime. Similarly, the reverse occurs before sunset and as such,407

these effects could play a dominant role in the transitional behaviour. A detailed break-408

down of these regimes and their transitions with fitted power-laws is illustrated in Fig. 2c.409

This indicates the presence of a short-lived linear transition during sunrise with a steeper410

transition during sunset.411

4.3.1.2 Frequency dependence of the ground acceleration response412

This analysis can be expanded to consider several bandwidths and include pressure,413

as shown in Fig. 3. The envelopes for the vertical acceleration response and pressure are414

computed in 0.01-0.1 Hz, 0.1-0.5 Hz, 0.5-1 Hz and 1-4 Hz bandwidths and plotted against415

each other and the wind speed. The pressure envelope also correlates with the seismic416

acceleration envelope, with similar, although less obvious regimes with relationships less417

dispersed compared to the wind. At the lowest frequencies, 0.01-0.1 Hz, the correlation418

between the seismic acceleration envelope and pressure envelope/wind speed is much weaker,419

and restricted to higher signal powers. This may be caused by injections not captured by the420

environmental sensors, such as instrument glitches. This additional non-correlated injection421

can be clearly seen recurring in the VBB Z row of Fig. 3a below 0.1 Hz, with a weak422

energy injection during the quiet period and a stronger injection occurring from midnight423

and extending beyond sunrise. As the frequency increases, the instrumental noise raises424

the seismic-signal threshold and a steeper power law represents a greater sensitivity of the425

seismic signal to environmental injection. In contrast, pressure and wind maintain a more426

consistent linear relationship, with an exponent of a = 1 above 0.1 Hz. Below a threshold of427

2.4 m s−1 the response of both the pressure and seismic signals is very weak. As discussed428

in Section 4.1 the driving factor for the environmental injection is through the dynamic429

pressure. While we have shown the pressure envelope also correlates, it is the wind speed430

that allows the direct determination of dynamic pressure and so we will limit our analysis431

of the seismic injection to the wind speed before returning to this aspect in Section 4.3.3432

where we will discuss the comodulation factors between all three signals.433
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Figure 3: (a) Spectrograms for the continuous 10 Hz pressure and 20 Hz VBB Z data for
sols 237–239 (b) The vertical acceleration envelope for 0.1-8 Hz and pressure envelope for
0.1-4 Hz is matched to the wind speed by a single gain and an offset over the 3 sols, based
on the first two moments of the wind speed. This is time-synced to (a), with the time
axis color-coded in LMST. (c) Relationships between the pressure and vertical acceleration
envelopes, and wind speed, plotted over increasing frequency bands computed in 0.01-0.1
Hz, 0.1-0.5 Hz, 0.5-1 Hz and 1-4 Hz bandwidths. For both pressure and ground acceleration
a wind speed threshold of about 2.4 m s−1 is observed, consistent with (Lognonné et al.,
2020). A linearity between the wind speed and pressure is evident, indicating that pressure
is a good predictor of the wind speed above the threshold.–14–
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Considering the full bandwidth from the detected marsquake event range to the an-434

tialiasing filter cut-off (0.1-40 Hz) observed by SEIS, similar correlation relationships are435

followed, as shown in Fig. 4 for both VBB and SP data for sols 361–362. In pane c, the436

acceleration response envelopes (frequencies of 0.1-1 Hz, 1-8 Hz and 8-40 Hz) are this time437

indicated for all three components; the East, North and Vertical, plotted against the wind438

speed. These sols take place in the early-summer (solar longitude of Ls = 115◦), in contrast439

to the mid-spring depicted in Fig. 2. Here, the typical three-regime cycle of the weather is440

repeated, however, the ground acceleration indicates changes in its response. This is further441

addressed under the seasonal variation in Section 4.3.2. Each weather regime is well de-442

scribed by a power-law relationship over increasing bandwidths, similar to as observed above443

in Fig. 3. There is a pronounced increase in each slope with increasing frequency, indicating444

a higher sensitivity under the same weather fluctuations. Nevertheless, all bandwidths still445

share a wind-speed threshold, bounding the acceleration envelope to the ambient noise limit446

of that frequency range. The threshold here for these two sols 361–362 has increased to447

∼2.8 m s−1, slightly above the threshold observed for sol 237–239 at ∼2.4 m s−1.448

To track how frequency-related relationships change with wind speed, pane d of Fig. 4449

shows the average power spectrum of the three-component seismic signal as a function of450

the wind speed from 0.1-10 Hz on the VBB and from 10-40 Hz on the SP. The dominant451

feature in this representation is the concentration of energy in mechanical modes evident452

as horizontal features at their resonant frequencies. These prominent modes are associated453

with the lander body, solar panels, instrument deployment arm, load shunt assembly and454

tether, co-exciting with surges in atmospheric activity. Such features are also observed on455

Earth, for example, resonant modes in ocean-bottom seismometer attributed to head-buoy456

cables strumming from fluid motion, even at moderate current velocities (Stähler et al.,457

2018). Here, a further characteristic of the wind speed threshold is apparent, the abrupt458

attenuation of modes below < 10 Hz at the 2.8 m s−1 wind-speed threshold. The high459

frequency bandwidth (8-40 Hz) exhibits increased scatter in the acceleration compared to460

the lower frequencies in all three regimes of the weather’s diurnal pattern, as illustrated461

by Fig. 4b. This is owed to the persistence of multiple superimposed resonant modes and462

features below the wind speed threshold at higher frequencies, suggesting an excitation463

mechanism other than wind or pressure. The variance below the threshold is even further464

amplified by the frequent occurrence of a distinct class of spikes, called ’Donks’, impulse-465

like high-frequency (>8 Hz) occurrences likely from elastothermal relaxation exciting the466

mechanical resonances as seen in Fig. 4d (Lognonné et al., 2020). These very short-duration467

excursions cannot be attributed by the energy observed in either atmospheric variable.468

4.3.1.3 Comparison of vertical and horizontal ground acceleration response469

The horizontal east and north components follow similar power laws to the vertical470

for all the frequency bandwidths examined in Fig. 4c. The transition between the regimes471

occurs at the same wind speed for all three components, with the threshold at ∼2.8 m s−1
472

distinguishing the quiet period for sols 361–362. A further corner point at 4 m s−1 seen473

in Fig. 4d represents the nighttime regime in our exemplar sols up until sunrise. During474

this period the 2.4 Hz resonance is excited below a boundary set at 4 m s−1 particularly475

on the vertical component. This excitation disappears for higher wind speeds along with476

the 1 Hz tick noise - electrical crosstalk between the seismic channels and the temperature477

house-keeping channels - observed on the N/S and Z. Above 10 Hz it can be seen that there478

are persistent modes even below the wind thresholds, with their intensity increasing with479

wind speed for all three components. For example, there is a particularly strong resonance480

at 25 Hz.481

However, at the lowest frequencies < 0.3 Hz the seismic power increases with wind speed482

only on the horizontal components, likely through a tilt injection as described in (Murdoch et483

al., 2017). Even during the more turbulent parts of the day, the higher and lower frequency484

injections on the horizontal seismic components maintain a relatively undisturbed frequency485
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gap, only beginning to merge at ∼0.3 Hz during the stronger wind speeds. Owing to the486

injection by separate mechanistic processes, this frequency noise isolation suggests a possible487

bandwidth for event detection in the horizontal components even during more turbulent488

periods, something not applicable to the vertical. No events have been recorded to-date489

within this frequency band during the daytime.490

SP

VBB

0.1 – 1 Hz

1 – 8 Hz

8– 40 Hz

a

b

c

d

Figure 4: Spectrogram of the VBB Z acceleration for sols 361-362 is shown at the top
pane. The wind speed follows, with the time axis color-coded in LMST. Note the similarity
in the total seismic intensity to the wind magnitude. The third pane demonstrates the
relationships that arise over the three main frequency bands, 0.1-1 Hz (VBB-bottom), 1-
8 Hz (VBB-middle) and 8-40 Hz (SP-top). The bottom row shows the histogram of the
atmospheric injection of wind speed per frequency bin in the acceleration signal over the
same period. Overlaid in red is the mean acceleration calculated at each wind speed bin
from the bottom row.
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4.3.2 Seasonal changes491

The diurnal comodulation relationships have been driven by the cycle of convective492

daytime and shear-driven nighttime turbulence and the Martian seasons trigger a change in493

these cycles. Fig. 5 compares the wind speed and envelope correlations for the (previously494

examined) bandwidths 0.1-1 Hz, 1-8 Hz and 8-40 Hz calculated on data from sols 98–99,495

290–291 and 361–362 corresponding to a Martian late winter, late spring and early summer,496

respectively (seasons are indicated for the northern hemisphere). The selection of these sols497

is based upon availability of 100 samples per second (sps) seismic data. It can be immediately498

observed that the correlation relationships between wind speed and acceleration response499

envelopes do not follow a single trajectory, but rather exhibit seasonality with shifting500

patterns in the expected three-regime diurnal cycle of the weather.501

These three cases offer a good sample of the different environmental conditions met502

by InSight in the first 400 sols of operation (Figure 7 in Spiga et al. (2020)). On the late-503

winter sols 98–99, close to spring equinox, InSight experiences high surface temperatures504

and particularly low ambient wind speed. Conversely, on the late-spring sols 290–291, close505

to summer solstice, surface temperatures reach a seasonal low while ambient wind speed is506

strong. The early summer period for sols 361-362 features a surface temperature on the rise507

again with ambient wind speed remaining strong. Of all those three cases, sols 98–99 are508

characterized by the strongest wind gustiness (Figure 9 in Spiga et al. (2020)).509

The sols 98–99 are turbulent throughout, the mean ambient wind speed is low, and the510

relationship is maintained predominantly within a single regime described by a single power-511

law. Because the surface temperature is at its highest during these two sols (Mueller et al.,512

2020) and wind speed is low (Spiga et al., 2020), this could lead to purely buoyancy-driven513

convection throughout the sol. While sols 98–99 fall mainly within a single regime there is514

considerable variance. Furthermore, the noise floor is not reached due to the absence of a515

calm period. The high variance across this period is seen by different sensitivities to the516

ground acceleration for the same wind speeds and neighbouring local times of occurrence.517

This increased sensitivity is observed particularly in the nighttime up to dawn.518
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0.1 – 1 Hz
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Sol 290 - 291 
Late-Spring

Sol 361 - 362
Early Summer

Figure 5: Seasonal dependency of the wind-seismic relationship that could arise from
different external parameters such as temperature, pressure and air density.
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For sols 290 and 291, the acceleration response trajectory during nighttime is split into519

at least three paths. During the distinct inertial oscillations caused by the low-level jet520

weak turbulence two of the pathways are observed; the first emerges around midnight and a521

further one at 4 am. The latter transitions to a flat region before re-emerging shortly after522

sunrise from ∼ 6 to 9 am LMST, characterized by increased seismic injection compared to523

other sols appearing as an outlier with a clear trajectory, Although it is well matched to524

the steeper power law as observed in other sols, this divergence reveals a prominent feature.525

Upon closer inspection, this behaviour matches a reversal to the wind direction during the526

weakly turbulent, close laminar flow of the low level jet stream. This regime matches to a527

power-law exponent of 2 for 0.1–1 Hz, and further continues into the daytime turbulence.528

The quiet period is entereed at a lowest wind speed threshold close to m s−1. compared to529

the other two. The flat slope of the quiet period is more strongly evident at the two higher530

bandwidths, with the donks apparent in a cluster at 8 to 40 Hz, before the re-emergence531

of comodulation after midnight for a period, returning to the flat region for a short period532

before the injection rises again. For the 0.1-1 Hz band the whole sequence is almost along533

a single power law aside from a branch of higher sensitivity during the morning.534

On sols 361-362 the three regimes are present similarly to sols 237–239 with clearly535

defined trajectories. The nighttime regime here can be seen gradually climbing up along a536

steep power-law trajectory, with the local time distinctly identified. After sunrise, the morn-537

ing turbulence injects the highest energy but follows a shallower power law of approximate538

a=2 for the 0.1-1 Hz, with this slowly shifting in its intercept until sunset. At the transi-539

tion to the quiet period this enters back to a steeper power law with lower injection after540

noon, likely due to density shift, giving the greatest separation of the daytime branches. It541

then promptly enters the regime with the wind speed below the threshold, identified here542

at 2.8 m s−1. The lack of injection during the quiet period is distinct at all frequencies with543

the highest wind-speed threshold of the three periods.544

For the latter sols 290–291 and 361–362, there is an increase in both ambient wind speed545

and turbulence which is seen injected into the ground acceleration. The regimes are more546

clearly separated with more variable power-law relationships. The daytime regime preserves547

the relationship to a power-law close to 2. The power-law begins at the strongest ground548

deformations early in the day, while slowly shifting down to lower responses under similar549

wind magnitudes in the afternoon. This negative shift in acceleration could be related to550

the shift in the air density through the day, triggered by steep temperature gradients at the551

onset of the sun rising, and the transition of the sun setting. A denser air in the nighttime to552

early morning would exert a higher dynamic pressure on the surrounding elements inducing553

a stronger lander-coupled motion for the same wind speeds experienced through the day.554

This can be seen as the high variability in the acceleration envelope during the nighttime555

under relatively low wind speeds, forming a steep power law relationship. In contrast, a less556

dense air from the daytime heating will weaken up the wind-induced lander motion. Since557

the evolution through each regime essentially maintains a single power-law with a shift in558

the intercept, this could provide an alternative way of determining the Martian air density559

variation at InSight.560

In summary, these changes in the diurnal variation previously discussed 4.3.1 are driven561

by the changing wind profile across the seasons, shown in Fig. 5. For sols 98–99 the wind562

speed is generally low with indistinct regimes and a constant low-level turbulence as mea-563

sured by its high wind gustiness (Spiga et al., 2020). For late spring into early summer,564

the turbulent daytime increases in length and strength. As a result, it can be concluded565

that the seismic signal’s sensitivity to the environment depends on specific weather condi-566

tions such as atmospheric pressure, wind direction, turbulence intensity/gustiness, air and567

ground temperature. It should be added that these conditions also affect the TWINS sensor568

calibration. TWINS is calibrated to retrieve the Reynolds number at the sensor position,569

and shows a lower measuring threshold for Reynolds numbers of approximately 100. This570

translates to a seasonal variable wind speed threshold value at sunset given the pressure571
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and temperature evolution. The measured wind speed threshold would range at sunset572

from 2 m s−1 to 2.8 m s−1 for sols included in this study. Complete seasonal coverage by573

InSight over two martian years will help confirm the trends observed in this study.574

4.3.3 The relationship between pressure and wind575

Figure 6: This figure establishes the cross-frequency interactions between the atmosphere
and ground acceleration. Co-fluctuations in amplitude-amplitude power of seismic and
pressure with the wind magnitude oscillations are a prominent feature that persists diurnally.
(Top) Envelope correlation coefficient for sols 237-239 between pressure and wind, and
vertical acceleration and wind. The distance between each pair of points represents the
frequency band at which the pressure or VBB Z signals were band-passed and envelopes
extracted. The calculation for the correlation coefficient was subsequently applied to this
extracted envelope. (bottom) Envelope correlation matrix for sols 237-239 between the
vertical ground acceleration and pressure for frequencies 0.01 Hz up to Nyquist for each
sensor’s data rate acquisition, taken in logarithmic frequency intervals. The mean correlation
coefficient across the VBB Z frequency is shown above the matrix, while for the pressure
frequency the mean values are shown to its right.

Fig. 6 shows the correlation between the environmental and seismic signals, over the full576

bandwidth for wind and as a function of frequency as a correlation matrix for the pressure.577

The broadband noise injection induced by the atmosphere is correlated with the wind (top578

row) and within and across frequencies for the pressure and acceleration envelopes. The579

correlation coefficient matrix can be regarded as an estimate of the cross-frequency power580

comodulation. This matrix is calculated as the correlation coefficient for the variation of581

spectral power in each overlapping frequency band of logarithmic spacing, between 0.01-10582

Hz for the VBB Z and 0.01-4 Hz for the pressure. The wind is already in the appropriate583

domain for comparison, and the correlation to wind against the other two variables is shown584

at the top row. This establishes that cross-frequency power variations are comodulating585
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from the interactions by the atmosphere and ground acceleration. Whereas comodulation586

breaks down below 0.1 Hz in the ground acceleration due to multiple glitches in these long587

period windows, the pressure to wind relationship is maintained.588

These atmosphere-seismic relationships were illustrated in detail in Section 4.3.1, where589

Fig. 3 showed that the pressure envelopes exhibits a similar correlation to the seismic accel-590

eration envelope as wind speed. In Fig. 3b the wind speed is plotted against the pressure591

envelope for multiple increasing bands, 0.01-0.1 Hz, 0.1-0.5 Hz, 0.5-1 Hz and 1-4 Hz. It can592

be seen that for > 0.5 Hz, above a 2.4 m s−1 threshold for sols 237–239, these relationships593

correlate with a single linear relationship a = 1, while the exponent a becomes increasingly594

larger at lower frequencies. The increased spread observed at lower frequencies is also re-595

flected by the slightly lower correlation coefficient reported by the top row of Fig. 6. We596

investigated this relationship across multiple seasons and found a similar correlation.597

As a result, we can see that the pressure envelope provides similar information to the598

wind speed above the seasonal variable wind speed threshold. The pressure sensor is de-599

signed to observe static pressure up to a sampling rate of 20 samples per second and so it is600

shielded by an inlet designed to transmit only the static component (Banfield et al., 2018).601

In Banfield et al. (2020) it was suggested that the pressure sensor may be sensitive to wind602

at higher frequencies due to reduced efficiency of the inlet shielding mixing a proportion603

of the dynamic pressure into the measurement which would then be indistinguishable from604

high frequency static pressure. Moreover, static pressure and wind speed will be corre-605

lated through turbulence inducing static pressure variations (Spiga et al., 2020). A precise606

uncoupling of these factors is beyond the scope of this work.607
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Figure 7: Investigation of the wind speed threshold (top) Wind Speed time-series for
sols 361–362. (middle) Histograms of the wind speed per frequency bin of pressure and
(bottom) vertical ground acceleration. The overlain transparent grey line is the logarithm
of the integral for the total spectral amplitude over all frequencies shown, plotted on an
arbitrary axis for visual comparison of features such as the wind speed threshold and a
further corner point a7 m s−1. The mean power spectral density is plotted on the right for
both pressure and VBB Z.

Through both instrumental constraints and turbulence joint modulation of the pressure608

and wind data can be expected to reflect the dynamic pressure generating forcing on the609

lander or the WTS which couples through the regolith to the SEIS assembly. In Section610

4.1 we outline how the dynamic pressure will drive the observed seismic response through611

drag forcing. As discussed these equations are in turn dependent on a myriad of factors612

(e.g. wind Reynolds number, atmospheric density changes due to seasonal and diurnal pres-613

sure and temperature changes,surface area via a wind direction dependence and regolith614
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response) which would give rise to an array of sensitivities for different atmospheric con-615

ditions, including mechanisms dependent on the detailed geometry of the lander such as616

vortex shedding.617

We now discuss the wind speed threshold below which SEIS acceleration no longer618

clearly correlates with the wind speed and often reaches the noise floor in several bandwidths.619

This is the quiet period regime in which most seismic event identifications have been made.620

In Lognonné et al. (2020) it was stated that this wind speed corresponds to a drop in621

Reynolds number, decreasing the resultant injection. In addition, wind speed retrieval also622

becomes more difficult and so exact values should be interpreted with caution (Banfield et623

al., 2020). Although the wind speed can be reliably assumed to vary below this threshold624

at this period, its occurring fluctuations cannot be reliably quantified. Fig. 7 visualizes the625

threshold for sols 361–362 by comparing the VBB vertical acceleration component to the626

pressure frequency histogram using pressure as a proxy for wind over an increased bandwidth627

due to their observed comodulation. The threshold is indicated by the dividing grey dashed628

line at 2.8 m s−1 for these two early summer sols, a cut-off point that differentiates the629

response in the behaviour for both pressure and VBB, at all frequencies. It is noticeable630

that the lander resonances also diminish in power at this point, falling below the instrument631

noise floor with an abruptness that is not seen in the ambient broadband signal. This could632

be associated with the collapse of the daytime turbulence which provides excitation of the633

lander modes. This figure further illustrates the joint broadband nature of the environmental634

injection for energy across the 0.1 to 10 Hz bandwidth with the energy across all bandwidths635

correlated between the pressure and seismic signals.636

The overlain transparent grey line on the 2-D histograms of Fig. 7 is the logarithm of the637

total power showing the comodulation of the seismic signal power and wind strength during638

the two-sol observation time. For the VBB this is dominated by the higher frequencies639

due to the sensor’s response and the excitation of mechanical modes observed at > 1 Hz640

which concentrate excess power, as indicated by the mean PSD in Fig. 7. For the pressure,641

this would be dominated solely by a reverse response in the pressure sensor compared to642

the VBB, with no modes present. Notice the co-occurrence of the wind speed threshold,643

flattening this integral at 2.8 m s−1. Above this threshold the increase in the summed power644

behaves differently for the two sensors. This increases linearly for the pressure in line645

with the relationships in Fig. 3. In contrast, the increase above this threshold for the646

vertical acceleration is a steep power-law with an exponent close to a = 4 (see Fig. 5) up647

to ∼7 m s−1, Both sensors capture a break-point at this wind speed of ∼7 m s−1, a value648

which here signifies the transition from the night-time low-level jet to the turbulent daytime649

after sunrise, to the transition after the turbulence after sunset. Above this break-point,650

the seismic acceleration transitions into a power law with an exponent closer to a = 2.651

4.3.4 Predicting the wind speed and direction652

Fig. 8 exploits the cross-frequency coupling investigated earlier in Fig. 6 of the wind653

to both the ground acceleration and pressure as a potential proxy for wind speed. The654

energy is extracted in 1-Hz narrow frequency bands, starting from 0.1 Hz up to 8 Hz for the655

VBB and 4 Hz for pressure to avoid anti-aliasing effects. The square root of the envelope of656

each incremental band is moment matched to the global moments of the wind over the 3-sol657

period, sols 237–239. Due to the consistent broadband characteristics of the noise induced by658

the atmosphere, both pressure and acceleration indicate that any frequency band is directly659

coupled to any other frequency band between pressure and VBB, at all times. This can be660

also realized by the good overlap of these scaled relationships, providing predictions with661

minor differences. Therefore, the energy content of both pressure and ground acceleration662

exhibits the same behaviour and are good predictors of the wind. This is shown by the close663

linearity in the performance of the predictions against measured wind speeds in the middle664

plots of Fig. 8a & b.665
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Figure 8: a - (Left) Wind Prediction from Z acceleration in incremental bands of 1 Hz,
from 0.1 Hz to 8 Hz and colour-coded for each band. For each frequency band, we match its
first two moments to the wind moments. Notice how they all overlap, providing predictions
with minor differences (Middle) VBB Z prediction of wind vs actual measured. (right) The
evolution of the mean and variance of VBB Z acceleration, with each data point representing
the moments in 0.2 Hz bands. Note the increase in the mean and variance at the resonant
modes. b - (Left) Wind Prediction solely from the pressure measurements in incremental
bands of 1 Hz, from 0.1 Hz to 4 Hz. Each frequency band is matched to the wind moments,
colour-coded (Middle) The relationship between the predicted wind vs actual measured.
(right) The evolution of the mean and variance of the pressure

On the right hand side of Fig. 8a & b, the evolution of the mean and variance in666

incremental frequency bands of 0.2 Hz is shown for both pressure and vertical ground ac-667

celeration. The mean and variance of the pressure drops with increasing frequency, while it668

increases for VBB. This is in line with the expected noise curves of the two systems (Banfield669

et al., 2018; Lognonné et al., 2019). For SEIS, notice the synchronized variations between670

the mean and variance at the resonant modes of 4 Hz, 6 Hz and 7 Hz, tick noise 1 Hz and671

2.4 Hz mode. The diurnal temperature variation causes a shift in the frequency of a subset672

of the mechanical modes. Therefore, the variance will be higher within the frequency range673

encompassing these lander modes since they vary diurnally. On the contrary, the persistence674

of a constant amplitude tick noise in the quiet and intermediate regimes identified earlier in675

Section 4.3.1, promotes an inverse relationship with less variance and a higher mean. These676

modes therefore provide a good representation of the lander’s diurnally evolving state and677

can also be used as a proxy of the excitation induced by the atmosphere.678

We have also successfully established a prediction of the measured wind direction by679

TWINS from the seismic energies of the horizontal components. The measured wind di-680

rection by TWINS is determined by a combination of the measurements of the sensors and681

computational fluid dynamics of the lander disturbances by the wind flow (Banfield et al.,682

2020). Our approach exploits the acceleration induced by ground deformations from the683

lander to estimate the direction of forcing on the lander from the wind. We have estimated684
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this by moment-matching with a single mean and variance from the inverse tangent function685

of the horizontal acceleration envelopes of the VBB components E and N, band-passed be-686

tween 0.5-1 Hz. The agreement between the VBB prediction and the actual wind direction687

partly breaks down at the onset of the sun setting, during the steep temperature gradient688

observed right before the sunset (see Fig. 2) and through the late afternoon’s quiet period.689

This corresponds to the lack of environmental injection which induces mechanical vibrations690

and falls steeply below the wind threshold (Fig. 7). This period also occurs at the wind691

speed threshold observed by both the pressure and VBB sensors. Our method therefore692

provides an independent confirmation of the atmospheric diurnal cycle, synoptic (day-to-693

day) variations and seasonal cycle of wind direction and wind speed retrieved by TWINS.694

These predictions offer an alternative means of redundancy in maintaining observations of695

the atmospheric variables, both for short and longer time-scales.696

Figure 9: The wind direction estimated from the inverse tangent function of the horizontal
acceleration envelopes of the VBB components E and N. The frequency band used here is 0.5
- 1 Hz. The wind direction predicted by the VBB indicates a disagreement in the Martian
afternoon, a period during which the wind speed is below the threshold of 2.8 m s−1 for
reliable wind speed and direction retrieval, but also a time during which there are minimal
lander vibrations.

4.4 Discussion on Observed Environmental Sensitivity697

In this Section we have examined the comodulation of the seismic ground motion with698

respect to the pressure and wind data. The aim is to determine the extent at which the699

observed SEIS data is contaminated by environmental induced signals. The seismic accel-700

eration envelope correlates with the pressure envelope and wind speed. These correlations701

follow a set of power-law defined regimes which change in occurrence and sensitivity across702

seasons. Furthermore, we have analysed the correlation between the pressure and wind703
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data in order to understand the core factors of the observed comodulation. Here, we will704

summarize the underlying mechanisms for such observed relationships.705

As already stated the main injection pathway is through the dynamic pressure, propor-706

tional to U2, which induces a forcing described by the drag equation (Murdoch et al., 2017).707

These forces are applied predominantly to the lander but also to other site components such708

as the WTS and the tether. This forcing then produces ground deformation which couples709

to the SEIS assembly (Mimoun et al., 2017). Such forcing can also be directly applied to the710

regolith producing a tilt and requires consideration of the wind direction and air density.711

On top of this direct wind-induced forcing, other coupling mechanisms can be considered712

such as injection from a pressure field advected by the wind (G. G. Sorrells, 1971). It must713

be considered that at different times different mechanisms may dominate.714

Over the course of a sol, three regimes are generally observed in terms of the relationship715

between the seismic and environmental signals: (i) a shallow power law with exponent near716

2 during the daytime convective turbulence, (ii) a steep power-law with exponent near717

4 during the nighttime through morning nocturnal low-level jet and (iii) a quiet period718

where the wind speed drops below a threshold (in the Reynolds number) where no seismic719

response is observed. These regimes have been observed to vary across seasons and are720

weather dependent. For example, we saw that only the steeper power-law is observed on721

sols 98–99. For the other sols, we’ve observed that daytime is maintained in the shallower722

power-law, with an intercept value that shifts negatively, in-line with changes in density.723

At least one example, sols 361–362, indicates a correlation to the wind speed direction at724

sunrise, where a prominent divergent branch in the relationship merges the nighttime to the725

daytime regime.726

The comodulation approach has enabled this quantification without a full development727

of a theoretical model for each injection pathway. As stated these pathways are numerous728

and have complex dependencies. For example the drag coefficient depends on the Reynolds729

number which, in turn, depends on wind speed, air viscosity and density. This dependence730

can account for several diurnal and seasonal patterns. For example, the slow decrease in731

sensitivity of the daytime turbulence regime can be attributed to such a factor. On a seasonal732

scale, the air density on Mars can change by 30% over a year, with a diurnal density varying733

by 50%, between daytime and nighttime. This not only causes a change in sensitivity but734

may also cause the observed variation in the cut-off threshold which changes between 2-735

2.8 m s−1. Different atmospheric properties and weather patterns do induce some of the736

variation observed. On top of the variation in the initial forcing, they may also influence737

the coupling mechanisms. The InSight lander and deployed SEIS stand atop a poorly sorted,738

thin layer of unconsolidated sand that is underlain by a cemented fine-grain matrix, called739

duricrust, that is of cm-variable thickness (Golombek et al., 2020). Beneath this layer,740

the regolith consists of buried rocks from impact ejecta with a distribution that increases741

in size with depth (Charalambous, n.d.). Consider how this near-surface stratigraphy of742

the regolith and the lander itself are subject to steep temperature gradients. As a result,743

their thermoelastic properties are affected, as seen in the diurnal variation of the lander744

resonances with some appearing and disappearing on a seasonal scale. On top of this,745

radiative temperature effects on the lander may also impact TWINS winds retrieval. Further746

analysis complemented by surface brightness temperature sensing (Mueller et al., 2020) and747

air temperatures may provide a deeper insight to the properties of the Martian regolith748

deformation and lander dynamics. We consider that the comodulation approach has short749

circuited the requirement for this full model but posit that these theoretical aspects are750

encompassed in the observed variation. The precise quantification of this physics is the751

subject of further work.752

Our comodulation method can be further exploited to provide the resolution which753

TWINS lack during the passage of convective vortices. Charalambous et al. (2020) identified754

wind retrieval issues due to perturbations and die saturation from high vorticity conditions755

during convective vortex encounters. Our method can provide continuous wind predictions756
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and therefore provide estimates of wind peak speeds to fill in the missing wind data during757

such turbulent conditions. This may allow estimations of high-frequency wind speeds that758

have never been resolved before, to better identify the sudden peaks in the wind speed and759

infer the fluid threshold for the onset of particle detachment from the surface, for both sand760

motion and dust lifting (Charalambous et al., 2020). This will provide an insight into the761

long-standing paradox of aeolian transportation and the mechanistic relationships in the762

coupling between atmospheric processes and the surface of Mars.763

5 Environmental injection analysis for seismic events764

The InSight mission includes the Marsquake Service (MQS) who sift through the data765

to identify events as part of mission operations, with nearly 400 such events identified in766

the current catalogue V2 (Giardini et al., 2020; InSight Marsquake Service, 2020). The767

understanding of the injection of environmental sources into seismic data is key for the768

identification and analysis of seismic events. This is especially true in light of the Viking769

mission (Anderson et al., 1977; Lorenz et al., 2017), and the key level 1 science goals of770

this mission are dependent on the identification of seismic events in the downlinked data771

(Lognonné et al., 2019; W. Banerdt et al., 2013).772

In this section, we extend the comodulation approach to predict the energy injection773

into the seismic band of interest from the wind and pressure signals, and then compare this774

to the observed event to obtain a signal to noise ratio (SNR). The initial SNR and quality775

metrics so far implemented by the MQS are based on the amplitude of the seismic signal and776

its separation from the signal background. On the other hand, the proposed comodulation-777

based SNR incorporates the independence of the event from environmental sources providing778

a new dimension for analysis. Specifically, the aim is to quantify the divergence of the seismic779

signal from that expected from environmental forcing. This divergence can be expressed as780

the SNR of any event under analysis, the ratio of excess seismic energy compared to that781

expected from environmental injection, that is our proposed comodulation-based SNR is in782

the energy domain.783

5.1 Moving moment matching for envelope prediction784

In order to implement our comodulation approach to provide an SNR metric, we must785

develop a regression between the envelopes obtained in Section 4.2. The method of moments786

has already been introduced for this task in Section 4.2.1, which we have used to compare787

the wind speed, seismic and pressure envelopes within distinct power-law regimes in Section788

4.3.1. The method of moments is an estimation method, which matches the population789

moments (up to second-order in our case) of two time series. This is a regression, where790

the moments of a time series are matched to the reference. Although matching within each791

power-law regime is suitable for a sensitivity comparison, it can be seen that the variance792

and mean of wind speed, pressure and seismic acceleration is not constant throughout each793

regime, that is, each envelope time series exhibits unconditional heteroskedasticity, i.e. it794

features non-constant variances at different times (Bollerslev, 1986). For forecasting equa-795

tions, e.g. in equity markets (Engle & Sokalska, 2012), heteroskedasticity imposes a serious796

challenge due to unpredictable variance measures. However, identifying strong evidence of797

seasonal or diurnal components, determines heteroskedasticity to unconditional (Bollerslev798

et al., 1992).799

In our case, heteroskedasticity could rise mainly from the identified changes in atmo-800

spheric conditions in Section 4.4. For example, air density variation throughout the con-801

vective turbulence daytime regime or wind direction reversals. To this end, a finer grained802

approach is required to assess environmental injection into a potential marsquake, which also803

vary over a smaller scale than these regimes and have typical durations ranging from 5–30804
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minutes. Instead, the moment matching is extended to operate over a sliding window, thus805

enabling an adaptive regression where the estimation is locally linear, akin to a manifold.806

This proposed moving-moment-matching procedure captures the variation in the mean and807

variance over time in order to create a smooth prediction which adequately represents the808

current evolving conditions observed throughout the Martian day.809

To calculate the proposed prediction, consider the moving average filter defined as the
operation

MMean(e[t],K, L) =
1

K + L

t+L∑
n=t−K

e[t] (5)

which outputs the mean value of the input e[t] over K time steps before and L following
time steps. Next we define the moving variance operation

MVar(e[t],K, L) =
1

K + L− 1

t+L∑
n=t−K

|e[n]−MovMean(e[t],K, L)|2 (6)

which similarly outputs the variance of the input e[t] over K time steps before and L810

following time steps.811

Using these operations, the moment matching in Equation 2 is then done on a slid-812

ing basis, where the matched time series eMM
Y [t] at step t of the input time series eY [t] is813

matched to the same variance and mean as the time series eX [t] for the preceding K and814

following L steps. This process is outlined in Algorithm 1. The moment matching is done in815

the logarithmic domain, as the relationships identified in Section 4.3 are described through816

power-laws. Let eY denote the wind speed or pressure energy and eX the seismic energy,817

the algorithm yields a regression where the output eMM
Y [t] is the prediction of the seismic818

energy at time step t from the atmospheric variable. The variable σ can be set to remove819

outliers from the sample moments calculation, with steps 5 to 9 of the algorithm detect-820

ing if the moving standard deviation of either eX [t] or eY [t] is over the threshold σ, with821

the corresponding samples removed from subsequent calculation. In this way, momentary822

extrema do not bias the matching.823

Algorithm 1 Moving moment matching

1: Input:eX [t] and eY [t] for t = 1, 2, . . . , N , K, L, σ
2: for t = K,K + 1 . . . , N do
3: SDX [t] = exp((eX [t]−MMean(log(eX [t]),K, L))MVar(log(eX [t]),K, L)−

1
2 )

4: SDY [t] = exp((eY [t]−MMean(log(eY [t]),K, L))MVar(log(eY [t]),K, L)−
1
2 )

5: if SDX [t] > σ then
6: eXn[t] = NaN
7: end if
8: if SDY [t] > σ then
9: eY n[t] = NaN

10: end if
11: end for
12: for t = K,K + 1 . . . , N do

13: eMM
Y [t] = (log(eY [t]) − MMean(log(eY n[t]),K, L))

(
MVar(log(eXn[t]),K,L)
MVar(log(eY n[t]),K,L)

) 1
2

+

MMean(log(eXn[t]),K, L)
14: end for
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Figure 10: A diagram illustrating the steps of the environmental independence SNR algo-
rithm. The pressure and seismic acceleration time series are first transformed to a spectro-
gram and the envelopes obtained as in Section 4.2. The mean Ex and standard deviation σ
are extracted from the seismic acceleration envelope, pressure envelope and wind speed in
order to perform a regression through moment matching. The ratio of the resulting matched
envelopes then yields an SNR.

5.2 An SNR metric for seismic events824

This regression is used to estimate the independence of the observed seismic signal from825

the weather and so obtain an SNR for the events in the seismic catalogue.826

The first proposed metric to compare two events is the ratio of the instantaneous energy
given as

SNR1[t] = exp(2(log(e[t])− eMM
Y [t])), (7)

where e[t] and eMM
Y [t] are obtained from Algorithm 1. The peak value of SNR1[t] during

an event is then the SNR estimate. The SNR time series SNR1[t] is then averaged as

SNR2[t] = MMean(SNR1[t],K, L). (8)

The peak value of SNR2[t] during the event then yields a second metric. This second metric827

acts to average over an event and thus avoid instantaneous features and better assess the828

overall power injection. However, the averaging may bias the result if there is an extremely829

large divergence. For a given event this is reported for both regressions to wind and pressure830

and the full process is summarised by Algorithm 2.831

5.2.1 An application of the SNR analysis to recorded marsquakes832

The MQS identify and maintain a catalogue of all seismic events in the InSight data.833

The aim is to catalogue and classify all suspicious signals and indicate their quality and834

usability for seismic analysis. In this section we apply our proposed SNR metrics to a set of835

marsquakes identified so far. In doing so we show how our comodulation analysis identifies836
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Algorithm 2 SNR calculation for seismic events

1: Obtain seismic trace x[t] and wind speed/pressure trace y[t] for at least 8000 s before
and after the event.

2: Calculate the spectrogram of the seismic signal Y [l, t] for a window size Wlen, window
overlap OLwin, number of PSD averages Nav and PSD window overlap OLPSD.

3: Calculate the envelope eX [t] for frequency bins corresponding to the event bandwidth
fmin − fmax using (1).

4: if Seismic to pressure SNR then
5: Calculate the spectrogram of the pressure signal Y [l, t] for a window size Wlen,

window overlap OLwin, number of PSD averages Nav and PSD window overlap OLPSD.
6: Calculate the envelope eY [t] for the full pressure bandwidth using (1).
7: else Seismic to wind speed SNR
8: Use the wind speed as the envelope, eY [t] = y[t].
9: end if

10: Calculate the moving moment matched pressure/wind speed envelope using Algorithm
1 using the obtained eX [t], eY [t] for a given KMM , LMM and σ.

11: Calculate the instantaneous SNR, SNR1[t], using (7).
12: Calculate the averaged SNR, SNR2[t], using (8) and KSNR LSNR.
13: Find the peak value of SNR1[t] and SNR2[t] during the event time as SNR1 and SNR2.

the divergence in the seismic acceleration envelope from the wind speed and pressure enve-837

lope, which is then quantified by the proposed SNR metrics. This is extremely useful in light838

of the fact that, envelope alignment and analysis has so far been particularly fruitful for the839

interpretation of what InSight has observed in terms of the structure of Mars (Giardini et840

al., 2020; Lognonné et al., 2020).841

The events identified by the MQS have been categorised into the following types:842

1. Low frequency (LF) - energy below 2.4 Hz.843

2. Broadband (BB) - energy mostly below 2.4 Hz with some slight excitation above.844

3. 2.4 Hz, and event with energy solely around the ambient resonance which is proposed845

to be of a potentially geophysical origin (Lognonné et al., 2020).846

4. High frequency (HF) - energy centred around and above 2.4 Hz, considered to be847

larger versions of the 2.4 Hz events.848

5. Very high frequency (VF) - energy increasing with frequency in the horizontal com-849

ponents often exciting the 2.4 Hz resonance.850

For more details of these events see (Giardini et al., 2020). The Algorithm 2 was implemented851

for for a set of these events with the following parameters:852

1. Event bandwidth fmin − fmax in Table 1.853

2. Window length Wlen = 50 s and overlap OLwin = 90% between spectrogram slices.854

3. Spectrogram slice PSD number of averages Nav = 2855

4. Length of moving moment matching KMM = 1000 s and LMM = 0 for longer period856

LF/BB events and KMM = 500 s and LMM = 0 for the HF/VF/2.4 Hz events857

5. Number of standard deviations to exclude from moment calculation σ = 5.858

6. Length of SNR averaging KSNR = 500 s and LSNR = 500 s.859

Figure 11 shows the spectrogram, matched envelopes and SNR metrics for the events860

S0173a, S0235b, S0185a and S0128a. The S0173a and S0235b events are the two category861

A events observed so far (Giardini et al., 2020). From the examination of the matched862

envelopes, both show a clear divergence of the seismic energy from the wind and pressure.863
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The power of the moment matching for event analysis is well demonstrated by S0173a864

as it occurs during a noisy period and so the envelopes track well until the event where865

the SNR metrics are able to be obtained. The transient spikes in the SNR1 values are866

due to VBB sensor glitches (Scholz, J.-R. et al., 2020). On the other hand, the S0235b867

event highlights the data dependency issues of this metric. At the beginning of the time-868

window demonstrated at approximately 11:20, a broadband high amplitude signal indicates a869

mechanical recentering process of one of the VBB components, with a clear divergence to the870

atmospheric noise. About 10 minutes prior to the event onset, the wind speed drops very low871

and this divergence is captured by both the wind and pressure SNRs. In fact, the wind SNR2872

is seen to become biased for the surrounding samples, leading to an overestimation. Here,873

the wind speed has actually dropped below the wind speed threshold of 2.4 m s−1 discussed in874

Section 4.3. For a true determination, the parameters KMM , LMM , KSNR and LSNR must875

be adjusted. To show this adjustment consider event S0128a in the fourth column. For such876

VF and higher frequency events we choose a shorter moment matching window of KMM =877

500 s in order to capture the faster variation in the bandwidth, owing to its higher sensitivity878

observed in Section 4.3. Note that this envelope is calculated on the north component, as879

for the higher frequency events the horizontal power is greater (Giardini et al., 2020). The880

selection of the window length is critical in our SNR estimation; too short duration and the881

algorithm risks overfitting, whereas a long enough window risks contaminating the statistics882

of different regimes observed throughout the Martian sol introducing back heteroskedasticity.883

Therefore these selected window lengths provide the best SNR calculations without any risk884

of overfitting or regime contamination.885

Now consider the event S0185a in the third column of Figure 11. This is a relatively low886

amplitude signal, however, with our analysis its separation is clear and it receives a relatively887

high SNR. This indicates that there is little corruption of the data by environmental injection888

and so any estimated parameters from this event would be relatively reliable with respect889

to its strength. This shows the power of out approach to indicate a level of confidence in890

derived interpretations.891

The proposed SNR metrics are based on the measured data and therefore they rely on892

good data quality in all data. For example, consider the above discussion for S0235b. These893

data issues include:894

1. Glitches in either the seismic, wind speed or pressure data. These corrupt both895

moments, the mean and variance, in the statistics within an event and inject power896

to the signal, leading to an incorrect SNR determination. These glitches are prevalent897

in S0173a in Fig. 11898

2. Drop out/missing data, which renders an assessment impossible.899

3. Very low amplitudes (i.e. low wind speed), which causes an instability in obtaining a900

result (e.g. S0235b in Figure 11). This often occurs when the wind speed drops below901

the threshold and so interpretation of these values should be cautious. In addition,902

wind retrieval issues often result in no data points during which the algorithm depends903

on interpolated values.904

Figures 12 show the moving matched moment envelopes for a selection of key LF/BB905

and HF/VF events as identified in (Giardini et al., 2020) with the SNRs given in Table 1.906

The event bandwidths fmin and fmax, manually optimised for each event, are also provided907

in Table 1.908

The key value of this measure is that it indicates the independence as opposed to simply909

strength of the seismic signal. On top of the SNR value, the moving moment matching910

regression yields the ability to assess correlation of the envelopes. For the largest events,911

while they are already clear, this analysis can show the degree to which portion of an event912

is independent. For smaller events, this metric may more appropriately represent their913

significance. For example, event S0189a is a low energy event with a relatively higher SNR914
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from our analysis than from the amplitude-based MQS SNR. The divergence can be best915

seen as the envelope does not correlate with the pressure envelope or wind speed. On the916

other hand, an event which exhibits some correlation with the pressure envelope or wind917

speed and so interpretation must take into account a potential injection, for example S0167a918

in Fig. 12.919

Figure 11: The derivation of the SNR metrics for selection of quality A LF (S0173a) and
BB (S0235b) and quality B VF (S0128a) and LF (S0185a) events. The top row panels show
the vertical (Z) spectrogram of event (except S0128a, showing north (N)), second row the
seismic envelope (black, event period from InSight Marsquake Service (2020) highlighted
with thick line) and moving moment matched wind (cyan) and pressure (red), third row the
SNR1 metric (7) for wind and pressure and the fourth row the SNR2 metric (8). The black
stars refer to the peak picked for the SNR metrics. Note that in many of these events the
wind speed drops below the threshold discussed in Section 4.3.
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Figure 12: A set of moving moment matched envelopes for important LF, BB, HF and VF
events as highlighted in (Giardini et al., 2020).

Event Name Bandwidth MQS SNR Mean Wind m/s SNR2 Wind SNR2 Press.
LF/BB

S0105a fmin = 0.31 Hz fmax = 0.5 Hz 8.10 2.48 2.65 10.79
S0133a fmin = 0.31 Hz fmax = 0.5 Hz 4.80 1.75 - 8.50
S0154a fmin = 0.33 Hz fmax = 0.67 Hz 19.80 2.46 9.24 11.95
S0167a fmin = 0.17 Hz fmax = 0.67 Hz 8.50 2.58 4.09 1.64
S0173a fmin = 0.18 Hz fmax = 0.48 Hz 84.10 3.30 55.24 37.18
S0183a fmin = 0.2 Hz fmax = 0.67 Hz 3.20 2.24 2.81 4.76
S0185a fmin = 0.33 Hz fmax = 0.66 Hz 4.80 2.31 6.32 11.28
S0189a fmin = 0.28 Hz fmax = 0.83 Hz 1.30 2.48 7.91 6.94
S0205a fmin = 0.36 Hz fmax = 0.83 Hz 2.00 1.93 - 3.29
S0226b fmin = 0.29 Hz fmax = 0.83 Hz 3.30 1.20 4.17 3.20
S0234c fmin = 0.33 Hz fmax = 0.83 Hz 0.70 1.87 2.86 3.48
S0235b fmin = 0.15 Hz fmax = 0.91 Hz 290.50 0.78 - 84.00

VF/HF

S0128a fmin = 3 Hz fmax = 7.5 Hz 7.10 4.53 433.16 120.09
S0218a fmin = 5 Hz fmax = 7.5 Hz 5.00 3.09 4.07 3.21
S0226a fmin = 3 Hz fmax = 7.5 Hz 3.10 0.26 1.97 1.53
S0239a fmin = 3 Hz fmax = 5 Hz 4.80 0.34 0.80 1.91

Table 1: SNR Table for significant events (Giardini et al., 2020) shown in Fig. 12

–33–



manuscript submitted to JGR: Planets

5.2.2 Operational aspects of the SNR metrics920

The MQS catalogue contains an SNR calculated based on the ratio of the power (ob-921

tained from the PSD) in the event bandwidth during and just prior to the event (Giardini922

et al., 2020). The bandwidth is selected depending on the event type (i) for the LF and BB923

the power is calculated for fmin = 0.2 Hz and fmax = 0.5 Hz and (ii) for the HF, VF and924

2.4 Hz events the power is taken at the 2.4 Hz resonance, for which we can use the bandwidth925

fmin = 2.2 Hz and fmax = 2.6 Hz. While these may not specify an accurate frequency range926

for the event they can be used to calculate the proposed SNR1 and SNR2 metrics for the927

event catalogue. To this end, the Algorithm 2 was applied to the entire catalogue with these928

frequency bands and the parameters above.929

Fig. 13 shows the comparison of the obtained SNR2 for the pressure and wind for each930

class of event (split into LF/BB and 2.4 Hz/HF/VF) to the PSD ratio calculated by the931

MQS team.932

For the low frequency group of events (LF and BB) there is a strong relationship with933

power law exponents just under 1, against both atmospheric variables. This shows that the934

low amplitude events are actually generally very independent in this bandwidth and, while935

still significant, the SNR2 for the larger events is slightly lower owing to the averaging over936

the event of our method compared to the PSD based SNR. At lower SNRs the matched-937

moment values give a higher value, with the divergence from environmental injection more938

apparent than in the seismic signal alone, thus providing a higher degree of confidence.939

In comparison, the higher frequency group shows a different relationship. The power law940

exponent is around 2 for the 2.4 Hz, VF and HF groups against both atmospheric variables.941

showing that the larger events tend to have a higher SNR2 than derived from the PSD942

and the lower SNR events have a lower SNR2 and are more difficult than low frequency943

events to distinguish from the environment. This suggests that this bandwidth is more944

susceptible to environmental injection and so smaller events are harder to distinguish from945

the background. This is in line with Section 4.3 which showed an increased environmental946

sensitivity with frequency.947

The SNR derived from the pressure is often more robust than from wind. For example,948

in Fig. 13 the pressure based plots show a tighter clustering than the wind based. This949

is due to the the limitations of TWINS inherent to wind sensing. At wind speeds below950

the threshold of 2.8 m s−1 the TWINS measurement can be inaccurate (Banfield et al.,951

2020). Moreover, the higher sample rate of the pressure sensor data is useful. As discussed952

in Section 4.3.3 we use the pressure envelope here as at least as a partial proxy for the953

dynamic pressure.954

High frequency events have larger horizontal than vertical components, owing to their955

scattering nature (Lognonné et al., 2020). However, the 2.4 Hz resonance is vertically po-956

larised and so we do not see this directly in the SNRs obtained with the fixed parameters957

for the catalogue. This feature can be seen though in the bandwidth specific analysis in the958

case of S0128a where we have chosen to display the SNR from the North component.959

This implementation of the proposed SNR2 metric provides an automated system to960

assess events in the catalogue (InSight Marsquake Service, 2020) in terms of independence961

from environmental injection. As this is an automatic operational approach, some SNRs962

may not be truly accurate owing to the unpreventable data quality issues outlined above.963

Moreover, the implementation requires a set of fixed parameters as inputs for Algorithm964

2. These parameters are outlined in Section 5.2.1 with the bandwidth fmin = 0.2 Hz to965

fmax = 0.5 Hz for the lower frequency group and fmin = 2.2 Hz to fmax = 2.6 Hz for966

the higher frequency events. However, on the whole this implementation has shown to967

be reasonably robust. This implementation therefore acts to provide a necessary reference968

for catalogue users to identify suitable events for their analysis and to understand their969

distribution in terms of environmental independence. Furthermore, a methodology is in970
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place where this analysis can be fine-tuned for a specific event. This is intimated in the971

sequel, Section 5.3. The SNRs for the entire catalogue are reported in Appendix A.972

Figure 13: Comparison of SNR derivations from the proposed SNR2 metric and MQS
calculated SNR. A power-law fit is plotted for both pressure and wind derived SNRs for
each low and high frequency grouping.

5.3 Discrimination between atmospheric and other non-seismic source injec-973

tions974

We have proposed a method for event analysis based on a moving moment matching975

regression. This has been shown for event analysis and implemented as an automatic algo-976

rithm to obtain an SNR. In this section we employ this method more generally to identify977

episodes of loss in correlation in the energy transferred by wind or pressure to that of the978

observed seismic signal. This essentially transforms our empirical distributions, in this case979

the pressure and wind, to what we assume to be the theoretical one, or the reference one,980
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in this case the ground acceleration. It thus allows us to understand sources of empirical981

anomalies in the regression of these variables. Fig. 14 illustrates the seismic envelope against982

the matched pressure energy and wind speed over four distinct sols for various prominent983

features observed so far at the InSight landing site. Here we demonstrate how identifica-984

tion of a divergence in the moment-matched atmospheric and seismic envelopes (calculated985

here as the magnitude of the three-dimensional ZNE vector of the acceleration response as986 √
(Z2 +N2 + E2) allows us to discriminate different potential sources of noise contamina-987

tion to the combined seismic signal from all directions. Fig. 14a illustrates this approach for988

the Quality A, VF event on sol 128. The arrival of this particular VF event is seen with the989

seismic envelope diverging from the expected match, indicating that the signal source was990

not due to environmental injection. The seismic envelope during the event is significantly991

above the acceleration-equivalent environmental injection, suggesting a non-site source for992

the seismic signal, uncontaminated by wind or pressure energy. The robotic arm excursion993

can be seen following the event promptly, performing a manoeuvre from which the Instru-994

ment Deployment Camera (IDC) achieves the tau pose, in order to perform imaging for995

variations above the horizon in the atmospheric optical depth (Trebi-Ollennu et al., 2018).996

An LF event from sol 133 can be seen diverging in Fig. 14b shortly after a broadband997

glitch, with both of these features indicating non-atmosphere origins. After the occurrence998

of some further VBB glitches later on, a ‘pressure burst’ diverges from the seismic and999

wind match. Pressure bursts are a rare phenomenon of nighttime occurrences exclusively1000

observed on the pressure measurements with a source mechanism that is not yet understood1001

(Banfield et al., 2020).1002

Fig. 14c demonstrates the discrimination between features of analogous spectral signa-1003

tures from sol 253. A broadband impulse resulting from the robotic arm motion performing1004

a push with the scoop onto the regolith is observed at 19:50 UTC. The signature resembles1005

the ’glitch-like’ spectral character of a weak convective vortex occurring at 20:10. Convec-1006

tive vortices are weather phenomena which induce a characteristic transient drop in the1007

atmospheric pressure of various magnitudes and observed by SEIS as a tilt in the ground1008

response (Kenda et al., 2017a; Murdoch et al., 2020). Notice how the broadband injec-1009

tion from the lander vibration induced by the robot arm motion is not observed in the1010

atmospheric energy, in contrast to the vortex that is matched by the envelope forecasting1011

equation. Another feature resemblance occurred from a different robotic arm motion during1012

which the arm retracted further away from the surface at 20:01. The duration and high-1013

frequency spectral characteristics are not dissimilar to the pressure energy injection three1014

minutes later, marked as ∆Pressure.1015

Donks, prominent impulse-like high-frequency features exciting lander resonances and1016

described earlier as occurring intermittently at all time regimes of the day are seen on1017

Fig. 14d for sol 334 during the sunset, apparent at frequencies above 8 Hz from the SP ZNE1018

acceleration response magnitude. Amidst this forest of donks, a VF event S0334a occurs,1019

which is divergent from the atmospheric match.1020
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a b

dc

Figure 14: Discriminating origins of atmospheric injection from other sources at the InSight
landing site. (a) Sol 128 - VF event and robotic arm motion switching to tau position.
Frequency band applied 1 - 8 Hz (b) Sol 133 - Glitches, LF event and a ’pressure burst’,
a poorly understood excess energy injection for which SEIS is known to be insensitive to
(Banfield et al., 2020). Frequency band applied 0.1 - 1 Hz. (c) Sol 154 - Robotic arm motion
during which the scoop pushed onto the regolith. A pressure bump is seen later matching
to the SEIS envelope, however, notice the similarity in the spectral character of the robotic
arm motion 5 minutes before. A convective vortex at 20:10 appears ’glitch-like’ - notice the
resemblance of the vortex’s signature to the HF spectral character of the regolith push at
19:50. Frequency band applied 1 - 8 Hz. (d) Sol 334 - a VF event amidst a forest of dinks
and donks. Frequency band applied 5 - 40 Hz for the SP ENZ magnitude.

6 Discussion and Conclusion1021

The auxiliary sensors of InSight were part of the mission’s design to help identify the1022

effect of the atmosphere on the prime seismic payload of SEIS (W. Banerdt et al., 2013).1023

However, the mapping between each sensor’s data is not entirely straightforward for two1024

major underlying physical reasons. Firstly, the coupling between the atmosphere and the1025

lander is a result of the sum of the atmospheric forcing on all the surfaces of the lander1026

and the regolith which will vary according to the wind direction and the level of turbulence1027

(Murdoch et al., 2017; Teanby et al., 2017; Myhill et al., 2018). InSight’s wind sensor’s can1028

only provide at most a two-point (at different locations and height than SEIS) measurement.1029

Secondly, the transmission of the forces through the regolith to SEIS will depend on the1030

multi-layer regolith (Golombek et al., 2020) properties that will in turn depend on the1031

environment in the near-surface region. The quantification of the injection can therefore1032

be seen as a hidden-variable problem, breaking the 1-1 mapping that might be hoped for1033

between the environmental and seismic signals.1034
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Two possible approaches to reveal these variables are through modelling and analogue1035

testing. The first is challenging due to the geometrical and time resolution requirements to1036

allow a convergence on the dynamics. Analogue testing would also be a major undertaking,1037

requiring a representative model of the lander, regolith and atmosphere under Mars con-1038

ditions. Furthermore, we are looking at environmental injection levels on Mars which are1039

below the lowest observed background on Earth over much of our observational bandwidth:1040

the deployment of SEIS was successful in physically attenuating environmental injection to1041

levels better than can be observed in the quietest vault on Earth. Hence it is impossible1042

to provide analogue testing that would elucidate injections at the levels we have observed1043

with InSight, and assumptions of linearity would be required to to extrapolate from Earth1044

testing to the mission environment.1045

The approach outlined in this work is instead to use the data itself to reveal the effect of1046

these hidden variables as a time-dependent coupling between the environmental and seismic1047

signals. We use the observed comodulation of the environmental and seismic signals to1048

estimate the power transferred from the environment to SEIS. The method of moments1049

applied here allows this coupling to be quantified within related regions even in the absence1050

of an injective function which would provide a phase relationship between the signals to1051

allow the estimation of a transfer function.1052

In terms of the qualitative relationship revealed, the environmental injection is generally1053

broad band, except at the resonances of the lander, with the environmental signal variance1054

at a broad range of frequencies injecting across much of the bandwidth of the seismic signals.1055

Only during the quietest periods is the sensitivity of seismic detection set by the noise floor of1056

the VBB and SP sensors of SEIS. The relationship between the signals varies with both the1057

diurnal and seasonal cycle, with varying power laws identifiable as a function of frequency.1058

The diurnal covariance is cyclic, with three seasonally evolving identifiable regimes of which1059

the quiet evening period is of prime interest for seismic event detection on the planet.1060

This work has quantified the relationship by matching the first and second moments1061

of the environmental and seismic signal variance in a time-advanced window longer than1062

the observed duration of possible seismic events. Such a matching allows an estimated1063

attribution of signal in these events between environmental and tectonic sources and the1064

derivation of a corresponding environmental SNR. These SNRs shows that while the lower1065

frequency events generally have a high enough SNR consistent with a tectonic source, at1066

higher frequencies above 1 Hz many events show significant environmental injection.1067

The limitations of this approach are two-fold. Firstly, during the quietest periods1068

the environmental sensors themselves are at the threshold for reliable quantification. It is1069

therefore quite possible that environmental injection could still be occurring, but can only be1070

detected on SEIS signals themselves. An extension of the existing approach would therefore1071

be to use the broadband characteristics of the injection, and its enhancement at the known1072

resonances of the lander to give an internal attribution; an excess energy at such a resonance1073

comodulating with an environmentally undetectable signal would then allow an estimate of1074

the partition of the signal energy between tectonic and environmental sources. The ability1075

of the seismic signal to predict the wind speed and direction suggests the viability of such1076

an approach.1077

While the physical attenuation of any environmental injection into a seismic signal1078

is preferable, mission constraints will always limit the ability to provide such attenuation1079

comparable to a terrestrial deployment. However, we show here that environmental sensors1080

can provide a quantification of environmental injection, even if the pathway for such an1081

injection is only partially understood. Sensors will usually levy a lighter resource burden on1082

a mission than deployment mechanisms and in addition provide science return in their own1083

right. Hence this work provides a motivation for including sufficient environmental sensors1084

in future mission payloads to provide critical attenuation. The sensors should be chosen to1085

measure the largest expected environmental injections, and have sufficient performance to1086
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quantify the injection down to the seismic sensors’ noise floor. However, even without such1087

dedicated sensors, we have shown it is possible to use different bandwidths of seismic sensors1088

for seismic and environmental attribution, providing an internal approach to quantify such1089

injection, and thus effectively allowing SEIS itself to build its own virtual vault.1090
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Appendix A Marsquake catalogue SNRs1286

Event Name MQS SNR Mean Wind SNR2 Wind SNR2 Press.

S0377c 2.50 2.87 3.59 1.23
S0357a 1.80 1.10 1.41 3.91
S0345a 2.20 1.48 1.51 3.67
S0330a 12.50 2.71 18.71 18.90
S0329b 2.30 2.12 0.06 5.12
S0327d 2.20 3.43 1.43 7.55
S0325a 14.60 3.63 18.87 22.93
S0323d 2.70 1.97 74.72 16.59
S0320b 3.70 1.78 7.46 3.48
S0290b 0.90 2.19 3.86 4.78
S0254b 1.20 2.05 3.64 2.12
S0251a 13.00 0.96 18.09 14.22
S0240a 1.70 - - -
S0234c 0.70 1.87 1.69 2.19
S0226b 3.30 1.20 4.75 3.28
S0205a 2.00 1.93 - 3.15
S0201a 1.60 0.90 1.49 2.37
S0189a 1.30 2.48 2.79 2.31
S0185a 4.80 2.31 3.70 5.67
S0183a 3.20 2.24 2.97 5.05
S0173a 84.10 3.30 81.40 54.50
S0171a 1.30 - - -
S0167b 4.20 3.72 - -
S0167a 8.50 2.58 3.91 1.60
S0105a 8.10 2.48 2.53 8.28

Table A1: LF SNR Table. (MQS Catalogue V2, doi:10.12686/a7)

Event Name MQS SNR Mean Wind SNR2 Wind SNR2 Press.

S0362b 1.00 1.42 3.51 2.65
S0235c 1.70 0.42 1.27 1.01
S0235b 290.50 0.78 - 112.46
S0234d 1.60 2.78 2.10 2.96
S0217a 1.50 1.36 2.53 2.23
S0154a 19.80 2.46 15.01 20.28
S0152a 2.10 2.76 2.34 2.55
S0133a 4.80 1.75 - 6.06
S0132a 8.10 3.76 1.83 2.83

Table A2: BB SNR Table.(MQS Catalogue V2, doi:10.12686/a7)
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Event Name MQS SNR Mean Wind SNR2 Wind SNR2 Press.

S0385a 3.00 0.44 - 5.91
S0384d 2.50 - - -
S0384c 3.20 - - -
S0384b 5.30 - - -
S0375a 4.70 2.41 10.48 9.24
S0371b 3.90 2.29 6.65 4.30
S0363d 3.10 1.60 329.99 2.62
S0361c 4.60 2.21 - 6.88
S0360b 2.10 1.38 1.59 1.59
S0352a 4.80 2.18 8.47 7.54
S0351b 4.00 1.45 54.32 5.17
S0349a 4.00 1.94 4.82 3.88
S0347a 5.50 2.08 19.90 12.13
S0343b 4.50 1.48 - 3.59
S0340a 3.20 1.35 6.28 5.30
S0331a 6.00 3.04 25.40 23.19
S0327c 5.30 2.16 48.27 5.58
S0325b 4.90 2.61 6.75 8.50
S0324a 2.50 3.61 3.78 6.62
S0323a 3.80 2.05 6.38 2.64
S0319b 4.30 2.06 7.24 4.78
S0319a 3.30 2.33 4.14 2.78
S0315b 4.00 1.21 1.71 3.21
S0314b 4.80 1.55 - 9.78
S0311a 5.10 1.62 7.16 18.15
S0308a 4.70 3.21 6.58 12.37
S0306a 3.70 3.08 4.91 3.27
S0304b 5.60 2.25 7.27 8.13
S0303a 3.50 1.88 6.19 6.38
S0292a - - - -
S0291c 4.20 2.18 7.24 8.29
S0289a 7.90 2.80 20.74 23.44
S0262b 3.80 2.53 6.27 6.40
S0260a - - - -
S0246a 4.60 - - -
S0239a 4.80 0.34 1.67 6.78
S0231b 4.30 - - -
S0228c 4.50 2.54 2.30 3.79
S0213a 3.80 2.13 381.14 14.89
S0202c 3.30 2.15 3.60 3.57
S0185b 3.80 2.58 6.18 4.88

Table A3: HF SNR Table. (MQS Catalogue V2, doi:10.12686/a7)

Event Name MQS SNR Mean Wind SNR2 Wind SNR2 Press.

S0387a 3.50 1.86 2.58 4.89
S0376a 3.50 3.32 2.68 2.04
S0367a 2.00 3.26 12.38 3.66
S0358c 3.20 2.23 3.78 2.76
S0346a 2.20 0.64 2.14 1.50
S0343a 2.90 1.27 6.62 3.77
S0334c 1.90 2.21 1.30 1.52
S0334b 2.40 2.34 1.56 1.24
S0334a 6.90 1.71 42.39 25.22
S0306c 1.40 1.77 2.30 1.85
S0301b 1.90 2.33 1.48 1.35
S0264e 8.10 3.04 34.65 35.59
S0263a 7.30 2.64 8.59 6.93
S0241a 2.00 0.48 6.65 3.14
S0226a 3.10 0.26 2.56 2.88
S0218a 5.00 3.09 8.57 6.09
S0202b 3.30 1.14 14.31 2.62
S0128a 7.10 4.53 304.91 98.76

Table A4: VF SNR Table. (MQS Catalogue V2, doi:10.12686/a7)
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Event Name MQS SNR Mean Wind SNR2 Wind SNR2 Press.

S0389a 2.10 - - -
S0388b 1.70 2.89 1.06 1.05
S0388a 1.90 0.55 1.97 1.64
S0386b 2.50 3.00 2.07 1.86
S0386a 2.10 0.76 1.57 1.73
S0385c 3.20 - - -
S0385b 2.30 0.60 3.67 1.67
S0384a 2.70 - - -
S0383c 2.60 2.59 1.80 1.85
S0383b 1.80 2.46 1.40 1.26
S0383a 2.90 2.68 1.90 2.18
S0382a 1.80 2.87 1.35 2.84
S0381f 1.80 2.80 1.24 1.31
S0381e 2.00 2.41 6.51 1.72
S0381d 2.50 0.63 2.29 2.75
S0381c 2.00 2.47 2.36 1.84
S0381b 1.80 0.71 1.21 1.82
S0381a 2.30 0.50 1.88 2.88
S0380a 2.90 2.92 2.06 1.91
S0379b 2.10 2.24 2.28 1.52
S0379a 2.40 2.39 2.03 1.42
S0378b 3.60 2.48 3.46 4.32
S0378a 2.70 1.26 - 3.36
S0377b 1.80 2.64 1.60 1.36
S0377a 1.90 1.48 1.24 0.99
S0376b 2.60 3.03 1.58 1.32
S0374a 2.00 - - -
S0374b 1.70 - - -
S0373b 2.80 2.87 - -
S0373a 2.00 - - -
S0372a 4.30 2.12 5.11 3.97
S0371a 1.90 0.76 2.82 1.70
S0370a 3.70 - - -
S0369c 1.70 - - -
S0369b 2.70 - - -
S0369a 1.70 - - -
S0368a 1.70 - - -
S0367d 2.10 1.96 - 1.68
S0367c 2.40 1.54 2.00 2.69
S0367b 2.10 1.51 1.23 1.36
S0366e 3.20 - - -
S0366d 2.20 - - -
S0366c 3.00 - - -
S0366b 2.10 - - -
S0366a 5.50 - - -
S0365b 2.60 2.24 1.65 1.02
S0365a 3.90 2.15 2.77 2.64
S0365c 2.20 1.04 2.85 1.90
S0364a 2.20 2.22 2.23 2.46
S0363c 2.70 0.54 3.43 1.68
S0363b 2.20 0.59 3.57 1.57
S0363a 3.30 2.31 2.76 4.25
S0362c 1.70 2.29 1.29 1.59
S0362a 2.10 0.50 1.61 1.44
S0361b 2.50 1.12 1.67 1.42
S0361a 2.50 3.76 16.31 -
S0360a 2.20 1.94 4.83 2.62
S0359a 2.50 1.77 1.60 1.34
S0358b 2.00 1.44 32.69 1.41
S0358a 2.00 2.06 1.69 1.74
S0357b 2.30 2.39 2.29 1.65
S0355a 2.90 2.63 53.7 3.16
S0354a 3.10 3.85 2.57 3.12
S0353d 2.50 3.43 1.96 1.38
S0353c 2.20 1.85 2.06 1.54
S0353b 2.60 1.75 8.02 4.49
S0353a 2.20 0.50 2.62 2.05
S0353f 1.10 3.06 447.20 2.68

Table A5: 2.4 Hz event SNR Table part 1 (MQS Catalogue V2, doi:10.12686/a7)
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Event Name MQS SNR Mean Wind SNR2 Wind SNR2 Press.

S0353e 1.90 3.32 4.05 3.10
S0352b 2.20 1.85 - 1.75
S0350a 3.10 1.61 2.86 3.97
S0349b 2.40 4.13 2.53 2.43
S0348d 2.10 2.80 1.18 1.25
S0348c 3.20 1.93 3.11 2.33
S0348b 3.10 2.11 4.06 2.92
S0348a 2.50 1.14 1.35 2.14
S0346d 2.40 2.37 2.00 2.95
S0346c 2.10 2.18 1.80 1.67
S0346b 1.90 2.20 1.60 1.05
S0345b 2.50 2.95 2.20 1.85
S0345d 1.90 2.01 1.23 0.61
S0345c 1.90 1.46 5.37 1.24
S0344b 1.10 0.26 3.14 1.40
S0344a 2.40 0.32 6.82 1.81
S0342a 3.10 1.59 188.83 2.33
S0341a 2.10 1.75 - 2.12
S0340b 2.70 2.09 1.77 2.07
S0339f 1.30 1.24 298.47 3.63
S0339b 1.70 1.92 1.68 1.30
S0339a 1.80 1.95 1.24 1.71
S0339e 1.50 0.97 1.70 1.51
S0339d 1.70 1.86 1.55 1.47
S0339c 2.10 1.50 36.69 2.27
S0338b 4.10 1.35 5.08 5.08
S0338a 3.30 2.77 3.23 3.99
S0337a 2.90 2.32 3.73 3.30
S0335b 2.00 2.17 1.94 0.78
S0335c 1.80 1.81 1.26 1.36
S0335a 1.90 1.24 1.22 1.67
S0333a 2.20 2.50 1.75 1.62
S0332a 3.10 0.72 2.03 1.93
S0331b 3.80 2.19 2.50 3.97
S0329a 2.90 1.95 4.16 3.31
S0327b 2.60 1.99 1.83 1.76
S0327a 3.00 0.52 2.46 1.94
S0325d 4.40 2.71 5.48 5.30
S0325e 2.00 1.82 1.78 1.41
S0325c 2.60 2.13 1.30 2.18
S0324e 2.00 2.54 1.92 2.78
S0324d 2.40 0.79 1.89 1.57
S0324c 3.60 2.78 6.67 4.73
S0324b 1.90 3.63 1.44 1.34
S0323c 2.40 2.00 1.84 1.83
S0323b 2.80 2.09 2.04 2.65
S0322a 2.60 2.80 2.59 2.61
S0321a 2.20 - - -
S0320a 4.40 2.67 5.34 4.66
S0318a 3.10 2.14 2.81 2.70
S0315d 2.10 2.08 2.10 2.10
S0315c 1.90 0.98 1.92 1.88
S0315a 2.80 3.17 2.65 3.67
S0314a 3.20 0.96 3.18 2.31
S0313a 1.10 2.69 19.25 2.86
S0312b 2.00 1.94 1.84 1.60
S0312a 2.30 2.10 1.42 1.65
S0311b 3.60 2.04 3.98 2.34
S0310a 2.20 0.33 - 3.88
S0309c 2.20 2.28 2.53 1.43
S0309b 2.90 2.26 1.79 2.99
S0309a 3.10 1.94 7.34 3.37
S0308b 3.40 1.94 - -
S0306d 1.90 3.30 3.48 3.49
S0305a 2.00 1.89 2.36 1.06
S0304a 3.90 1.48 4.17 4.29
S0304c 3.30 1.37 8.49 1.43
S0303b 2.10 0.81 - 1.65
S0302d 2.00 2.42 1.29 1.37
S0302c 2.10 2.08 1.59 1.31
S0302b 1.70 1.92 194.78 8.29
S0302a 2.10 2.02 1.82 2.11
S0301a 4.00 2.85 3.29 3.72
S0300a 3.00 2.07 2.43 1.86
S0299b 3.00 1.87 2.39 1.87

Table A6: 2.4 Hz event SNR Table part 2.(MQS Catalogue V2, doi:10.12686/a7)
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Event Name MQS SNR Mean Wind SNR2 Wind SNR2 Press.

S0299a 2.90 - - -
S0298b 0.00 - - -
S0298a 8.50 - - -
S0297e 2.30 2.27 1.35 1.68
S0297d 1.90 2.20 - 1.37
S0297c 2.90 2.30 2.10 1.15
S0297b 2.70 - - -
S0297a 3.20 - - -
S0295b 2.90 2.33 1.58 1.30
S0295a 4.60 3.39 - 1.74
S0294b 1.70 2.86 7.26 11.09
S0294a 0.50 2.00 10.11 9.22
S0292c 2.60 - - -
S0292b 1.90 - - -
S0291d 2.30 2.22 2.02 2.20
S0291b 2.90 1.92 2.23 1.66
S0291a 2.20 3.99 2.10 3.80
S0290a 3.10 1.74 20.65 1.72
S0289b 2.50 2.56 1.99 1.76
S0266e 0.00 - - -
S0266d 0.00 - - -
S0266c 0.00 - - -
S0266b 2.00 - - -
S0265e 2.30 2.01 1.63 1.93
S0265d 2.50 1.90 2.57 1.84
S0265c 2.20 1.91 2.08 1.86
S0265b 3.70 1.98 - 2.47
S0265a 1.30 0.57 - 1.41
S0264d 2.50 1.88 3.68 2.09
S0264c 1.90 - - -
S0264b 3.20 - - -
S0264a 2.50 - - -
S0263c 2.90 2.08 3.32 2.27
S0263b 1.80 1.94 1.43 0.83
S0261b 4.80 1.96 4.58 7.48
S0261a 3.00 1.16 1.61 2.56
S0260b 2.80 - - -
S0257c 2.30 1.86 1.95 1.43
S0257b 4.10 1.93 - 6.20
S0257a 2.60 0.25 - 4.33
S0256c 2.50 2.29 2.41 2.91
S0256a 2.20 1.62 1.54 1.45
S0256b 3.00 3.44 2.18 2.98
S0255b 3.10 2.30 2.13 2.97
S0255a 1.90 1.84 1.63 2.13
S0254c 2.40 2.65 3.87 1.97
S0254a 2.90 1.60 7.27 2.19
S0253b 1.90 1.56 825.78 1.60
S0253a 1.90 1.59 2.12 2.18
S0252a 4.10 1.84 5.31 4.20
S0252b 1.60 0.25 1.15 3.69
S0251c 2.20 1.31 1.03 1.24
S0251b 1.80 0.32 1.36 2.60
S0250b 6.80 2.41 3.81 3.44
S0250a 2.30 0.77 1.54 2.29
S0249a 1.90 0.67 2.02 1.54
S0248d 2.00 2.69 2.05 1.40
S0248b 2.50 1.30 4.75 1.70
S0248a 2.80 1.78 2.43 1.39
S0248c 2.30 3.37 2.32 3.09
S0247b 2.00 2.67 1.19 1.64
S0247a 3.20 2.18 1.90 2.67
S0246b 2.20 - - -
S0244d 3.40 2.24 2.53 4.14
S0244e 2.10 1.72 - 1.52
S0244c 2.70 1.01 1.58 1.92
S0244b 2.40 0.58 2.13 2.54
S0244a 2.10 2.28 - 2.13
S0242d 1.70 1.99 0.85 0.72
S0242b 2.10 0.86 1.94 2.27
S0242a 4.00 1.67 3.10 3.62
S0242c 2.10 2.99 6.01 5.05
S0241b 2.10 2.36 2.02 1.55
S0240b 3.50 3.07 5.19 4.60
S0238a 1.90 1.32 0.82 1.36

Table A7: 2.4 Hz event SNR Table part 3. (MQS Catalogue V2, doi:10.12686/a7)
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Event Name MQS SNR Mean Wind SNR2 Wind SNR2 Press.

S0237a 2.40 1.96 1.19 1.78
S0236b 1.90 1.84 1.64 1.16
S0236a 2.70 0.53 - -
S0235d 2.50 2.09 1.99 1.96
S0235a 2.10 1.65 1.03 1.62
S0234b 2.00 1.60 1.14 1.19
S0234a 3.40 0.68 - 5.17
S0233a 1.80 1.49 0.94 1.90
S0231a 2.20 - - -
S0229a 2.80 0.71 2.46 1.77
S0228b 2.20 1.72 3.49 2.66
S0228a 2.10 0.33 1.60 1.60
S0227d 3.20 2.20 1.53 2.66
S0227c 2.10 1.06 2.09 1.47
S0227b 1.70 1.63 1.24 1.35
S0227a 1.60 0.51 1.70 1.02
S0226c 1.80 0.59 1.93 1.69
S0225a 2.00 1.49 1.46 1.70
S0222a 3.60 0.36 3.13 2.65
S0221c 1.80 1.65 314.86 1.09
S0221b 2.50 1.98 - 2.07
S0221a 2.90 3.24 2.99 3.26
S0219c 3.00 1.98 2.91 2.07
S0219b 3.20 1.19 - 2.97
S0219a 2.10 1.92 - 2.59
S0216c 1.80 - - -
S0216a 3.50 - - -
S0216b 3.10 3.13 1.73 3.26
S0215b 2.20 1.40 1.10 1.23
S0215a 2.40 1.38 2.10 2.05
S0212c 2.40 1.87 2.65 2.35
S0212b 2.60 1.84 3.61 9.99
S0212a 2.70 3.12 3.08 3.26
S0211a 2.70 2.04 2.12 1.98
S0211b 2.30 1.25 3.67 1.42
S0204a 5.40 2.65 3.53 2.89
S0203b 2.00 2.25 2.80 2.39
S0203a 1.70 1.27 1.57 1.86
S0202a 2.00 1.85 1.71 -
S0201b 2.30 1.77 1.60 1.68
S0200a 2.50 2.28 1.61 1.75
S0197a 2.10 1.98 1.64 1.28
S0194d 3.30 3.18 2.51 3.65
S0194c 3.10 2.04 2.46 4.85
S0194b 2.00 1.86 - 1.43
S0194a 2.20 1.60 1.00 2.30
S0193a 2.70 1.76 1.91 1.22
S0191a 2.70 2.68 2.01 1.92
S0186a 2.00 - - -
S0186b 3.60 - - -
S0183b 2.70 - - -
S0182a 2.00 - - -
S0168a 2.70 - - -
S0151a 2.50 - - -
S0116a 2.70 - - -

Table A8: 2.4 Hz event SNR Table part 4. (MQS Catalogue V2, doi:10.12686/a7)
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