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Abstract

The uncertainty in polar cloud feedbacks calls for process understanding of the cloud response to climate warming. As an initial

step toward improved process understanding, we investigate the seasonal cycle of polar clouds in the current climate by adopting

a novel modeling framework using large eddy simulations (LES), which explicitly resolve cloud dynamics. Resolved horizontal

and vertical advection of heat and moisture from an idealized general circulation model (GCM) are prescribed as forcing in

the LES. The LES are also forced with prescribed sea ice thickness, but surface temperature, atmospheric temperature, and

moisture evolve freely without nudging. A semigray radiative transfer scheme without water vapor and cloud feedbacks allows

the GCM and LES to achieve closed energy budgets more easily than would be possible with more complex schemes. This

enables the mean states in the two models to be consistently compared, without the added complications from interaction with

more comprehensive radiation. We show that the LES closely follow the GCM seasonal cycle, and the seasonal cycle of low-level

clouds in the LES resembles observations: maximum cloud liquid occurs in late summer and early autumn, and winter clouds

are dominated by ice in the upper troposphere. Large-scale advection of moisture provides the main source of water vapor for

the liquid-containing clouds in summer, while a temperature advection peak in winter makes the atmosphere relatively dry and

reduces cloud condensate. The framework we develop and employ can be used broadly for studying cloud processes and the

response of polar clouds to climate warming.
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Abstract
The uncertainty in polar cloud feedbacks calls for process understanding of the cloud re-
sponse to climate warming. As an initial step toward improved process understanding,
we investigate the seasonal cycle of polar clouds in the current climate by adopting a novel
modeling framework using large eddy simulations (LES), which explicitly resolve cloud
dynamics. Resolved horizontal and vertical advection of heat and moisture from an ide-
alized general circulation model (GCM) are prescribed as forcing in the LES. The LES
are also forced with prescribed sea ice thickness, but surface temperature, atmospheric
temperature, and moisture evolve freely without nudging. A semigray radiative trans-
fer scheme without water vapor and cloud feedbacks allows the GCM and LES to achieve
closed energy budgets more easily than would be possible with more complex schemes.
This enables the mean states in the two models to be consistently compared, without
the added complications from interaction with more comprehensive radiation. We show
that the LES closely follow the GCM seasonal cycle, and the seasonal cycle of low-level
clouds in the LES resembles observations: maximum cloud liquid occurs in late summer
and early autumn, and winter clouds are dominated by ice in the upper troposphere. Large-
scale advection of moisture provides the main source of water vapor for the liquid-containing
clouds in summer, while a temperature advection peak in winter makes the atmosphere
relatively dry and reduces cloud condensate. The framework we develop and employ can
be used broadly for studying cloud processes and the response of polar clouds to climate
warming.

Plain Language Summary

The polar regions are changing rapidly. Clouds and their feedbacks remain uncer-
tain due to small-scale unresolved processes in climate models, which contribute to un-
certainties in polar climate projection. In order to understand the mechanisms that con-
trol polar clouds, we focus on their seasonal cycle in the current climate. We adopt an
idealized framework for driving high-resolution simulations by a global climate model.
With minimal components represented, we find similar features between the simulated
and observed polar clouds. In particular, liquid-containing clouds reach maximum in sum-
mer, which coincides with the summer peak in moisture advection from lower latitudes.
Therefore, projection of polar clouds will depend on future changes in heat and mois-
ture advection. This framework will allow us to study the response of polar clouds to
climate warming.

–2–
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1 Introduction

Clouds in the Arctic display a prominent seasonal cycle in their amount and ver-
tical distribution (Cesana et al., 2012). In particular, the low-level liquid-containing clouds
dominate the cloud radiative effect (CRE) on the surface energy budget in all seasons
(Persson, 2002; Shupe & Intrieri, 2004). Clouds interact with sea ice on seasonal time
scales. For example, springtime Arctic clouds play an important role in determining sea
ice extent in autumn (Cox et al., 2016). By examining the cause of the seasonal cycle
of polar clouds, we can gain a better understanding of the factors that control the cloud
amount and CRE. This is an essential step towards understanding how clouds respond
and contribute to climate change in the Arctic (Kay et al., 2016).

Early studies have laid the groundwork for characterizing Arctic clouds and their
seasonal cycle (Curry & Herman, 1985; Curry et al., 1996). In particular, Beesley and
Moritz (1999) attempted to explain the seasonal variability of Arctic low-level clouds us-
ing a single-column model. Large-scale forcing based on reanalysis for summer and win-
ter produced a cloudy summer and a clear winter boundary layer (BL), consistent with
observations. They also found that artificially shutting off surface evaporation in sum-
mer does not eliminate low-level clouds. This suggests an important role large-scale forc-
ing plays in providing moisture and shaping the seasonal cycle of Arctic clouds.

Advances in active satellite observations over the past decade have provided un-
precedented 3D coverage of clouds in polar regions. Total cloud fraction peaks in autumn
over the Arctic Ocean, slightly later than what surface-based and passive satellite ob-
servations suggested previously (Liu et al., 2012; Kay & L’Ecuyer, 2013). Liquid-containing
clouds persist throughout the year over the Arctic Ocean, and the low-level liquid-containing
cloud fraction is highest in late summer and autumn. Ice-dominated clouds, on the other
hand, show maximum cloud fraction in the winter upper troposphere (Cesana et al., 2012).
Consistently, liquid water path (LWP) reaches its maximum in July–September and min-
imum in winter (Zuidema & Joyce, 2008; Lenaerts et al., 2017). However, it remains chal-
lenging for general circulation models (GCMs) to correctly simulate the observed sea-
sonal cycle of Arctic clouds (Karlsson & Svensson, 2013; Taylor et al., 2019; Kretzschmar
et al., 2019; Lenaerts et al., 2017) and the cloudy state in winter (Pithan et al., 2014,
2016).

Here we adopt a novel framework by Shen et al. (2020) in which high-resolution
models are driven with large-scale fields from a GCM to simulate and analyze the sea-
sonal cycle of polar clouds. It is a modification of the traditional concept of driving limited-
domain models with large-scale forcing from observations or global models (Randall &
Cripe, 1999; Dal Gesso & Neggers, 2018). Instead of testing cloud and turbulence pa-
rameterizations (Krueger, 1988; Betts & Miller, 1986; Neggers et al., 2012), we aim to
explain the observed seasonal cycle of Arctic clouds. We use large eddy simulations (LES)
to explicitly resolve essential dynamics of clouds and turbulence in the polar troposphere.
Although LES have been frequently used to study the Arctic BL (Klein et al., 2009; H. Mor-
rison et al., 2011; Ovchinnikov et al., 2014; Savre et al., 2015), they have rarely been used
to simulate the entire Arctic troposphere. The challenge is that LES alone cannot sup-
port large-scale circulations because of their limited domain size. GCM outputs can pro-
vide large-scale forcing necessary to drive LES. Two advantages are evident: 1) the re-
sults are independent on cloud and turbulence parameterizations; 2) the cloud interac-
tions with the large-scale circulation are absent. Understanding how large-scale circu-
lation drives cloud variability is a necessary step toward disentangling complex cloud feed-
back processes.

As a first step, we choose an idealized framework that captures components cru-
cial to Arctic clouds, such as large-scale advection, a closed surface energy budget with
sea ice, and mixed-phase microphysics. Following Shen et al. (2020), we use a GCM with
simple radiation and convection schemes but without clouds to provide horizontal and
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Figure 1. Liquid fraction λ(T ) as a function of temperature T used in one-moment bulk mi-

crophysics scheme, where n is the exponent in the liquid fraction equation (1). Blue curve shows

liquid fraction with default value of n = 0.1 in Kaul et al. (2015). Orange curve shows liquid

fraction with n = 0.5, which is used in this study. The green curve shows the empirical liquid

fraction from Hu et al. (2010).

vertical advection of heat and moisture as forcing terms in the LES. Therefore, we can
treat each LES as an idealized single GCM column, with turbulent fluxes resolved rather
than being parameterized. The simplification in radiation allows the two models to achieve
closed energy budgets easily so that they have energetically consistent, though not nec-
essarily realistic, mean state climates.

We address the following questions: Can we reproduce and explain the observed
seasonal cycle of Arctic clouds with our approach? How is the seasonal cycle influenced
by large-scale advection and surface fluxes? Using our framework, we found a robust con-
nection between the seasonal cycle of large-scale advection and polar liquid-containing
clouds. In what follows, we describe the modeling setup (section 2), followed by results
(section 3), discussion (section 4), and conclusions (section 5).

2 Model Setup

2.1 GCM

We use an idealized moist GCM to simulate large-scale dynamics of an Earth-like
atmosphere (Frierson et al., 2006, 2007; O’Gorman & Schneider, 2008). The GCM solves
the hydrostatic primitive equation with T42 spectral resolution in the horizontal and 32
unevenly spaced vertical sigma levels. The lower boundary of the GCM is a 5-m thick
mixed-layer ocean, and the surface energy budget is closed so that evaporation changes
are constrained energetically by changes in other surface energy fluxes. Clouds are not
represented in the GCM. Any grid-scale supersaturation is removed immediately to pre-
cipitation, and there is no reevaporation of condensate. The GCM uses a two-stream sem-
igray radiation scheme with prescribed longwave and shortwave absorber profiles, as de-
scribed in O’Gorman and Schneider (2008). We set the longwave optical thicknesses at
the equator to τe = 7.2 and at the pole to τp = 1.8. The optical thickness varies with
latitude but does not interact with the water vapor nor cloud condensates of the atmo-
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sphere. Therefore, the GCM does not capture the interaction of water vapor and clouds
with radiative transfer. The default surface albedo in the aquaplanet configuration is 0.38,
but in our case, we set the surface albedo to 0.3 for open water, and to 0.5 for sea ice.
The surface roughness length is set to 5× 10−3 m for momentum, and to 1× 10−3 m
for scalars.

One modification of the GCM specific to the current study is the saturation va-
por pressure calculation. In order to obtain consistent thermodynamics, especially at low
temperatures, we implemented a look-up table in the GCM to get saturation vapor pres-
sure and its temperature derivatives, instead of using the default formulation in O’Gorman
and Schneider (2008). The look-up table is obtained by integrating the Clausius-Clapeyron
equation with specific latent heats that depend on temperature (see Equation (1) below).
At GCM runtime, the values are determined by linearly interpolating the closest look-
up table values. This treatment of saturation vapor pressure is consistent with the LES
used in this study (Pressel et al., 2015).

We run the GCM with an obliquity of 23.5◦, zero orbital eccentricity, and a sea-
sonal cycle that has a period of 200 days per year. The seasonal cycle is shortened in or-
der to reduce the computational cost of the LES simulations. We refer to the four sea-
sons as the corresponding 50-day averages (e.g., spring is the first 50 days, summer is
day 51–100, etc.). We run the GCM for 11 years into an approximate statistical equi-
librium and use the last year to provide forcing for the LES.

2.2 LES

We work with the Python Cloud Large Eddy Simulation code (PyCLES) (Pressel
et al., 2015). The model uses an anelastic framework, which ensures closed total water
specific humidity qt and specific entropy s budgets. PyCLES has been used successfully
to simulate subtropical marine BL clouds (Tan et al., 2016, 2017; Pressel et al., 2017;
Schneider et al., 2019), deep convective clouds (Shen et al., 2020), and Arctic mixed-phase
stratocumulus (Zhang et al., 2020).

We use a one-moment mixed-phase microphysics scheme that follows Kaul et al.
(2015) and solves prognostic equations for snow and rain water specific humidity (qsnow
and qrain) separately. Cloud condensates are diagnosed through a saturation adjustment
procedure from qt. To partition the total condensate (saturation excess) between liquid
and ice, we use a phase partition function that depends on temperature T alone

λ(T ) =


0 for T < Tcold,(

T − Tcold
Twarm − Tcold

)n

for Tcold ≤ T ≤ Twarm,

1 for Twarm < T,

(1)

where Twarm = 273 K and Tcold = 235 K are the threshold temperatures for homoge-
neous melting and freezing (Kaul et al., 2015). The exponent n in the liquid fraction λ
is taken to be 0.5 (instead of 0.1, a typically used value for Arctic stratocumulus, see Kaul
et al. (2015) and Zhang et al. (2020)). The corresponding liquid fraction is shown in Fig-
ure 1. Also plotted for comparison is the observationally-derived curve from Hu et al.
(2010). Using the latter does not change the simulated seasonal cycle of clouds quali-
tatively (Figure S1–S3), as will be discussed in section 4.3.

The cloud liquid droplet number is determined by a prescribed cloud condensation
nuclei concentration of 108 m−3. Cloud ice, snow, and rain droplet numbers are deter-
mined by their particle size distribution function (PSDF) in exponential forms. In or-
der to reduce the number of free parameters, we use diagnostic relationships for rain and
snow PSDF intercept parameters. Because it is difficult to measure small ice particles
(e.g., McFarquhar et al., 2007), we use 1×107 m−4 (a default value for Arctic stratocu-
mulus) for the cloud ice PSDF intercept parameter. Because the simulations are not lim-
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ited to Arctic BL clouds, we modified the PSDF formulations in the microphysics scheme
to be applicable to tropospheric clouds. The intercept parameter of the PSDF for snow
uses the default formulation in Grabowski (1998) instead of the empirical expression in
H. Morrison et al. (2011) (see also Appendix A in Kaul et al. (2015)). The intercept pa-
rameter of the snow PSDF follows the expression in Sekhon and Srivastava (1970).

The LES uses the same radiation scheme as the GCM. Because the LES reference
pressure can differ substantially from the GCM pressure at the same altitude, we use the
GCM pressure and air density to calculate the radiative tendency in the LES. All LES
simulations were conducted with a horizontal resolution of 400 m and a vertical resolu-
tion that varies from 74 m near the surface to 420 m at the domain top. Doubling the
vertical and horizontal resolutions separately has minimal impact on simulated liquid
and ice water paths (Figure S4 and S5). The LES domain is 25.6 km × 25.6 km in the
horizontal dimension and 18 km in the vertical dimension. A sponge layer of 6 km at the
top of the domain is implemented to damp the velocity and scalar fluctuations toward
the domain-mean values. Simulated clouds below 10 km are insensitive to the sponge
layer depth. Therefore, we focus on the representation of the bottom 10 km of the model
domain. Like the idealized GCM, the lower boundary of LES is a 5-m thick mixed-layer
ocean with closed surface energy budget. Surface albedo in the LES is the same as in
the GCM: 0.3 for open water, and 0.5 for sea ice.

2.3 Sea Ice Model

We implemented a thermodynamic sea ice model similar to the Semtner (1976) “zero
layer” model. This model was initially developed for a GCM, but we now have imple-
mented it in the LES too; however, we prescribe ice thickness in the LES using the GCM
output (see Section 2.5). This treatment approximates the specific heat of the ice to be
negligible, which implies that the temperature profile within the sea ice remains linear.
The present model differs from Semtner (1976) in that for simplicity the freshwater value
for the freezing point, Tm = 273.16 K, is used at the surface and base of the ice, and
a constant latent heat of fusion of ice of Li = 3.0×108 J m−3 is adopted. Sea ice grows
at the base in winter, and ablation occurs at both the surface and the base in summer.
There is no surface snow layer and no horizontal sea ice motion.

Where the surface is ice covered (hi > 0), the sea ice thickness evolves according
to

Li
dhi
dt

= Fatm − Fbase. (2)

Here the flux exchange between surface and atmosphere Fatm includes radiation and tur-
bulent sensible and latent heat fluxes (Frad, FSH, and FLH, respectively), defined to be
positive upward,

Fatm = Frad + FSH + FLH. (3)

The basal heat flux Fbase from the ocean mixed layer into the ice is taken to depend lin-
early on the temperature gradient between the mixed layer (at Tml) and the ice base (at
the melting temperature Tm),

Fbase = F0(Tml − Tm),

using the coefficient F0 = 120 W m−2 K−1 as in Eisenman (2007). The surface tem-
perature of the ice Ts is determined implicitly by a balance between the surface flux Fatm

(which is a function of Ts) and the conductive heat flux through ice Fi,

Fatm = Fi = ki
Tm − Ts

hi
,

where ki = 2 Wm−1K−1 is the thermal conductivity of sea ice, except where this gives
Ts > Tm, in which case instead we set

Ts = Tm,
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Figure 2. Schematic of the surface boundary conditions. In the GCM, the sea ice specific

heat is taken to be zero, so that the temperature profile within the ice is linear. See section 2.3

for details.

representing surface melt (Eisenman & Wettlaufer, 2009).

The ocean mixed-layer temperature Tml is determined by

ρwcwhml
dTml

dt
= −Fatm (4)

under ice-free conditions and

ρwcwhml
dTml

dt
= −Fbase (5)

where ice is present. Here ρw is the density of water, cw is the specific heat of water, and
hml is the constant ocean mixed-layer thickness. The representations of the surface fluxes
(Frad, FSH, and FLH) do not explicitly depend on whether the surface is ice-covered or
ice-free, although they do depend on the surface temperature.

The transition from ice-free to ice-covered conditions happens when Tml cools be-
low Tm during a GCM time step, in which case frazil ice growth is represented by set-
ting Tml = Tm and assigning a positive tendency to hi equal to this change in Tml scaled
by Li/(ρwcwhml). Similarly, a transition from ice-covered to ice-free conditions occurs
when hi reaches zero, at which point any additional net energy flux warms Tml.

Note that because there is no lateral ocean energy flux (“Q flux”) in the present
setup, Tml remains at Tm where ice is present, causing Fbase = 0.

2.4 Large-Scale Forcing in LES

In order to include large-scale dynamics in the limited-domain of LES, we use time-
varying large-scale fluxes simulated by the GCM to drive the LES for one year (200 sim-
ulation days). The details of the forcing framework are described in Shen et al. (2020).
In summary, we use LES to simulate a single grid column of a GCM, but with processes
that are parameterized in the GCM (e.g., convection, condensation, and BL turbulence)
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resolved in the LES. The forcing terms include horizontal and vertical advection of tem-
perature and specific humidity, as well as temperature tendencies due to numerical damp-
ing and spectral filtering in the GCM. By doing so, we can avoid nudging of thermody-
namic variables in the atmosphere, which is often used to prevent LES from diverging
from GCMs but constrains the turbulence development in the LES.

A major distinction between our forcing framework and that of Shen et al. (2020)
is the time-varying forcing. Instead of using the long-term mean tendencies, we use the
instantaneous tendencies from the GCM, updated every 6 hours. Therefore, the hori-
zontal advective qt source term Shadv becomes

Shadv = −ũ∂xq̃t − ṽ∂y q̃t, (6)

and the vertical advective qt source term Svadv becomes

Svadv = −w̃∂zqt. (7)

Tildes (̃·) denote variables resolved on the GCM grid.

Like for the specific humidity, the horizontal advective temperature tendency Jhadv
is taken directly from the GCM,

Jhadv = −ũ∂xT̃ − ṽ∂yT̃ , (8)

and the vertical advective temperature tendency Jvadv becomes

Jvadv = −w̃∂zT − w̃
g

cp
, (9)

where g is the gravitational acceleration, and cp is the specific heat of dry air. The source
terms (6) and (7) are included in the prognostic equation for total water specific humid-
ity qt, and the source terms (6)–(9) are included in the prognostic equation for specific
entropy s (Shen et al., 2020).

For horizontal momentum forcing (u and v), we impose the GCM-resolved hori-
zontal momentum tendencies on the LES momentum equations. This also differs from
Shen et al. (2020), where the GCM large-scale pressure gradient is imposed.

The forcing fields are taken from GCM grid boxes closest to 70◦N. This has more
relevance for the Arctic Ocean, given the aquaplanet nature of the idealized GCM. To
include synoptic-scale variability, we choose four grid points (0◦, 90◦, 180◦, and 270◦ lon-
gitude) instead of using zonal-mean fields from the GCM. The results we present are av-
erages of the 4 simulated locations, which are statistically identical. We call this aver-
age the ensemble mean.

2.5 Surface Forcing in LES

To have consistent surface states, we prescribe sea ice thickness in PyCLES from
GCM output, updated every 6 hours. This ensures consistent bottom boundary condi-
tions in the GCM and LES, and it indirectly constrains the turbulent heat fluxes. Sur-
face heat fluxes and temperatures are calculated interactively in the LES, thus slight dif-
ferences are present between the LES and GCM. We have tested directly prescribing sur-
face turbulent heat fluxes instead of sea ice thickness, which led to unreasonable air tem-
peratures in the LES near the surface. We find that prescribing sea ice thickness is a good
compromise to obtain comparable surface conditions in the GCM and LES.

3 Results

3.1 Seasonal Cycle

The high-frequency forcing introduces a large amount of variability in the LES sim-
ulations. Since we are interested in the seasonal evolution and for better visualization,
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Figure 3. LES ensemble-mean seasonal cycle of domain-mean (a) surface temperature (black

thick line) and top-of-atmosphere (TOA) downward shortwave radiative flux (red dashed line),

(b) sea ice thickness, and (c) cloud condensate profiles (filled colors for liquid, contours for ice).

GCM surface temperature is shown as the black thin line. Data are smoothed by a 20-day run-

ning mean.

we apply a 20-day running mean to smooth the high-frequency 6-hourly LES output. Fig-
ure 3 shows the seasonal cycle of the surface state and cloud water specific humidities
from the GCM-forced LES. Also shown is the insolation forcing at top-of-atmosphere (TOA),
which corresponds well with the increase of surface temperature Ts from mid winter to
mid spring when ice thickness hi reaches its maximum of 1.4 m (Figure 3a and 3b), qual-
itatively consistent with observations over an ice-covered Arctic (Persson, 2002). As Ts
reaches the melting temperature, all shortwave forcing is used to melt the sea ice, and
hi declines into summer. Then Ts increases again above the melting temperature, but
quickly decreases as insolation declines and sea ice thickens into winter. Overall, there
is a good agreement between LES and GCM Ts, with the largest difference of 5 K in win-
ter. The annual variation of Ts is about 30 K, well within the observed range (26–36 K)
of the annual variation of monthly-mean near-surface temperatures in the Arctic (Persson,
2002).

The maximum cloud liquid specific humidity ql is found within the BL during sum-
mer and autumn, when Ts is high and hi is low (Figure 3c). This is also when liquid-containing
cloud top reaches the highest vertical extent at about 8 km. The liquid specific humid-
ity ql is consistently above 0.01 g/kg in spring and drops below 0.01 g/kg during win-
ter. Cloud ice specific humidity qi, on the other hand, reaches its maximum in late au-
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averaged over 50 simulation days. (a) Temperature in LES in thick lines and GCM in thin lines.

(b) Total water specific humidity in LES in thick lines and GCM in thin lines. (c) LES liquid

specific humidity in solid lines and rain specific humidity in dashed lines. (d) LES ice specific

humidity in solid lines and snow specific humidity in dashed lines.

tumn in the upper troposphere, and it is present throughout the year. In winter, liquid-
containing cloud is still present in the BL, though cloud water specific humidity is dom-
inated by qi (Figure 4 and S6). The general pattern of the simulated seasonal cycle re-
sembles that of the observed liquid-containing Arctic clouds (Cesana et al., 2012), which
is further discussed in section 4.1.

In order to understand the seasonal variability of cloud water profiles, we exam-
ine the thermodynamic profiles simulated by both the idealized GCM and the LES (Fig-
ure 4). In addition to the large differences in the temperature across the seasons, also
the static stability experiences large seasonal variability (Figure 4a). Although there is
no temperature inversion in the BL due to the lack of cloud-top radiative cooling, the
lower troposphere is more stable in autumn and winter when insolation is weaker, and
is more convective in spring and summer when insolation is stronger. The highest spe-
cific humidity is found in the summer BL, while the BL is significantly moister in spring
and autumn than in winter (Figure 4b).
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The corresponding seasonally-averaged cloud water profiles also display large vari-
ability. The liquid specific humidity ql peaks in the lower troposphere below 2 km through-
out the year: the summer peak value is five times the winter peak value (Figure 4c). The
ql peaks at 1 km in summer and autumn further indicate the presence of the stratiform
layers (also apparent in Figure 3c). In contrast, ice specific humidity qi peaks in the up-
per troposphere, and maximizes in winter (Figure 4d). Rain is negligible, but there is
a significant amount of snow in the lower troposphere, with a magnitude that is com-
parable to qi.

Radiatively, the seasonal cycle of condensed water path (the vertical integral of cloud
water specific humidity) is a major factor in determining the CRE. Figure 5 shows the
cloud liquid water path (LWP), ice water path (IWP), rain water path, and snow wa-
ter path integrated over the lower 10 km of the LES domain. LWP exhibits a seasonal
cycle with a maximum of 0.25 kg m−2 in summer and a minimum of 0.03 kg m−2 in win-
ter (Figure 5a). IWP shows a shifted seasonal cycle that maximizes at 0.25 kg m−2 in
winter (Figure 5b). Intuitively, we expect higher LWP in the summer and higher IWP
in the winter, due to the temperature dependency of the liquid fraction shown by equa-
tion (1). The snow water path maximizes in autumn and always exceeds the rain wa-
ter path.

3.2 Estimating Cloud Radiative Effects

Although the gray radiation scheme does not allow cloud-radiation interactions in
either the GCM or the LES, we use an offline radiative transfer model to estimate the
radiative effects of the clouds in the LES. To do so, we use the Rapid Radiative Trans-
form Model for GCMs (RRTMG) (Iacono et al., 2008). Domain-mean profiles of 6-hourly
temperature, specific humidity, pressure, density, and cloud water specific humidity are
used as input fields for RRTMG. We define the longwave (LW) and shortwave (SW) CREs
as the difference between net all-sky fluxes and clear-sky fluxes, either at TOA or at the
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surface (SFC):

LWCRE = (LW↓all−sky − LW↑all−sky)− (LW↓clear − LW↑clear), (10)

SWCRE = (SW↓all−sky − SW↑all−sky)− (SW↓clear − SW↑clear), (11)

CRE = LWCRE + SWCRE. (12)

The annual-mean CRE at TOA and at SFC are summarized in Figure 6, along with the
observed climatological values from CERES-EBAF averaged over 70–75◦N. The observed
net effect of clouds at TOA is -10 W m−2 (i.e., cooling), which is dominated by SWCRE.
For the LES, when both cloud liquid and ice are included in the radiative transfer cal-
culation, the LWCRE term dominates because there is excessive cloud ice in the upper
troposphere in our simulations (Figure 6a). If we only include cloud liquid in the cal-
culation, TOA LWCRE decreases from 33 to 16 W m−2, and the annual-mean net CRE
is much closer to observations (Figure 6b). Surface CRE is not as sensitive to upper-tropospheric
cloud ice, since cloud liquid in the lower troposphere is already optically thick. The annual-
mean SFC CREs match the observed values well, with or without cloud ice (Figure 6c
and 6d). Although the agreement between observations and liquid-only CRE is coinci-
dental, the observed annual-mean CRE of ice clouds is small at high latitudes (Hong et
al., 2016). We focus here on the seasonal cycle of liquid-only CREs and defer the dis-
cussion on cloud ice bias to Section 4.

Figure 6b and 6d shows the seasonal cycle of CRE at TOA and SFC using cloud
liquid only in the RRTMG calculations. The ensemble mean CRE is the average of 4 of-
fline radiative transfer calculations from each LES simulation (as opposed to the offline
calculation of the ensemble mean clouds). The seasonal cycle of TOA CRE is dominated
by the seasonality in SWCRE: Clouds have a strong cooling effect during the sun-lit part
of the year; during polar night, their longwave warming effect dominates, as expected
(Figure 6a). The TOA LWCRE has a muted seasonal cycle and peaks in late summer/early
autumn. It depends on the difference between LW↑all−sky and LW↑clear. While LW↑clear varies

little from mid-summer to early autumn, LW↑all−sky decreases as cloud top temperature
drops (not shown), maximizing LWCRE during this time. At SFC, the LWCRE seasonal
cycle is damped compared to TOA; SWCRE variability is weaker at the surface than at
TOA, but still peaks in late spring (Figure 6b). The net CRE at the surface is much higher
than at TOA (15 versus −13 W m−2), suggesting that polar clouds warm the surface
in our LES.

4 Discussion

4.1 Comparison to Observations

An encouraging result of our experiment is the resemblance of the simulated liquid-
containing clouds to observations. Although the model setup here is highly idealized, many
processes are absent, and detailed reproduction of the seasonal cycle is not a goal, the
simulated seasonal cycle of clouds and CRE still resembles that observed. This suggests
that elements that are essential for producing the observed seasonal cycle of Arctic clouds
are present in our idealized setup. For example, Cesana et al. (2012) produced the sea-
sonal cycle of cloud fraction averaged over the Arctic Ocean (70–82◦N) based on a space-
borne lidar (CALIPSO-GOCCP). They found the maximum frequency of occurrence of
liquid-containing clouds near the surface from May to September, and the liquid-containing
cloud reaches is maximum vertical extent at 7.5 km altitude in July. During winter, the
liquid-containing cloud fraction is lower, but still persistent below 2 km. Ice-dominated
cloud fraction is lower than liquid overall, and is zero below 4 km during June to Au-
gust. The ice-dominated cloud fraction maximum occurs at 7 km in winter, while it reaches
as high as 11 km. These observations match well with the simulated seasonal cycle of
clouds in our LES (Figure 3c). However, it should be borne in mind that direct compar-
isons between LES and observations are difficult because the spatial scales and defini-
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Figure 6. Offline RRTMG calculation of CRE at (a)-(b) TOA and (c)-(d) SFC using domain-

mean profiles from LES. Left column shows calculation with cloud liquid and ice, right column

shows calculation with cloud liquid only. Ensemble mean CREs are in solid lines. Shading shows

the minimum and maximum range within the ensemble. Data are smoothed by a 20-day run-

ning mean. Annual mean CRE values are shown in the lower right. Dots show the observed

CERES-EBAF CRE monthly climatology averaged over 70–75◦N, and error bars show the spatial

standard deviation for each month. Annual mean CRE values from observations are shown in

parentheses.

tions of cloud fractions are different in LES and in satellite-derived observations in Cesana
et al. (2012). A more sophisticated comparison should involve satellite simulators that
convert simulated thermodynamic fields to variables that are directly measured by satel-
lites (Chepfer et al., 2008; Kay et al., 2016). Nonetheless, the similarity of the LES to
observations provides evidence for the physical relevance of our experiments.

Next, we compare the condensed water paths with satellite observations over the
Arctic Ocean north of 60◦N (Figure 2 in Lenaerts et al. (2017)). The observed LWP ranges
from 0.015 to 0.125 kg m−2, with the maximum occurring during late summer and the
minimum during winter. Although the maximum ensemble-mean LWP during summer
in our LES is over-estimated (0.22 kg m−2), the timing of the maximum and minimum
is consistent with the observed LWP in polar oceans (Figure 5a). Larger discrepancies
are found in IWP. The observed IWP over the Arctic Ocean ranges from 0.01 to 0.11
kg m−2. In the LES, the ensemble-mean IWP ranges from 0.07 to 0.4 kg m−2 (Figure
5b), much higher than observed. The seasonal cycle of IWP is weak in observations, and
our results show a peak in IWP during winter. The cloud ice excess in the LES may be
related to our simple treatment of ice microphysics and an inefficient removal of ice par-
ticles at high altitudes. Interestingly, comprehensive climate models tend to overestimate
LWP and underestimate IWP (Zuidema & Joyce, 2008; Lenaerts et al., 2017).

Being aware of the biases in our simulated cloud water fields, we compare our es-
timated liquid-only CRE to observations from Clouds and the Earth’s Radiant Energy
System Energy Balanced and Filled (CERES-EBAF, Loeb et al., 2017; Kato et al., 2018).
We choose the latitude band 70–75◦N to get average observed radiative fluxes. The se-
lected domain covers the seasonal sea ice edge, providing the relevant comparison to our
idealized experiment. Monthly data from CERES-EBAF are scaled in time to match the
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Figure 7. Normalized histogram (gray) and probability distribution (black line) of winter net

surface longwave fluxes from offline RRTMG calculations using LES simulations. (a) Cloud liquid

and ice are included. (b) Only cloud liquid is included.

accelerated seasonal cycle of our LES (Figure 6). The observed SWCRE shows high spa-
tial standard deviations during sunlit months, but the observed LWCRE shows low spa-
tial standard deviations in warmer months. As a result, our simulated SWCRE is gen-
erally within the observed range during the highly variable spring and early summer months
(Figure 6b). Our simulated TOA LWCRE is too strong in spring, and TOA SWCRE is
stronger in late summer/early autumn compared to CERES-EBAF. Nonetheless, our sim-
ulated annual-mean TOA LWCRE and SWCRE based on cloud liquid alone agree well
with observations. Note that when cloud ice is included, TOA LWCRE shows larger vari-
ability across ensemble members throughout the year. Although the minimum LWCRE
agrees with CERES in summer and autumn, the annual mean LWCRE and net CRE are
much higher than observed.

A unique feature of the Arctic is the presence of two preferred states in the win-
ter BL: a cloudy and a clear state. This is a robust feature in field observations and re-
analysis, but often misrepresented in comprehensive climate models (Pithan et al., 2014,
2016). Therefore, it is encouraging that our idealized LES can produce a bi-modal dis-
tribution of the winter liquid-only net SFC LW fluxes (Figure 7b). The main peak is found
around -20 to 0 W m−2, corresponding to the cloudy state that GCMs often miss. The
secondary peak is found around -60 W m−2, corresponding to the clear state. When both
cloud liquid and ice are included in radiative transfer calculations, we see only one peak
around -14 W m−2 (Figure 7a), highlighting the positive cloud ice bias. Our modeling
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of GCM and LES fields.

framework can serve as a tool to study such air mass transformation in the Arctic (Pithan
et al., 2016).

4.2 Forcing and Clouds

What determines the seasonal cycle of Arctic liquid-containing clouds? We com-
pare the two external non-radiative forcings in our LES: large-scale advection and sur-
face heat fluxes. Because large-scale advection is prescribed in the LES, it does not in-
teract with the thermodynamic and cloud fields, therefore directly influencing cloud wa-
ter amount. Although surface turbulent heat fluxes are not prescribed in the LES, they
are indirectly controlled by the prescribed sea ice thickness. Therefore, we consider them
as a part of the forcing that affects the simulated clouds.

Large-scale advection is more important at high latitudes than at lower latitudes
because atmospheric heat transport balances the net negative radiative forcing at TOA
(Serreze et al., 2007). Large-scale advection brings heat and moisture into the high lat-
itudes year-round (Figure 8a and 8d). For both temperature and specific humidity ad-
vection, the horizontal advection terms dominate (Figure 8b and 8e). Temperature ad-
vection is the strongest in winter, when the pole-to-equator temperature gradient is the
strongest. Summer temperature advection is weak, but it is associated with the largest
specific humidity advection. On the other hand, specific humidity advection is weak in
winter and spring, contributing to a polar troposphere that is cold and dry. The specific
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humidity advection seasonal cycle is consistent with the observed horizontal specific hu-
midity advection north of 70◦N, but our simulations have peak values in summer that
are twice the reanalysis values (Serreze et al., 2007; Newman et al., 2012).

In order to compare the magnitudes of large-scale advection and surface heat fluxes,
we integrate the large-scale advection vertically for the entire LES domain and for the
BL (Figure 9). Throughout the year, large-scale advection dominates the forcing bud-
get for both temperature and moisture, especially in the summer (Figure 9a). The only
exception is in spring, where surface latent heat flux is larger than specific humidity ad-
vection. However, if we focus on the BL (lowest 2 km, Figure 9b), surface heat fluxes
are of comparable magnitudes and exceeds large-scale advection in spring and early au-
tumn.

The concurrence of the specific humidity advection peak and cloud liquid maximum
(Figure 9a and 5a) points to the dominant role that large-scale specific humidity advec-
tion plays in governing the seasonal cycle of cloud liquid in the polar region. In summer,
air temperatures continue to rise and so does the saturation specific humidity. A mois-
ture source is needed for condensation to occur during this warm period, and in our case
the source comes from large-scale advection of water vapor (surface latent heat flux reaches
a local minimum). Air temperatures begin to decrease at the end of summer, which low-
ers the saturation specific humidity. Cloud condensates form in autumn due to both cool-
ing and a continuous supply of water vapor from large-scale advection. During this time,
increased coupling between the BL and the surface also allows surface evaporation to pro-
vide substantial moisture to form clouds (Kay & Gettelman, 2009; A. L. Morrison et al.,
2018). This is evident in Figure 9b: surface latent heat flux exceeds specific humidity
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advection in the BL in early autumn. In winter, in spite of the cold air temperatures and
low saturation specific humidity, large-scale temperature advection maximizes and warms
the troposphere, making it harder to form cloud condensates.

Beesley and Moritz (1999) tested the sensitivity to large-scale advection of mois-
ture by swapping summer and winter specific humidity advection in a single-column model.
They found little changes in the simulated cloud fraction. However, both liquid and ice
water paths were doubled in winter when summer specific humidity advection is applied
(roughly doubling the winter specific humidity advection). Their insensitivity of cloud
fraction to specific humidity advection may be due to biases in the mean state, such as
the lack of high-frequency variability in the forcing.

4.3 Limitations

Although the idealized GCM has been shown to capture many large-scale features
of the atmospheric circulation, not all aspects are accurately simulated. Known biases
include the jet stream and the storm track’s response to warming (e.g., Tan et al., 2019).
Furthermore, the GCM used in the study has a positive relative humidity bias in the po-
lar regions. According to reanalysis, the climatological relative humidity in the free tro-
posphere is between 65% and 70% at 70◦N. In the idealized GCM, the relative humid-
ity is at least 10% higher. This leads to a moist bias in the LES, manifested in the ex-
cessive IWP (Figure 5b) and high ice specific humidity in the upper troposphere (Fig-
ure 3c). The lack of continents may partly explain the over-estimated summer specific
humidity advection into the polar region, as mentioned in section 4.2. We will address
these issues in future updates of the experimental design to improve our understanding
of polar cloud dynamics.

Our use of a one-moment bulk microphysics scheme can be limiting in reproduc-
ing the observed cloud seasonal cycle, and especially the ice phase. IWP in our LES is
about 4 times higher than what is seen in observations over the Arctic Ocean (Lenaerts
et al., 2017). While we limited our investigation to the only microphysics scheme that
currently contains the ice phase in PyCLES, we tested the sensitivity of our results to
the formulation of liquid fraction (Figure 1) by using the observationally derived formula:
in Hu et al. (2010), with higher liquid to ice ratio above 246 K, and vice versa below 246 K,
the modification in liquid fraction is largest at temperatures around 240 K (Figure S1).
With this modification in the LES, we found the largest modification in ql at temper-
atures above 240 K because of the exponential nature of the Clausius-Clapeyron rela-
tion. As a result, LWP is higher in summer to autumn and lower in winter in the sim-
ulation with the Hu et al. (2010) liquid fraction (Figure S2). Its effect on liquid-only CRE
is strongest in winter, because there is a cancellation in LW and SW during sunlit sea-
sons. The lowered LWP in winter due to the Hu et al. (2010) liquid fraction leads to a
slight reduction of LWCRE, which dominates the net TOA CRE change of -2.4 W m2

in the annual mean (Figure S3).

The lack of water vapor feedback and cloud radiative effects in our modeling frame-
work becomes a major drawback when it comes to representing details of cloud struc-
tures and coupling between radiation and dynamics. For example, cloud-top radiative
cooling imposes a dominant forcing to the dynamics of stratocumulus (Bretherton et al.,
1999). Without it, the turbulence in the BL is unlikely to be strong enough to produce
a well-mixed layer and an inversion above the cloud tops. Cloud-top radiative cooling
also provides a mechanism for observed mixed-phase stratocumulus to persist, instead
of dissipating through ice precipitation (H. Morrison et al., 2011). Although the turbu-
lent kinetic energy vertical profiles from our simulations are of comparable magnitudes
to observations of Arctic BL (Pinto, 1998), the vertical velocity variance tends to be weak.
Lack of this radiation-dynamics coupling explains the structural differences between our
simulated clouds and observed Arctic clouds (e.g., the absent of temperature inversions
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in BL in section 3.1). Furthermore, the absence of an insulating snow layer on sea ice
can inhibit the formation of surface-based inversions (Stramler et al., 2011). However,
our GCM-forcing framework provides a clean setup to study the role large-scale advec-
tion plays in controlling the seasonal cycle of cloud liquid. In a follow-up paper, we will
use the same framework to explore the response of polar clouds to climate warming.

5 Conclusions

We adopted an idealized framework in which large eddy simulations are driven by
large-scale forcing from a GCM in a high-latitude setting. Our approach encapsulates
components of first-order importance in the polar regions, such as large-scale advection
of heat and moisture, sea ice, and a simple representation of mixed-phase microphysics.
Water vapor feedbacks and cloud radiative effects are not represented in the gray radia-
tive transfer schemes in both the GCM and the LES.

The seasonal cycle of simulated polar clouds resembles observations qualitatively.
In particular, maximum cloud liquid specific humidity is found below 2 km in summer
and autumn, and minimum is found in winter. Cloud ice specific humidity is the dom-
inant cloud condensate in the upper troposphere. The condensed water path is domi-
nated by IWP, which is overestimated compared to observations. LWP, on the other hand,
agrees better with satellite-derived values over the Arctic Ocean. Offline radiative trans-
fer calculations of liquid-only CREs also show encouraging agreement with CERES-EBAF:
the net liquid-only CRE is to cool the LES domain, but to warm the surface. Net sur-
face longwave fluxes show a bi-modal distribution of a cloudy and clear state in the win-
ter, providing further agreement with observations qualitatively.

Analysis of the forcing budget points to the dominant role that large-scale advec-
tion of moisture plays in controlling the seasonal cycle of cloud liquid. Our study con-
firms the previous findings by Beesley and Moritz (1999), and further emphasizes that
in the BL, surface evaporation is of comparable magnitude to large-scale specific humid-
ity advection. The peak of large-scale temperature advection occurs in winter, when the
pole-to-equator temperature gradient is greatest. This warms the polar troposphere and
reduces cloud condensates.

Our idealized framework provides an opportunity to study mechanisms of cloud-
climate feedbacks that are present in the complex polar climate system. In a follow-on
paper, we will look at the polar cloud response to climate warming caused by increased
longwave optical thickness of the atmosphere. We will also analyze how changes in large-
scale advection with warming affect the simulated cloud amount, to pave the road for
future studies with more realistic large-scale forcing from reanalysis and comprehensive
GCMs.
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Introduction  

This supporting information provides figures showing the sensitivity of our results to a different 
liquid fraction function and resolution. 
 



 
 

2 
 

 

Figure S1. Liquid fraction difference between the observational-derived function in Hu et al. 
(2010) and Equation (1) with n=0.5. 
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Figure S2. Timeseries of (a) cloud liquid water path and (b) cloud ice water path. Black lines 
show an ensemble member with default liquid fraction (Equation (1) with n=0.5). Cyan lines 
show the same ensemble member with Hu et al. (2010) liquid fraction. 
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Figure S3. Difference in liquid CRE between two simulations with different liquid fraction 
functions (Hu et al. (2010) simulation minus default). The annual mean differences are indicated 
by the numbers. 
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Figure S4. Timeseries of (a) liquid water path and (b) ice water path of baseline simulation in 
black, doubled vertical resolution simulation in green. 
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Figure S5. Timeseries of (a) liquid water path and (b) ice water path of baseline simulation in 
black, doubled horizontal resolution simulation in yellow. 
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Figure S6. Winter vertical ql and qi in the lowest 4 km of the domain. Left: vertical profile 
timeseries of ql (orange) and qi (blue), smoothed by a 20-day running mean. Contours increase 
from the lighest to darkest colors with intervals of 0.005 g/kg. Right: winter mean ql (solid) and 
qi (dashed) in g/kg. 

 


