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Abstract

The effects of temporal changes in the marine geoid on estimates of the ocean dynamic topography is being investigated.

Influences from changes of land hydrology, ice sheets, Post-Glacial Rebound (PGR), and ocean and atmospheric dynamics are

considered and the associated crustal deformation is included. The strongest signals are associated with the seasonal cycle

caused by changes in terrestrial water content and ice sheets as well as the redistribution of atmospheric mass. Second to this

is the importance of an overall trend caused by PGR and decreasing ice sheets over Greenland and Antarctica. On long spatial

scales, the amplitude of regional trends estimated for the geoid height have a sizable fraction of those from Sea Level Anomaly

(SLA) for the period 1993–2016, also after subtraction of steric height of the upper 1000m to analyze trends in deep ocean

geostrophic currents. The estimated strong negative geoid height trend south of Greenland for the period 1993–2016 opposes

changes in dynamic sea level for the same period thereby affecting past studies on changes of both the strength of the Subpolar

Gyre based on SLA and the meridional overturning circulation on a section between Cape Farewell and Portugal applying

ocean dynamic topography and hydrography. We conclude that temporal geoid height trends should be considered in studies

of (multi-)decadal trends in sea level and circulation on large spatial scales based on altimetry data referenced to a geoid field.
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Abstract13

The effects of temporal changes in the marine geoid on estimates of the ocean dynamic14

topography is being investigated. Influences from changes of land hydrology, ice sheets,15

Post-Glacial Rebound (PGR), and ocean and atmospheric dynamics are considered and16

the associated crustal deformation is included. The strongest signals are associated with17

the seasonal cycle caused by changes in terrestrial water content and ice sheets as well18

as the redistribution of atmospheric mass. Second to this is the importance of an over-19

all trend caused by PGR and decreasing ice sheets over Greenland and Antarctica. On20

long spatial scales, the amplitude of regional trends estimated for the geoid height have21

a sizable fraction of those from Sea Level Anomaly (SLA) for the period 1993–2016, also22

after subtraction of steric height of the upper 1000m to analyze trends in deep ocean geostrophic23

currents. The estimated strong negative geoid height trend south of Greenland for the24

period 1993–2016 opposes changes in dynamic sea level for the same period thereby af-25

fecting past studies on changes of both the strength of the Subpolar Gyre based on SLA26

and the meridional overturning circulation on a section between Cape Farewell and Por-27

tugal applying ocean dynamic topography and hydrography. We conclude that tempo-28

ral geoid height trends should be considered in studies of (multi-)decadal trends in sea29

level and circulation on large spatial scales based on altimetry data referenced to a geoid30

field.31

Plain Language Summary32

Changes in ocean surface currents are routinely obtained from satellite altimetry33

data. A correction for changes in the geoid, the equipotential surface of gravity closest34

to sea level, is considered small and thus usually neglected. We investigate temporal geoid35

height changes and potential implications on ocean circulation studies using space-borne36

gravity data and results from ocean and atmosphere models to discover the individual37

processes of mass redistribution in the climate system causing thereby changes in the geoid38

height. We found the largest signals in the seasonal cycle for terrestrial hydrology in the39

Amazone basin, and in negative trends for the Greenland and West Antarctic Ice sheets.40

For the period 1993-2016 and on spatial scale larger than 1000 km or so the magnitude41

of the negative marine geoid height trend south of Greenland is similar to the strength42

of the negative trend in geometric sea level from altimetry. This outcome affects past43

studies on changes in the strength of the Subpolar Gyre and the Atlantic meridional over-44

turning circulation that neglect geoid height variations. We conclude that temporal geoid45

height trends should be considered in studies of (multi-)decadal trends in sea level and46

circulation on large spatial scales based on altimetry data.47

1 Introduction48

In oceanography the marine geoid represents an important reference surface rel-49

ative to which the ocean dynamic topography (ODT) can be inferred from geometric sea50

surface height (SSH) measurements obtained by satellite altimetry. In the past tempo-51

ral variations of the geoid were presumed to be small compared to other error sources52

and were neglected. Under this assumption, any difference from the underlying geoid model53

of the sea surface height field (SSH) as measured, e.g., by an altimeter, would only re-54

sult from a moving ocean (neglecting any atmospheric contributions).55

Over the last decades much effort was devoted by the geodetic and oceanographic56

community to obtain detailed knowledge about the geometric sea surface shape relative57

to the marine geoid down to 100 km spatial scale so as to allow a continuous monitor-58

ing of ocean geostrophic surface currents from space. After considerable advances in tech-59

nologic and scientific devotion, the geometry of the sea surface is now measured routinely60

by satellite altimetry with a remarkable precision of the order of 1 cm over a horizon-61

tal scale of 100 km. Equally remarkable progress has also been achieved in improving62
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geoid models, especially through modern precise space-borne gravity field observations63

obtained by the U.S./German satellite GRACE (Tapley et al., 2004) and the ESA GOCE64

(Rummel et al., 2002) satellite missions. Both developments together now allow to com-65

pute accurate absolute dynamic surface topography slopes and from this geostrophic sur-66

face current on horizontal scales down to about 100 km with an accuracy of 5 cm/s in67

midlatitudes (Bruinsma et al., 2014).68

With its high precision, the GRACE observations also impressively documented69

broad-band (in time) geoid variations associated with mass movements within the Earth70

and climate system, involving all climate components. Causes for those movements are71

manifold, ranging from changes in the ocean and atmospheric circulations, changes in72

the terrestrial hydrology, to changes in the cryosphere, and, especially melting polar ice73

sheets and changes of mass distribution in the solid earth due to, e.g., tectonics, Post-74

Glacial Rebound (PGR) and earthquakes.75

In the past, temporal geoid variations were usually neglected while deriving SLA76

and temporal Mean Dynamic Topography (MDT) from satellite data. However, already77

in the years leading to the GRACE mission the geoid effect of atmospheric masses and78

mass movements were discussed at length in the literature (Ecker & Mittermayer, 1969;79

Rummel & Rapp, 1976; Christodoulidis, 1979). In preparation of the GRACE mission80

several studies were therefore carried out to estimate the geoid effect of mass changes81

in the earth system (Dickey et al., 1997; Wahr et al., 1998; Chao, 2003). If neglected while82

deriving the ODT this can cause problems as it would lead to distorted dynamical sea83

surface slope estimates and thus distorted ocean currents. Since the sea surface shape84

adjusts quasi-instantaneously to the time-varying geoid, neglecting temporal geoid changes85

would project all geoid changes directly into the ocean ODT. However, details of the re-86

sulting uncertainty in space-based geostrophic velocity observations were never quan-87

tified.88

With recent progress about geoid changes and their amplitude, it is now timely to89

re-think the concept of computing sea surface currents from the difference between time-90

varying altimetry and static geoid models. Most of past studies dealing with temporal91

gravity field changes were dedicated to the detection and analysis of the associated mass92

redistribution in the climate system. Only few publications address temporal geoid height93

variations over the ocean. As an example, studies in the pre-GRACE (Wahr et al., 1998;94

Nerem et al., 2000) and early GRACE period (Moore et al., 2005, 2006) infer mass re-95

distributions in the Earth climate system from observed changes in gravity. Frederikse96

et al. (2017) consider geoid height changes in the Northwest Atlantic.97

A number of recent publications deal with self-attraction and loading (SAL) effects98

caused by the coupled process of mass redistribution, crustal deformation and change99

in gravity (Tamisiea et al., 2010; Vinogradova et al., 2010, 2011). These publications in-100

vestigate effects on relative sea level and ocean bottom pressure. Results from these stud-101

ies support the analysis of observations from tide gauges and bottom pressure sensors,102

especially if comparing to ocean circulation models, since those usually don’t include tem-103

poral changes neither in topography nor the geoid. Variations in the geoid changes, though104

implicit in these studies, were not considered explicitly. The Gauss–Listing geopoten-105

tial value W0 temporal variability is discussed in Dayoub et al. (2012), while we here con-106

centrate on geoid gradients. We refer to Wahr et al. (1998) as a prominent example of107

the latter category.108

In this paper, we revisit the question of what causes the geoid to vary as function109

of time scales to address three questions:110

1. What kind of mass redistributions in the climate system are the main contribu-111

tors to ocean geoid variations for time scales from weeks to decades;112
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2. How large are geoid height changes arising from mass variations associated with113

the ocean and atmospheric circulations as a function of geographic position, specif-114

ically: Do they matter (for specific time scales) compared to terrestrial signals;115

and116

3. Do we need to account for temporal geoid changes in oceanographic applications?117

The goal is to find the dominant contributions to ocean geoid height change for dif-118

ferent time scales from weeks to decades, and to adress the geophysical processes involved.119

The focus is here on significance of geoid height changes for possible impact on ocean120

circulation studies. While the overall variations in geoid height are obtained from a state-121

of-the-art GRACE level-3 product, additionaly the contributing effects associated with122

ocean and atmospheric circulation are investigated separately. This is done to separate123

contributions from overlapping components of the earth system. More specifically, con-124

tributions from atmospheric circulation are separated either from those of the terrestrial125

system or the ocean circulation.126

The spatial solution of geoid height changes available from GRACE products is con-127

sidered sufficient for our study, though the application of dynamic modeling would al-128

low higher resolution for changes associated with ocean and atmosphere circulation. How-129

ever, since the geoid height change is proportional to the spatial scale of the associated130

mass change (see Eqs. 4–6 below), the sensitivity to small scale mass changes is low and131

the magnitude of geoid height variations diminishes with decreasing scale. In addition,132

on short spatial scales rather large variability in sea surface height is observed from al-133

timetry caused by mesoscale eddy activity. Thus no significant impact of geoid height134

changes onto oceanographic applications is expected on these scales.135

Our study considers geoid variations arising from (i) water mass cycling between136

the earth system components, including terrestrial water content (TWC), formation and137

melting of ice, global atmosphere and ocean mass, (ii) the atmospheric dynamics, (iii)138

the ocean dynamics, and (iv) PGR. Post-Little-Ice-Age adjustment processes, earth quakes139

and long term mantle-core processes also lead to changes in the marine geoid. However,140

their effect is neglected here. Respective unaccounted temporal geoid variations might141

cause errors on all time scales, specifically the annual cycle due to cycling of water mass142

through all components of the earth climate system. PGR and the mass redistribution143

associated with non-steric global sea level rise might cause considerable trends in the geoid.144

The structure of the remaining paper is as follows: Section 2 introduces the data145

sets and the methodology used. For terrestrial water content and ice mass changes state-146

of-the-art GRACE solutions are applied, and no further validation is provided here. For147

geoid changes caused by atmospheric and ocean dynamics, however, we compare with148

external data in Section 3. Net geoid variations observed over the period 2003 through149

2012 are described in Section 4. These variations are then split into fast (Section 5) and150

seasonal variations (Section 6), and linear trends (Section 7). In Section 8, the observed151

geoid trends are compared to trends in (sterically corrected) SLA from altimetry to dis-152

cuss the potential impact of neglecting geoid height trends when studying long term changes153

of surface (deep ocean) currents. Concluding remarks are provided in Section 9.154

2 Methodology and Approach155

2.1 Components of temporal geoid variations156

Temporal geoid variations are usually inferred from a series of states of various static157

geoid models typically inverted over 1-month periods. Changes between these states rep-158

resent temporal geoid variations, ∆N(t), resulting from various mass changes in the earth159

system occurring on time scales longer than a month. Shorter-time scale variations need160
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to be accounted for during the inversion process to not be aliased. See Dahle et al. (2013)161

for details on the generation of time-varying GRACE geoid models.162

For our purposes we subdivide the change ∆N(t) between these geoid states into163

the following contributions:164

∆N = ∆Ndyn
atmos + ∆Ndyn

ocean + ∆Ncomp + ∆NPGR. (1)

Here, ∆Ndyn
atmos and ∆Ndyn

ocean are the contribution of air mass and ocean mass redistri-165

bution due to atmosphere and ocean dynamic, respectively while total - globally aver-166

aged - mass variations are not considered.167

The remaining geoid changes168

∆Ncomp = ∆Ngl
atmos + ∆Ngl

ocean + ∆Nhydro + ∆Nice (2)

originate from mass fluxes between the different components of the Earth system by spec-169

ifying the total mass change in the different terms, namely variations in Terrestrial Wa-170

ter Content (TWC, ∆Nhydro), land ice mass changes, including glaciers, ice caps and the171

Greenland and Antarctic ice sheets (∆Nice), and total changes in atmospheric (∆Ngl
atmos)172

and ocean mass (∆Ngl
ocean). ∆NPGR represents the contribution of post-glacial rebound173

to the total geoid variations.174

For each of the above contributions, crustal deformation due to loading and its ef-175

fect on the geoid is also considered. However, the dynamic models used to compute ∆Ndyn
ocean176

and ∆Ndyn
atmos assume both the geoid and the topography not to vary with time; thus,177

water and air mass redistribution due to variations in the geoid or crustal deformation178

due to loading effects are not considered.179

The models applied to identify the various contributions to geoid variations pro-180

vide mass (re)distribution in form of bottom pressure BP or Equivalent Water Height181

(EWH), with EWH = ∆σ/ρw = BP/g/ρw, where = ∆σ is horizontal mass density182

change, and gravity acceleration g = 9.81ms−1 and sea water density ρw=1000 kg m−3.183

Beside the changes in the geoid, we also show the corresponding variations in EWH where184

we found it supports the understanding of the physical processes behind the mass redis-185

tribution.186

To obtain geoid height changes caused by mass redistribution near the Earth’s sur-187

face we follow the methodology described in Wahr et al. (1998). Especially we apply the188

standard practice of a thin shell approximation assuming all mass changes at a fixed dis-189

tance a from the center of earth. With this simplification the change in geoid height ∆N190

is described as a scale dependent weighting of the corresponding horizontal mass den-191

sity change ∆σ. To apply the weighting, first, the spatial mass change distribution is an-192

alyzed to obtain changes in the Spectral Harmonic (SH) coefficients ∆clm and ∆slm for193

degree l and order m as194 {
∆clm
∆slm

}
=

1

4πa

∫ 2π

0

dΦ

∫ π

0

sin Θ dΘ ∆σ(Θ,Φ) Pml (cosΘ)

{
cos(mΦ)
sin(mΦ)

}
(3)

where Pml are the normalized associated Legendre functions (see e.g. Hofmann-Wellenhof195

and Moritz (2006)), and Θ and Φ are colatitude and eastern longitude, respectively.196

Second, the SH coefficients are transformed back to physical space to obtain the197

change in geoid height as198

∆N(Θ,Φ) = a

∞∑
l=0

wl

l∑
m=0

Pml (cosΘ) × (∆clm cos(mΦ) + ∆slm sin(mΦ)) (4)

applying the degree-dependent weighting199

wl =
3ρw
ρave

1 + kl
2l + 1

, (5)
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with ρave the average density of the Earth ( = 5517 kg m−3). The Love numbers kl are200

taken from Tab. 1 in Wahr et al. (1998). For degrees l not listed there, linear interpo-201

lation between neighboring values is applied. The SH coefficients of horizontal mass den-202

sity change (∆clm, ∆slm) transform to the fully normalized SH coefficients of ∆N (∆Clm,203

∆Slm) as204

{
∆Clm
∆Slm

}
=

3

2l + 1
(1 + kl)

{
∆clm
∆slm

}
. (6)

The weighting wl describes how, depending on spatial scale, a mass density change205

(and thus also EWH) transforms into geoid height change. Since the weighting is recip-206

rocal to spherical harmonic degree, the geoid height is more sensitive to mass changes207

on large spatial scales. For hemispheric (degree one) mass redistribution the geoid height208

change will be roughly 20% of the corresponding change in EWH. For degree 100 (200209

km spatial scale) the geoid height change is, however, just 2.7% of the mass change.210

2.2 Estimating geoid variations by component211

For temporal geoid variations on land, both from hydrological processes and the212

cryosphere, we apply one of the available level-3 gridded land field products based on213

space-borne observations of the Gravity Recovery and Climate Experiment (GRACE).214

Estimates of atmospheric mass changes and PGR are already subtracted in those data215

sets, so that they come as adequate and ready-to-use products for our purpose. Over the216

ocean and for atmospheric mass change over land we apply results from dynamical mod-217

els. This allows for higher temporal resolution than available from GRACE, leakage of218

strong land signals into the ocean is avoided and a separation of ocean and atmospheric219

signals is provided.220

In the following subsections we will explain the models applied and their applica-221

tion. Because we intend to analyze geoid variations ∆N over the period 2003–2012, all222

anomalies discussed below will therefore be referenced to this period.223

2.2.1 ∆NPGR estimates224

To estimate PGR we apply Glacial Isostatic Adjustment (GIA) rates for a com-225

pressible Earth computed using the ICE5G ice history and the VM2 viscosity profile model226

(Geruo et al., 2012). It has to be stated that, though PGR trends among different GIA227

models provide robust pattern, the uncertainty of magnitudes in regional PGR trends228

from different GIA models is rather large (Caron et al., 2018). The total geoid height229

trend we present here is, however, independent from the PGR model, since for consis-230

tency we have added back the same GIA model that has been subtracted during GRACE231

processing. This model has been applied to remove GIA rates when producing the JPL-232

Mascon solution we use for geoid height changes from hydrological processes and the cryosphere.233

Adding this model back is thus indicated to obtain an unbiased estimate of total geoid234

height change.235

2.2.2 ∆Nice + ∆Nhydro estimates236

For mass changes due to changes in ice including ice caps, glaciers and the Green-237

land and Antarctica ice sheets, as well as hydrological changes, we apply the NASA Jet238

Propulsion Laboratory (JPL)-Mascon solution (Release 5, Version 2; Wiese et al. (2015);239

Watkins et al. (2015); Wiese et al. (2016)). From the provided 0.5◦ resolution the data240

is binned to a 1◦× 1◦ grid, the resolution we use throughout our study.241
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2.2.3 ∆Ndyn
ocean estimates from GECCO reanalysis242

Geoid variations caused by ocean dynamics are calculated from the GECCO2 re-243

analysis (Köhl, 2015). As with the atmospheric mass variations we separate ocean mass244

variations ρocean with ρocean = ρdynocean+ρglocean into a dynamic and a global mean con-245

tribution. The dynamic surface mass density ρdynocean is directly calculated from variations246

in hydrography and sea level of the dynamic model. Since GECCO2 utilizes the Boussi-247

nesq approximation it is however not capable for producing global mass variations. In-248

stead, global ocean mass changes are calculated from variations in global TWC, the ice249

mass budget and global atmospheric mass by claiming the global water mass budget to250

be closed.251

2.2.4 ∆Ndyn
atmos estimates from NCEP reanalysis252

Geoid variations caused by atmospheric mass redistribution are calculated in this253

study applying daily mean surface pressure from the National Centers for Environmen-254

tal Prediction (NCEP) and National Center for Atmospheric Research (NCAR) Reanal-255

ysis 1 project (Kalnay et al., 1996). We utilize the hydrostatic approximation assuming256

changes in surface mass density ∆ρatmos are proportional to changes in surface pressure257

∆patmos, resulting in ∆ρatmos = 1/g ∗ ∆patmos, with g=9.81 m s−2 the acceleration258

of gravity.259

Over the ocean, ∆ρatmos is spatially averaged to take into account the Inverse Barom-260

eter (IB) effect. Due to this effect, regional variations in surface pressure are compen-261

sated by inverse variations in sea level so that only the spatial mean variations over the262

global ocean are detected in the Ocean Bottom Pressure (OBP) signal, whose variations263

measure the sum of variations of atmosphere and ocean mass above sea floor. This ap-264

proach is justified by the long temporal scales considered. For our subsequent analyses265

the surface pressure is binned to weekly and monthly data sets. Finally, to separate the266

global mass variations from spatial redistribution, we define ∆ρatmos = ∆ρdynatmos+∆ρglatmos,267

with ∆ρglatmos the global mean of ∆ρatmos. While ∆ρdynatmos is transformed to ∆Ndyn
atmos268

applying Eqs. 3–5, ∆ρglatmos is transformed to ∆Ngl
atmos used in Eq. 2 to compute ∆Ncomp.269

2.3 Splitting into disjunct frequency bands270

To analyze signal strength and temporal evolution on different time scales we de-271

scribe all mass density and geoid height time series as a sum of mutually uncorrelated272

terms on different frequency bands. Thus, the variances of the different terms add up273

to the total variance of the time series. For all but the atmospheric component the time274

series are separated into an annual and monthly mean term, where the annual mean is275

defined as anomaly over the reference period (2003–2011) and the monthly mean is de-276

fined as anomaly over the year it belongs to. For the atmospheric component in addi-277

tion high frequency weekly variations are considered. These are based on daily fields with278

monthly means subtracted before computing weekly averages.279

2.4 Meridional Overturning from altimetry and hydrography280

In Section 8.3 the impact of the geoid height trend onto estimates of temporal changes281

in the Meridional Overturning Circulation (MOC) for a specific section over the North282

Atlantic is investigated. The magnitude of the upper branch of the MOC is estimated283

by combining the ODT with upper ocean hydrography information to map pressure on284

the section and derive geostrophic currents from horizontal pressure differences. Ageostrophic285

wind-driven transports are computed from wind stress data obtained from the NCEP286

reanalysis project (Kalnay et al., 1996).287
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To focus on interannual and longer time scales all applied input data is averaged288

to annual means. The distance between neighboring grid points on the section is set to289

25 km while the depths are specified by the hydropgraphy data set selected. MDT, SLA,290

geoid height trend, wind stress and hydrography maps are interpolated to the grid points291

on the section, respectively. An additional depth z = 0 is defined by applying temper-292

ature and salinity of the uppermost level also for the surface. Surface pressure differences293

are determined from differences in ODT along the section, where the ODT is determined294

as the sum of MDT, SLA and, when indicated, the geoid height anomaly derived from295

the trend. With the density defined on the depth levels by the hydrography and expect-296

ing linearity of density in-between, the density as well as the pressure is known for ar-297

bitrary depths.298

The transport for each neighboring grid point pair is then determined as integral299

from the surface to a selected potential density and accumulated over the entire section.300

We follow here the approach favoured e.g. by Mercier et al. (2015) to define density- rather301

than depth-dependend transports since northward warm waters and southward cold wa-302

ters reside at overlapping depths and partially cancel each other out when defining depth-303

dependend transports. The magnitude of the MOC is then defined as the maximum of304

the (density dependent) transport. To allow for an integration down to a selected po-305

tential density and to determine the threshold density of maximum transport, potential306

density profiles are defined centered between the grid points of the setion. Potential den-307

sity referenced to 1000m depth are determined as averages of the potential density pro-308

files of the neighboring grid points. For each pair of neighboring grid points, depth lev-309

els for 0.02 kg m−3 potential density bins are determined and transports are calculated310

by integrating down to each of those density levels.311

Ekman volume transports are calculated from the wind stress data for each grid312

point and are expected to evolve linearly between the grid points. Projection perpen-313

dicular to the section provides the required transport across the section.314

To test the uncertainty of the input data and their impact on the MOC (variations)315

we apply two different MDT models,316

1. The CNES-CLS18 MDT (Rio et al., 2014) and317

2. a geodetic MDT based on the GECO (Gilardoni et al., 2016) geoid model and the318

DTU15 MSS (Andersen et al., 2016). Both, the geoid model and the MSS are de-319

veloped until spherical harmonic degree and order 480. The MDT, derived as de-320

viation of the MSS from the geoid, is spatially filtered applying a 0.3◦ truncated321

Gaussian filter. The full methodology is explained in Siegismund (2020).322

and two different hydrography databases,323

1. EN.4.2.1 (Good et al., 2013) and324

2. ISAS-15 (Kolodziejczyk et al., n.d.; Gaillard et al., 2016)325

3 Comparison with GRACE De-aliasing Products326

To analyze geoid height changes based on hydrological and ice mass changes we use327

a state-of-the-art GRACE product and refer to available validation in the literature (Wiese328

et al., 2015; Watkins et al., 2015; Wiese et al., 2016). For the composite of atmospheric329

and ocean dynamical components (sum of the first two components in Eq. 1) we pro-330

vide here a comparison with the GRACE Atmosphere-Ocean De-aliasing (AOD) prod-331

uct. The AOD product is based on results from dynamic atmosphere and ocean mod-332

els and intended to serve as background model for the removal of high-frequency non-333

tidal variability in the production of GRACE level-2 data sets. We use here the version334
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provided by Geoforschungszentrum Potsdam (GFZ; Flechtner et al. (2015); Dobslaw et335

al. (2013)).336

We apply here the GAC product, which contains the sum of variations caused by337

ocean and atmosphere mass redistribution. This product is provided as spherical har-338

monic potential. The term c00, which contains overall mass change, is not considered,339

since the atmosphere-ocean composite in Eq. 1 considers only mass redistribution with340

the total mass kept unchanged. After adding the loading effect the coefficients are trans-341

formed to 1◦× 1◦ gridded geoid height anomalies applying the GOCE User Toolbox (GUT).342

In Fig. 1a,b the Root Mean Square (RMS) values of both our ocean-atmosphere343

composite and the AOD product are shown, respectively. The global means are very close344

(GFZ AOD and composite: 1.4 mm), the same holds for the spatial patterns. For the345

region of high variability over Asia our composite shows slightly higher amplitudes than346

the AOD product. This might be caused by the effect of vertical atmospheric mass dis-347

tribution on the gravitational potential which is taken into account in the AOD prod-348

uct, while in our composite the simple thin shell approximation (according to Wahr et349

al. (1998)) is applied. Fig. 1c shows the correlation of the two data sets considered here.350

While the global average is 0.78, two regions of low correlation are observed: One in the351

Atlantic and, to a lesser extent, another one in the western Pacific. However, variabil-352

ity in these regions is very low and possible mismatches in geoid height changes are neg-353

ligible for our study.354

4 Net Geoid Variations between 2003 and 2011355

We will start our analysis by quantifying the net geoid variation as obtained from356

the sum of independent estimates of individual components using Eq. (1). The RMS of357

monthly mean values of this composite is shown in Fig. 2a, including all variations on358

time scales longer than 1 month and shorter than the 9 year long time series; also in-359

cluded is a trend over the 9-year period resulting from PGR. Enhanced variability can360

be found over the Amazon basin, and especially Greenland and West Antarctica. RMS361

values exceed 5 mm also over Siberia, South East Asia and Alaska. On the monthly to362

interannual time scales considered here, mass changes in these six regions are the ma-363

jor contributors to ocean geoid changes, while geoid variations over the ocean, away from364

the dominant sources over land, are relatively small.365

Fig. 2b shows seasonal and sub-seasonal variations, while Fig. 2c displays inter-366

annual and longer time scale variations. A visual comparison of both panels with the top367

panel reveals that most variations in the original fields reside on the seasonal and sub-368

seasonal time scales. On these times scales the largest geoid variations are found over369

the Amazon basin; smaller amplitude changes are found in Siberia and South East Asia,370

Alaska and Northwest Canada along the Pacific Coast, over Southwest Greenland and371

over Africa. While for Siberia redistribution of atmospheric mass is responsible for the372

strong signal of approximately 5 mm, for all other regions mentioned we can expect changes373

in the presence of water mass (either in liquid or in frozen form) to be the primary cause374

for those changes. In contrast, geoid variations over the ocean are fairly modest, specif-375

ically near the equator.376

On interannual and longer time scales, enhanced variability or changes can be found377

over Greenland and West Antarctica associated with the loss of ice masses there on longer378

time scales; this holds also over Alaska (probably because of glacial melting (Jin et al.,379

2017)). Less prominent signals are found over all continents, e.g. between the Black and380

the Caspian Sea (because of the decline of the sea level in the Caspian Sea (Chen et al.,381

2017)), over the Amazon Basin, southern Africa around 15◦S and northeastern Australia.382
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Figure 1. Comparison of geoid changes caused by atmospheric and ocean dynamics

(∆Ndyn
atmos + ∆Ndyn

ocean, see Eq. 1) with the GFZ GRACE Atmosphere-Ocean Dealiasing

(AOD) product. Displayed are the RMS values [mm] of monthly mean anomalies for (a)

∆Ndyn
atmos + ∆Ndyn

ocean and (b) the GFZ AOD product, (c) shows the correlation of the two data

sets.
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Figure 2. RMS values of geoid variations [mm] based on the composite of individual contribu-

tions provided in Eq. 1, from (a) unfiltered monthly mean data (2003 – 2012), (b) monthly mean

data with the annual mean subtracted, (c) annual mean data.
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Figure 3. RMS values of geoid variations [mm] from (a,c,e) the ocean dynamic component

∆Ndyn
ocean and (b,d,f) the atmospheric dynamic component ∆Ndyn

atmos in Eq. 1, from (a,b) unfil-

tered monthly mean data (2003 – 2012), (c,d) monthly mean data with the annual mean sub-

tracted, (e,f) annual mean data.

4.1 Contributions from atmospheric and ocean dynamics383

The geoid height changes on monthly and longer time scales, as described by the384

four contributions of Eq. 1 are dominated by ∆Ncomp, which consists of hydrological pro-385

cesses, mass changes in the cryosphere and mass fluxes between the different components386

of the Earth system. We do not present ∆Ncomp here, which is rather similar to the vari-387

ations seen in Fig. 2 for large part of the globe. Instead we focus on the remaining com-388

ponents of Eq. 1 and want to identify regions and time scales where these components389

considerably contribute to the net geoid height change presented in Fig. 2.390

PGR, expressed as linear GIA trends, is presented in Section 7 were interannual391

changes are discussed. Here we focus on the remaining contributions ∆Ndyn
atmos and ∆Ndyn

ocean392

from atmospheric and ocean dynamics, respectively. The rows in Fig. 3 are organized393

the same way as in Fig. 2, with the left (right) column showing the contribution from394

ocean (atmospheric) dynamics.395

(i) Ocean Dynamics: Fig. 3a shows the RMS of monthly geoid variations ∆Ndyn
ocean396

[mm] caused by ocean dynamics as they result from the GECCO2 ocean state estimate397

(see Section 2.2.2 for details). We recall that variations in global ocean mass are not con-398

sidered in the figure. The figure reveals enhanced geoid height changes (> 1mm) from399

ocean mass variations in essentially high-latitude oceans. Most prominent are changes400

in the Arctic revealing that the mass in this basin is changing substantially on the con-401

sidered time scales. Enhanced variability can also be seen in the North Pacific and the402

Southern Ocean. Some of those locations are known for their enhanced barotropic vari-403
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ability. As an example, Stammer et al. (2000) describe the variability in the Southern404

Ocean and relate it to high barotropic variability there in the presence of closed f/H405

contours, with f the Coriolis parameter and H the ocean depth. Mass variations and406

their contribution to GRACE signal in the North Pacific have been discussed previously407

by Chambers and Willis (2008). We note here that since we show only variability on monthly408

and longer time scales substantial energy is already eliminated since most barotropic changes409

are on higher frequency.410

Most of the RMS variations of monthly variations in ∆Ndyn
ocean originate from sea-411

sonal and sub-seasonal variations (Fig. 3c). Interannual variations (Fig. 3e) remain be-412

low 1 mm everywhere and are not further discussed here.413

(ii) Atmosphere: Shown in Fig. 3b is the RMS of monthly geoid variations Ndyn
atmos414

caused by atmospheric dynamics related mass fluctuations. The fields were derived from415

NCEP/NCAR surface pressure fields as describe in Section 2.2.3. The surface pressure416

(not shown) reveals significant variations only over continents while the (spatially con-417

stant) variability over the ocean is with 3.9 mm EWH rather small. Strong variations418

are observed especially over Asia, but also over Greenland and Antarctica. Enhanced419

atmospheric mass variations but on lower scale can be seen over most of the remaining420

continents, except the tropical rain forest band.421

After conversion to geoid height change (Fig. 3b), due to the scale-dependent weight-422

ing (see Eqs. 5,6), the continental signals spread over the ocean. Around the Asian con-423

tinent RMS of monthly geoid height variations reach 2 mm, but also for Alaska, Green-424

land, Antarctica, Australia and part of South America near coastal RMS values above425

1 mm are reached. Interestingly, the strong surface pressure variations over Asia pro-426

duce a significant d/o 1 signal in the corresponding geoid height pattern with a second427

center of variability in the South Pacific west of Chile. Here RMS values around 1.1 mm428

are observed. As found in case of the ocean also geoid height changes associated with429

atmospheric dynamics reside almost entirely in seasonal and sub-seasonal time scales (Figs.430

3d), while interannual variations (Fig. 3f) remain below 1 mm everywhere and are not431

further considered.432

The analysis of geoid height changes so far should give an overview about tempo-433

ral variations on intra- as well as interannual time scales broken down into the contri-434

butions of individual earth climate components and based on monthly mean data. In the435

following three sections we want to complete this analyse by (i) including fast changes436

on sub-monthly time scales and discuss, how well the already presented intra-and inter-437

annual variations can be described as a (ii) seasonal cycle and (iii) linear trend, respec-438

tively.439

5 Geoid Variations on sub-seasonal time scales440

Three individual contributions exist to geoid variations on the sub-monthly to intra-441

annual time scales, originating from (i) atmospheric mass variations, (ii) fast barotropic442

oceanic motions, and (iii) terrestial hydrological variations. We note that fast geoid mo-443

tions on sub-monthly time scales are not resolved through GRACE monthly fields and444

thus are not included in Fig. 2. Significant sub-monthly geoid variations might result445

from atmospheric mass variations. Analysis of NCEP/NCAR weekly surface pressure446

variations shows that approximately 40% of the variance is made up by sub-monthly vari-447

ations. Therefore, we estimated geoid variations caused by atmospheric mass redistri-448

bution down to a weekly time scale from external - non-GRACE sources as explained449

in Section 2.450

This time we show the variations of both, mass (Fig. 4, left) and associated geoid451

height (Fig. 4, right) to visualize the scale-dependent weighting involved in the trans-452

formation process (Eqs. 5,6). The left panel of Fig. 4 displays the RMS of surface pres-453
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Figure 4. RMS of weekly mean air mass redistribution caused by atmospheric dynamics, after

subtraction of the monthly mean. Displayed is the RMS of (left) the surface pressure in terms of

Equivalent Water Height [mm], (right) the geoid height [mm], respectively.

sure anomalies associated with air mass redistribution caused by atmospheric dynam-454

ics on time scales longer than weekly, after subtraction of the monthly mean. The panel455

highlights the large pressure fluctuations associated with high-latitude low pressure/storm456

systems. In contrast, tropical regions are much more “quiet”. This holds also in the vari-457

ations of associated geoid changes shown in the right panel of Fig. 4. For regional pat-458

terns of strong air mass variability the transformation to geoid height variations both,459

flattens and spreads the signal including larger areas, depending on the spatial scale of460

the pattern. Especially for Siberia and Antarctica the large scale structure of the sur-461

face pressure patterns allows the signal to keep substantial magnitude after transforma-462

tion to geoid height with an RMS of up to 3.2 mm, while the smaller scale pattern with463

similar amplitude over Alaska refers to a much weaker geoid height signal. Over the ocean464

the RMS of geoid height variations exceeds 1 mm only close to Antarctica and in the Arc-465

tic Mediterranean.466

6 Seasonal Geoid Variations467

Since the Earth system shows enhanced variability on the seasonal cycle in many468

of its components, it can be expected that pronounced geoid variations resulting from469

associated mass shifts in the system exist on the seasonal cycle.470

To isolate seasonal geoid variations from what was shown above in the Figs. 2b and471

3c,d we estimated seasonal changes in the geoid by fitting an annual harmonic to our monthly472

composite of contributions from land ice and terrestrial hydrology, the ocean and the at-473

mosphere.474

Shown in Figs. 5b,c is the respective amplitude and phase of the total seasonal geoid475

variations [mm], respectively. The pattern of amplitudes resembles that of total intra-476

annual variability which we shown again in Fig. 5a, but now with values only over the477

ocean and the same (but differently scaled) color bar as for Fig. 5b for better compar-478

ison. The variations over the Amazon, North and Southeast Asia, Alaska and Southern479

Greenland are reproduced . Fig. 5d displays the percentage of the variance explained480

by the seasonal cycle relative to the total intra-annual variability. Regions with strong481

variability (Fig. 5a) are also those where the variability is explained best so that the bulk482

of total variability is explained by the seasonal cycle.483

Considering ocean dynamics (see Fig. 6a,c,e,g), the seasonal cycle is not as suit-484

able to explain the intra-annual variations in mass distribution in contrast to the total485

or the other components in our composite. Still, the predominant part of the strong vari-486

ability around Indonesia and east of the Kerguelen Plateau in the Southern Ocean can487

be attributed to seasonal variations.488
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Figure 5. The intra-annual variations in monthly mean geoid height based on the composite

of individual contributions provided in Eq. 2. Results of a Least Squares fit to a seasonal cycle

A ∗ cos(ωt − λ) are presented. Displayed are (a) RMS of intra-annual variations [mm] (copy of

Fig. 2b, but now with land masked out and a different color scale) (b) the amplitude A [mm], (c)

the day of maximum λ, (d) the explained variance in %.
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Figure 6. Same as Fig. 5, but for water mass redistribution caused by (a,c,e,g) ocean and

(b,d,f,h) atmospheric dynamics.
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For inter-annual mass redistribution due to atmospheric dynamics (see Fig. 6b,d,f,h),489

especially those over Asia, the seasonal cycle is a good approximation that explains most490

of the variability in all regions with strong variability. Over the ocean, the remaining inter-491

annual variations in geoid height that cannot be explained by the seasonal cycle are around492

or below 1 mm.493

7 Linear Geoid Trends 2003 - 2012494

As above for the intra-annual variations, we checked also if the annual mean vari-495

ations can be described approximately by a linear trend. Fig. 7 displays the results of496

this test for geoid variations based on the sum of our composite (including PGR). We497

stated already above that atmospheric and ocean dynamics only play a minor role for498

interannual geoid height variations. We just note, that geoid height trends from ocean499

(atmospheric) dynamics nowhere exceed 0.3 (0.1) mm a−1 (not shown) and that annual500

mean ocean mass increases around 1.4 mm a−1 in terms of EWH which is close to what501

is published recently (e.g. Slangen et al. (2017) and references therein.) Significant geoid502

height trends are restricted to the cryosphere and terrestrial hydrology, and PGR. We503

show the total trend in Fig. 7, since this is the important parameter for long-term ocean504

studies, and PGR in Fig. 8, since this a significant contribution to the trend.505

The regionally strong interannual variations around Greenland and parts of Antarc-506

tica (see Fig. 7a) are predominantly explained by a linear trend (Fig. 7b,c). The neg-507

ative trend south and southwest of Greenland up to more than 7 mm a−1 near the coast508

is by far the largest and thus most important signal for long-term ocean studies.509

A very prominent contribution to geoid changes on long time scales is known to510

originate from PGR. To bring the respective signal into context of the observed linear511

trend we show in Fig. 8 the geoid height trend [mm a−1] as it is caused by PGR; i.e. by512

viscous mass adjustments in the lithosphere. Positive (uplift) signal is centered around513

the locations of the Laurentide and Fennoscandian ice sheets. Similar signals can be iden-514

tified over western Antarctica. Centers of respective rebound signals are located in the515

western subtropical North Atlantic and the southern Indian Ocean. A comparison of Figs.516

7 and 8 suggests that over the continental North America and northern Europe the PGR517

signal is counter balancing the trend caused specifically by changes in the terrestrial hy-518

drological cycle in these regions.519

The PGR trends among different GIA models provide robust pattern, but the un-520

certainty of magnitudes in regional PGR trends from different GIA models is rather large521

(Caron et al., 2018). Following the Supporting Information, Fig. 4 of Caron et al. (2018)522

this might be especially true for the negative trend centered in the tropical North At-523

lantic with uncertainty in the order of 0.1 mm yr−1.524

8 Potential Impact on Dynamic Topography and Transport Estimates525

Changes in geoid height are generally ignored when investigating temporal vari-526

ations in sea level from altimetry data. From the analysis presesented above this approach527

seems justified for short spatial and temporal scales because of considerably larger vari-528

ability in sea level anomalies from altimetry than of the geoid. However, when discussing529

inter-annual and longer term variations and trends the observed sea level amplitudes are530

usually much smaller. When ignoring geoid height variations, the potential bias in sea531

level variation studies relative to the investigated signal grows with the time scale con-532

sidered.533

In the following subsections we provide three examples for sea level and circula-534

tion studies with potentially large impact from geoid height changes on their findings.535

Due to the massive mass loss of the Greenland ice sheet and in addition a negative PGR536
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Figure 7. Total geoid height trend (2003–2011) based on the composite of individual contri-

butions provided in Eq. 1. Displayed are (a) RMS of inter-annual variations [mm] (copy of Fig.

2c, but now with land masked out and a different color scale), (b) the trend [mm a−1], (c) the

explained variance in %.
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Figure 8. Geoid height trend [mm a−1] caused by post-glacial rebound.

trend south of Greenland, the highest long term geoid changes are found in the North537

Atlantic. We will therefore focus on this region. In all three cases we investigate the im-538

pact of geoid height change by performing two test cases. In the first case geoid height539

is supposed invariant while in the second case the geoid height change is estimated as540

the (location-dependend) trend we presented in Section 7 (Fig. 7). The differences of the541

outcomes are discussed.542

8.1 North Atlantic Subpolar Gyre Strength543

A prominent example of analysing large-scale ocean circulation changes based on544

altimetry is the strength estimation of the North Atlantic Subpolar Gyre. For this anal-545

ysis we apply the delayed-time all-satellite merged altimetry data provided by the Coper-546

nicus Marine and Environment Monitoring Service (CMEMS) for the period 1993 to 2016.547

The data is binned to annual means on a 1◦× 1◦ grid. The standard methods to filter548

out small scale signals like spatial filtering or spectral methods based on Fourier Trans-549

forms or spherical harmonics have the disadvantage to smooth also the patterns of long-550

term variations we are interested in. Therefore we use instead an Empirical Orthogo-551

nal Function (EOF) analysis here which automatically provides modes with long scales552

of coherency in the leading EOFs while local small scale variations contained in subse-553

quent modes are cut off automatically when using only the leading modes.554

The region analyzed (30◦N–65◦N, 80◦W–0◦E) is identical to the region often used555

to investigate variations in the strength of the Subpolar Gyre (SPG, see Hatun and Chafik556

(2018) and references therein). The global mean SLA is subtracted to focus on varia-557

tions in the dynamics which are related to local sea level changes relative to the global558

mean rather than the global mean itself. We consider two cases: One applies SLA as de-559

scribed with temporal geoid variations completely included, while in the second case SLA560

is corrected for the estimated geoid trend from our composite shown in Fig. 7a. Though561

this trend might overestimate the geoid change in the years before GRACE (1993–2002)562

when Greenland ice sheet decrease was smaller than in recent years, the rough approach563

applied here should be sufficient for our impact study, especially in view of future regional564
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Figure 9. EOF analysis of annual mean SLA from altimetry. Displayed are (left) the EOFs

and (right) the PCs for (top) the leading and (bottom) the second mode. For the PCs two time

series are provided: (blue) the PC corresponding to the EOF displayed on the left and (red) the

PC obtained from a second EOF after subtraction of the geoid trend. For changes in the EOF

see text.

sea level studies with larger geoid height trends expected from increased Greenland ice565

sheet melt.566

We concentrate here on the leading two modes of variability from the EOF anal-567

ysis. These explain 34% (33%) of the variance in annual mean un-corrected (corrected)568

SLA, respectively. Hatun and Chafik (2018) argue, that these two modes combined are569

necessary to deduce the strength of the SPG from SLA in recent years, in contrast to570

the usual description by the (normalized) first PC only, termed as SPG index. In Fig.571

9 the results of the EOF analysis are displayed. The PCs carry the units, while the EOFs572

are normalized. The EOFs reveal robust patterns hardly dependent on the correction573

with correlations of 0.99 and 0.96 for the first and second mode, respectively. As a sim-574

ple linear trend is applied as correction, as expected, also the PCs mainly differ with re-575

spect to the trends. These trends change significantly for both PCs when correction with576

respect to the geoid height trend is applied. Though this correction hardly influences inter-577

annual variability in SLA from altimetry without correction, trends get biased if only578

hydrodynamic processes are investigated and not the geometric change in sea level is of579

interest. This bias will grow with acceleration of melting of the Greenland ice sheet in580

the future.581

8.2 Sterically-Corrected Sea Sevel582

Temporal changes in sea level observed in altimetry data is an often used indica-583

tor for changes in the upper ocean circulation and hydrography. Theoretically, the com-584

bination of SLA with density profiles from in-situ observations allows a determination585
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of temporal variations in volume, heat and salt transports, and deep ocean circulation.586

Practically, the spatial and temporal density of temperature and salinity observations587

has to be sufficient as well as the accuracy of both altimetry and hydrography. The im-588

proving knowledge of the regionally dependent upper ocean density profile from ARGO589

floats in the upper ocean starts to offer an alternative to the standard level of no (or known)590

motion approach. To determine changes in the weak deep ocean currents this does, how-591

ever, also increase the requirements on the accuracy of sea level gradients. We want thus592

in a second example analyze the potential impact of the usually neglected geoid height593

trend on estimates of changes in the deep ocean circulation based on sterically corrected594

SLA.595

The top panel of Fig. 10 shows the linear trend in sea level for the period 1993–596

2016 after subtraction of the global mean and smoothing the SLA with a 10◦ spatial Gaus-597

sian filter truncated after two standard deviations. A number of trend patterns of both598

increasing and decreasing sea level emerge, with amplitudes up to approximately 2 mm599

a−1. This is close to amplitudes we found for the geoid height shown in Fig. 10 (top).600

In the middle panel of Fig. 10 steric height from surface to 1000m depth is sub-601

tracted from SLA to correct the total dynamic sea level change from the bulk of the steric602

effects and provide an estimate of the trend in deep circulation as dynamic height at 1000603

m. The trends are now generally smaller near the equator and again in the order of the604

geoid height trends. This points to a significant influence of geoid trends when altime-605

try is combined with in-situ hydrography to estimate long term changes in deep ocean606

circulation.607

For a closer view in the bottom panel of Fig. 10 we subtracted the geoid height trend608

as seen from our composite (top panel in Fig. 7) from the sterically corrected SLA. Out-609

side of the North Atlantic the spatial structure of positive and negative trend patches610

is hardly changed, though significant changes in amplitudes are found. Due to the strong611

negative geoid height trend south of Greenland the low negative trend in sterically cor-612

rected SLA changes to an increase of approximately 1 mm a−1. As above for the sur-613

face circulation in the subpolar North Atlantic also investigations of the deep circula-614

tion and associated heat and salt transports based on altimetry data are affected by geoid615

height trends.616

8.3 Overturning from Combining Altimetry with In-Situ Hydrography617

In Section 8.1 we have already discussed the impact on estimating changes in the618

surface circulation of the Subpolar North Atlantic from altimetry when disregarding geoid619

height trends. Performing the investigation on a coast-to-coast section and adding den-620

sity information from hydrography allows to extend this analysis to temporal variabil-621

ity of the Meridional Overturning Circulation (MOC) of the Atlantic, which is a crucial622

element in climate research. Specifically with the increased availability of insitu hydrog-623

raphy from ARGO floats the combination of insitu hydrography, altimetry and (option-624

ally) wind speed data/models becomes an alternative or complement to the elaborate625

and expensive section-based measurements from ship cruises or moored instruments. Specif-626

ically long-term trends are an important issue and this is where geoid height trends might627

essentially bias the results.628

The section where MOC variability is investigated is defined as two connected geode-629

tic lines, starting from Cape Farewell and ending at the coast of Portugal (see Fig. 10,630

top), and is close to the OVIDE and FOUREX sections (see e.g. Mercier et al. (2015)).631

The methodology described in Section 2.4 follows largely the methodology described by632

Mercier et al. (2015). Since we are interested in interannual to longer-term changes all633

computations here work with annual mean data. To investigate the impact of the geoid634

height in comparison to uncertainties in other datasets, we compute an ensemble of MOC635

estimates by combining two MDT models (CNES-CLS18 and a geodetic MDT) with two636
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Figure 10. Trend in sea level anomalies from altimetry (1993–2016, mm a−1) after subtrac-
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(bottom) in addition the linear trend in geoid height (see Fig. 10). In addition, in the top panel

the section used for MOC strength estimates in Section 8.3 is displayed.
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hydrography databases (ISAS and EN4). Utilizing all possible combinations results in637

an ensemble of four members. Since ISAS is only available for 14 years from 2002–2015,638

which is too short for our purpose, the years 1993–2001 and 2016–2018 are filled with639

data from EN4. We found, however, a large variance for the threshhold potential den-640

sity that marks the lower bound of the upper branch of the MOC (see Fig. 11). Those641

unrealistic variations are probably caused by mesoscale variability in SLA, where the cor-642

responding steric effects cannot be resolved by the hydrography data base and will thus643

cause unrealistic geostrophic currents. We have thus, in a second ensemble, fixed the thresh-644

old potential density to 32.16 kgm−3, the value found by Mercier et al. (2015) for 1997–645

2010 based on measurements on the OVIDE and FOUREX sections.646

The results are displayed in Fig. 12 for three-years running means. For both en-647

sembles and all members a decreasing MOC during the 1990s, a maximum around 2003648

and a weak MOC between 2006–11 is observed. This is generally close to the results of649

Mercier et al. (2015), though they found a strong MOC around 2010. Fixing the thresh-650

old potential density to 32.16 kgm−3 lowers the MOC on average by approximately 1651

Sv(=106m3s−1), has some impact on the magnitude of extremes and increases the lin-652

ear trend for all ensemble members. Interestingly, apart from the case when both fix-653

ing the threshold density and applying EN4 hydrography data, trends are negative when654

ignoring geoid height variations, but zero or positive when the geoid height trend is con-655

sidered. The mean MOC difference for 1994–2017 following the trend is increased by 1.2656

Sv if the geoid height trend is included in the investigation. The standard deviation of657

MOC trends for the ensemble ignoring geoid height changes is only 0.7 Sv. Though given658

the small number of members (and the partly dependence of the data) a robust estima-659

tion of uncertainty of the MOC estimates can hardly be provided, it can be stated that660

the geoid height trend at least has a significant impact on the MOC trend that will in-661

crease with extended periods considered and an accelerated geoid height trend for Green-662

land in the future.663

9 Conclusions664

This paper discusses the weekly to interannual variations in geoid height as a whole665

and subdivided into the contributions from water mass cycling between the earth sys-666

tem components (terrestrial water content and land ice, global atmosphere and ocean667

mass), the atmospheric and ocean dynamics, and PGR. The analysis is performend on668

different time-scales and the regional patterns should allow investigators working with669

SLA or ODT to decide whether temporal variations in the geoid have to be considered670

significant in their study or are negligible.671

Our main conclusions are:672

1. Submonthly geoid height variability over the ocean due to redistribution of atmo-673

spheric mass is everywhere small because of the IB effect (RMS below 2 mm) , specif-674

ically away from the coast (below 1 mm).675

2. Monthly geoid height variations are between 0.5 mm and 5 mm over the oceans.676

Larger RMS values are found only along the Greenland coast.677

3. After subtraction of the annual mean the monthly variations are predominantly678

caused by changes in terrestrial water content and atmospheric mass redistribu-679

tion with only minor contributions from ocean dynamics (below 2 mm). These intra-680

annual variations are generally well represented by a seasonal cycle defined as a681

trigonometric function.682

4. For the geoid height trend over the period considered (2003–2011), only GIA and683

terrestrial water content changes play a role with the largest, negative, signals around684

Greenland and in the Pacific section of the Southern Ocean due to decreasing ice685

sheets and a positive signal south of the African continent.686
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Figure 11. For the computation of the upper-limb transport MOC over the Greenland-

Portugal section, the threshold potential density anomaly σth is displayed. σth defines the density

level where integration of section-accumulated transports, which is started from the surface, max-

imizes. The applied hydrography (EN or combined ISAS/EN) and MDT model (CNES-CLS18

or geodetic) is indicated in the inset. For solid (dashed) lines geoid height trend is included

(excluded) in Dynamic Topography computation.
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Figure 12. Running three-years-mean MOC for years 1994–2017. The change in MOC within

the period, according to the linear trend, is provided in the inset, together with the applied

hydrography (EN or combined ISAS/EN) and MDT model (CNES-CLS18 or geodetic). (Top)

Integration is performed down to the threshhold potential density anomaly as shown in Fig. 15,

(bottom) integration is always performed down to potential density anomaly σ = 32.16kgm−3.’
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5. Geoid height variations are usually not considered when altimetry data is applied687

to investigate changes in ocean dynamics. From our study this seems justified if688

short temporal (up to inter-annual) or spatial scales (up to 1000 km or so) are con-689

sidered. However, for the subpolar North Atlantic, due to the melt of the Green-690

land ice sheet, the associated strong geoid height trend is biasing long term changes691

in surface and deep ocean currents based on (sterically corrected) altimetry data.692

A correction for the geoid height change is necessary in that region when inves-693

tigating long term changes in sea level based on altimetry data.694
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Figure 7.
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Figure 8.
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