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Abstract

Inland waters, such as lakes, reservoirs and rivers, are important sources of greenhouse gases to the atmosphere. A key parameter

that regulates the gas exchange between water and the atmosphere is the gas transfer velocity, which itself is controlled by near-

surface turbulence in the water. While in lakes and reservoirs, near-surface turbulence is mainly driven by atmospheric forcing,

in shallow rivers and streams it is generated by flow-induced bottom friction. Large rivers represent a transition between these

two cases. Near-surface turbulence has rarely been observed in rivers and the drivers of turbulence have not been quantified.

We obtained continuous measurements of flow velocity and fluctuations from which we quantified turbulence, as the rate of

dissipation of turbulent kinetic energy ($\varepsilon$) over the ice-free season in a large regulated river in Northern Finland.

Atmospheric forcing was observed simultaneously. Measured values of $\varepsilon$ were well predicted from bulk parameters,

including mean flow velocity, wind speed, surface heat flux and a one-dimensional numerical turbulence model. Values ranged

from $\sim 10ˆ{-9}$ m$ˆ2$ s$ˆ{-3}$ to $10ˆ{-5}$ m$ˆ2$ s$ˆ{-3}$. Atmospheric forcing and river flow contributed to near-

surface turbulence a similar fraction of the time, with variability in near-surface dissipation rate occurring at diel time scales,

when the flow velocity was strongly affected by downstream dam operation. By combining scaling relations for boundary-layer

turbulence at the river bed and at the air-water interface, we derived a simple model for estimating the relative contributions

of wind speed and bottom friction in rivers as a function of flow depth.
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5Department of Geographical and Historical Studies, University of Eastern Finland, Joensuu, Finland10
6Department of Geography and Geology, University of Turku, Turku, Finland11

7Institute of Atmospheric and Earth System Research (INAR)/ Physics, University of Helsinki, Helsinki,12

Finland13
8Ecosystems and Environment Research Programme, Faculty of Biological and Environmental Sciences,14

University of Helsinki, Helsinki, Finland15
9Institute for Atmosphere and Earth System Research/Forest Sciences, Faculty of Agriculture and16

Forestry, University of Helsinki, Helsinki, Finland17
10Helsinki Institute of Sustainability Science (HELSUS), Faculty of Biological and Environmental Sciences18

University of Helsinki, Helsinki, Finland19
11Laboratory for Supercomputer Modeling of Climate System Processes, Research Computing Center,20

Lomonosov Moscow State University, Moscow, Russia21
12Department of Meteorology and Climatology, Faculty of Geography, Lomonosov Moscow State22

University, Moscow, Russia23
13Department of Earth Sciences: Air, Water and Landscape, Uppsala University, Uppsala, Sweden24

14Department of Aquatic Sciences and Assessment, Swedish University of Agricultural Sciences, Uppsala,25

Sweden26

Key Points:27

• Atmospheric forcing and bottom friction make comparable contributions to near-28

surface turbulence in a regulated river29

• Diel variability in dissipation rates of turbulent kinetic energy occur in response30

to flow regulation and wind forcing31

• Scaling dissipation rates as a function of wind speed and flow velocity provides32

good agreement with observations33
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Abstract34

Inland waters, such as lakes, reservoirs and rivers, are important sources of greenhouse35

gases to the atmosphere. A key parameter that regulates the gas exchange between wa-36

ter and the atmosphere is the gas transfer velocity, which itself is controlled by near-surface37

turbulence in the water. While in lakes and reservoirs, near-surface turbulence is mainly38

driven by atmospheric forcing, in shallow rivers and streams it is generated by flow-induced39

bottom friction. Large rivers represent a transition between these two cases. Near-surface40

turbulence has rarely been observed in rivers and the drivers of turbulence have not been41

quantified. We obtained continuous measurements of flow velocity and fluctuations from42

which we quantified turbulence, as the rate of dissipation of turbulent kinetic energy (ε)43

over the ice-free season in a large regulated river in Northern Finland. Atmospheric forc-44

ing was observed simultaneously. Measured values of ε were well predicted from bulk pa-45

rameters, including mean flow velocity, wind speed, surface heat flux and a one-dimensional46

numerical turbulence model. Values ranged from ∼ 10−9 m2 s−3 to 10−5 m2 s−3. At-47

mospheric forcing and river flow contributed to near-surface turbulence a similar frac-48

tion of the time, with variability in near-surface dissipation rate occurring at diel time49

scales, when the flow velocity was strongly affected by downstream dam operation. By50

combining scaling relations for boundary-layer turbulence at the river bed and at the air-51

water interface, we derived a simple model for estimating the relative contributions of52

wind speed and bottom friction in rivers as a function of flow depth.53

Plain Language Summary54

Inland water bodies such as lakes, reservoirs and rivers are an important source of55

greenhouse gases to the atmosphere. Gas exchange between water and the atmosphere56

is regulated by the gas transfer velocity and the difference in concentration between the57

mixed water layer and water surface. Considerable effort went into understanding the58

controls on gas transfer velocity, and it was revealed to depend on near-surface turbu-59

lence. Controls on large rivers are not yet understood as their surface area is sufficient60

for meteorological forcing to cause turbulence, as in lakes and reservoirs, yet some are61

shallow enough for currents to induce near bottom turbulence which propagates upwards.62

Here we quantify near-surface turbulence using data from continuous air and water side63

measurements, conducted over the ice-free season in a large subarctic regulated river in64

Finland. We find that turbulence, quantified as the dissipation rate of turbulent kinetic65

energy, is well described using equations for predicting turbulence from meteorological66

data for sufficiently high wind speeds and flow velocities. A new one-dimensional river67

model successfully captured these processes. Finally, we provide a simple model for es-68

timating the relative contributions of the atmosphere and bottom friction as a function69

of depth.70

1 Introduction71

Inland waters produce, receive, transport and process organic and inorganic car-72

bon and, relative to their surface area, are disproportionately important to regional and73

global carbon cycling (Cole et al., 2007; Tranvik et al., 2009; Aufdenkampe et al., 2011).74

River systems are often supersaturated in carbon dioxide (CO2) and methane (CH4),75

and release these radiatively-active gases to the atmosphere (Richey et al., 2002; Ray-76

mond et al., 2013; Borges et al., 2015). These gases are derived from terrestrial carbon77

sources and from organic carbon fixed in aquatic ecosystems, and the relative importance78

of these sources and their response to anthropogenic disturbance remain uncertain in most79

systems (Alin et al., 2011; Butman & Raymond, 2011).80

A key parameter which regulates the gas exchange across the air-water interface81

is the gas transfer velocity (k), which is mainly controlled by turbulence on the water82

side of the interface. Both surface renewal and thin-film theories result in a dependence83
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of the gas transfer velocity on the dissipation rate of turbulent kinetic energy near the84

water surface (Lamont & Scott, 1970; Zappa et al., 2007; Katul & Liu, 2017). Several85

mechanisms can contribute to the generation of turbulence in the surface boundary layer86

(SBL). In lentic aquatic systems, such as lakes and reservoirs, near-surface turbulence87

is mainly driven by atmospheric forcing, including wind shear, convective cooling and88

surface wave breaking (MacIntyre et al., 2010). Turbulence generation by wind shear can89

be described by boundary layer theory and energy dissipation rates scale with wind speed,90

while decreasing with increasing distance from the water surface (Wüest & Lorke, 2003;91

Tedford et al., 2014). In the open ocean, there is an increasing contribution of break-92

ing surface waves to near-surface turbulence at wind speeds exceeding 6 m s−1 (Brumer93

et al., 2017). Convective mixing may occur if the net heat flux across the air-water in-94

terface is negative, and under such conditions, dissipation rates of turbulent kinetic en-95

ergy scale with the surface buoyancy flux (Bouffard & Wüest, 2019). In shallow lotic ecosys-96

tems, such as streams, turbulence is mainly generated by bed friction and dissipation rates97

of turbulent kinetic energy scale with the mean flow velocity and decrease with increas-98

ing distance from the bed (Lorke & MacIntyre, 2009). Alin et al. (2011) suggested a con-99

ceptual scheme, in which the physical control of the gas transfer velocity in rivers un-100

dergoes a transition from the dominance of wind control in large rivers and estuaries to-101

ward increasing dominance of water current velocity and depth in smaller channels.102

A variety of approaches have been applied to estimate gas transfer velocities in streams103

and rivers (Devol et al., 1987; Clark et al., 1994; Holtgrieve et al., 2010; Alin et al., 2011;104

Hall Jr. & Madinger, 2018). Data from these approaches have led to empirical relation-105

ships between k and bulk flow properties including channel slope, discharge, mean flow106

speed, and water depth (Raymond et al., 2012; Natchimuthu et al., 2017; Wallin et al.,107

2018; Ulseth et al., 2019). Although these parameterizations have mainly been derived108

for streams, they are applied to larger streams and rivers because direct measurements109

of k in large rivers are currently lacking, or restricted to estuaries and tidal rivers. More-110

over, the contributions of the different mechanisms that generate near-surface turbulence111

in rivers have not been analyzed quantitatively.112

Worldwide many rivers are altered and regulated for human demands (Grill et al.,113

2019). River regulation is characterized by anthropogenic control of the water level and114

discharge by dams. Hence, flow regulation is associated with alterations of the magni-115

tude and temporal dynamics of flow velocity (Poff et al., 2007) and can be expected to116

affect gas exchange.117

In this study we aim to identify the key drivers for near-surface turbulence in a reg-118

ulated river and their temporal variations from hourly to seasonal time scales. Based on119

intensive field observations in a subarctic river, we quantify the contribution of turbu-120

lence generated by bottom shear and from atmospheric forcing (wind shear, buoyancy121

flux, surface waves) to energy dissipation rates near the water surface. We compare our122

observations to dissipation estimates obtained from bulk parameters using commonly ap-123

plied scaling relations, as well as to predictions made by a one-dimensional numerical124

turbulence model. Based on our findings, we derive a mechanistic concept for quantifi-125

cation of the contributions of flow velocity and wind shear to near-surface turbulence,126

which can be applied to a range of river sizes.127

2 Materials and Methods128

2.1 Site description129

The present study was conducted in summer 2018 as part of the KITEX experi-130

ment, which was an international measurement campaign, designed to improve the un-131

derstanding of river-atmosphere greenhouse gas exchange. The study combines atmo-132
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spheric and water-side measurements throughout the ice-free season (June to Septem-133

ber) in a regulated river located in continental subarctic climate.134

The study was conducted in the River Kitinen, 5 km south of the town Sodankylä135

in Northern Finland (67.3665◦N, 26.6230◦E; Figure 1a,b). At our study site, the river136

is a Strahler order 5 river according to HydroSHEDS database (Lehner et al., 2008). The137

River Kitinen is the main tributary of the River Kemijoki, which is the longest (ca. 600138

km) river in Finland. The construction of two large reservoirs, Lokka and Porttipahta,139

in the drainage area (ca. 51 000 km2) of the River Kitinen in 1960, as well as seven hy-140

droelectric power plants, modified the river hydrology drastically. One of the consequences141

is that the spring flooding is no longer present (Åberg et al., 2019). The power company142

regulates the river discharge at the power stations in such a way that the production of143

hydroelectricity increases in the morning and decreases during the night every day. In144

addition, less electricity is generated on the weekends than on weekdays (Krause, 2011).145

The measuring site was located between the two operating power plants: Kelukoski146

(ca. 10 km) to the north and Kurkiaska (ca. 10 km) to the south (Figure 1b). The river147

width at the study location was 181 m and the maximum water depth was 6 m. A float-148

ing platform 6 m long and 3 m wide with measurement instruments was installed near149

the middle of the river where the river depth reached 4.5 m. The platform had an an-150

chor system with underwater buoys in each corner. Such a construction made the mea-151

surement platform more stable in presence of surface waves.152

An eddy covariance (EC) mast was installed at the bank of the river, at a distance153

of approximately 80 m from the platform. Additionally, meteorological data were col-154

lected at meteorological station located at about 247 m east from the floating platform155

and operated by the Finnish Meteorological Institute (FMI).156

2.2 Water-side measurements157

The instruments and their deployment configurations of the water-side measure-158

ments are summarized in Table 1 and Figure 1. An Acoustic Doppler Velocimeter (ADV159

Nortek Vector) was installed twice during the measurement campaign. For the first month160

(10 June to 10 July 2018) it was deployed at the northern (upstream) side of the plat-161

form and at the western side for the remaining period (10 July to 24 September 2018).162

The ADV was installed oriented downwards at a water depth of 0.24 – 0.25 cm in both163

deployments, providing continuous measurements of flow velocity, from which turbulence164

can be calculated at a fixed depth of 0.4 m below the water surface. An upward-oriented165

Acoustic Doppler Current Profiler (ADCP RDI Workhorse 600 kHz) was deployed at the166

the bottom of the river, approximately 10 m upstream of the platform. Its profiling range167

extended from ∼ 0.7 m above the bottom (including the blanking distance of 0.2 m and168

the instrument height of 0.4 m) to ∼ 0.3 – 0.4 m below the surface with a vertical res-169

olution of 0.1 m. The ADCP operated in pulse-coherent mode (high-resolution water pro-170

filing mode) and provided vertical profiles of mean flow velocity and turbulent velocity171

fluctuations. A thermistor chain was deployed to measure water temperature at 5 dif-172

ferent depths (Table 1). Water level fluctuations and surface waves were observed us-173

ing a wave recorder (RBR duet), which was rigidly deployed at the EC mast at 0.4 m174

below the water surface. Photosynthetically active radiation (PAR) was measured at the175

platform at three different water depths. It was used to estimate the attenuation coef-176

ficient (kd [m−1]) in water at noon using the Beer-Lambert law. In addition, we used the177

daily mean discharge and water level measurements provided by the Kurkiaska power178

station located downstream from the study site (source of data: Finnish Environment179

Institute SYKE / Hydrologian ja vesien käytön tietojärjestelmä HYDRO, available at180

http://www.syke.fi/avoindata, last access: 03.01.2019).181

–4–



manuscript submitted to Water Resource Research

Figure 1. Location of the River Kitinen and the study site (a) – (b). The study site is

marked by the black star in (a) and by the white box in (b). (c) shows the river bathymetry

at the study site, text labels refer to water depth in meter. The yellow and red symbols mark the

location of the thermistor chain (also in (d)) and floating platform, respectively. The red triangle

indicates the location of the land meteorological station operated by the Finnish Meteorological

Institute (FMI). (d) Areal photograph of the instrument platform and locations of instruments.

The red circles show the locations of the acoustic Doppler velocimeter (ADV), acoustic Doppler

current profiler (ADCP), air temperature, relative humidity and radiation sensors and eddy

covariance (EC) mast.

2.3 Air-side measurements182

The meteorological measurements are summarized in Table 2. The eddy covariance183

system included a USA-1 (METEK) three-axis sonic anemometer/thermometer, which184

was mounted on a mast in the river at a distance of 10 m from the river bank and at a185

height of 2 m. The EC system provided mean wind speed uwind [m s−1], wind direction186

wdir [◦] and wind friction velocity u∗a,EC [m s−1] at 2 m height. The first two were gap-187

filled using linear regression between the data from the platform and the land station188

data. We used incoming shortwave and longwave radiation from the land station, which189

were nearly identical to the values measured at the platform, but without gaps. The out-190

going shortwave radiation was calculated as a product of albedo and incoming shortwave191

radiation, where albedo was estimated from Fresnal’s Law (Neumann & Pierson, 1966).192

Outgoing longwave radiation was calculated as a function of water surface temperature.193

Air temperature and relative humidity were measured at the platform (Rotronic HC2-194

S3CO3), and were gap-filled using linear regression between the platform data and the195

land station data.196

197
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Table 1. Water-side measurements conducted in the River Kitinen

Parameter Instrument
Period of
measurements

Sampling
frequency [Hz]

Depth of
deployment [m]

Flow
velocity

ADV
Nortek Vector

10 June to
24 September
2018

32 ∼ 0.4

Velocity
profile

ADCP RDI
Workhorse
600 kHz

7 June to
10 September
2018

1-1.5 ∼ 4.2

Water level
measurements

RBR duet
10 June to
24 September
2018

Wave burst mode:
every 5 min
512 measurements
with 16Hz

0.43

Water
temperature
measurements

RBR solo
6 June to
24 September
2018

0.1

6 June to
17 June
2018:
0.35, 1.35, 2.35, 3.35, 4.35
17 June to
24 June
2018:
0.07, 1.05, 2.05, 3.05, 4.05

Photosyn-
thetically
active
radiation
(PAR)

LI-COR LI-192
directional
PAR sensor
(0.3 m, 1 m);
LI-COR LI-193
omnidirectional
PAR sensor
(0.65 m)

31 May to
2 October
2018

1/60 0.3, 0.65, 1
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Table 2. Meteorological measurements conducted at the study site

Parameter
Instrument/
Manufacturer

Period of
measurements

Sampling
interval

Instrument
height [m]

Location

Wind speed,
wind direction,
wind friction
velocity

USA-1
(METEK)

29 May to
17 October
2018

1/10 s 2
River
bank

Wind speed,
wind direction

UA2D,
Adolf Thies
GmbH & Co. KG

01 May to
31 October
2018

1 min 22.7
Land
meteorological
station (FMI)

Incoming short-
and longwave
radiation

CM11,
Kipp &
Zonen B.V.

01 May to
31 October
2018

1 min 17.5
Land
meteorological
station (FMI)

Air temperature
Relative humidity

Rotronic
HC2-S3CO3

31 May to
20 September
2018

1 min 2
Measurement
platform

Air
temperature

Pt100 sensor,
Pentronic AB

01 May to
31 October
2018

1 min 2
Land
meteorological
station (FMI)

Relative
humidity

HMP155D,
Vaisala Oy

01 May to
17 October
2018

1 min 2
Land
meteorological
station (FMI)
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2.4 Data processing198

2.4.1 Estimation of near-surface dissipation rates from ADV Data199

ADV data were quality-checked by removing measurements with a correlation mag-200

nitude less than 50% (a standard statistical measure of velocity data quality (Nortek,201

2015)). Outliers were removed following the procedures described in (Goring & Nikora,202

2002; Wahl, 2003). Subsequent analysis was performed for 10 min periods. If more than203

20% of the data within each period were removed by the quality check, the period was204

discarded, otherwise the missing data were linearly interpolated. Velocities measured in205

instrument coordinates were rotated into the direction of the mean flow for each inter-206

val. Mean flow velocity was calculated for each 10 min time interval as the mean lon-207

gitudinal velocity component uflow [m s−1]. In total, 11% of the data were removed dur-208

ing quality screening and averaging.209

Dissipation rate of turbulent kinetic energy εADV [W kg−1] was estimated using210

the inertial dissipation technique also known as inertial subrange fitting (ISF), follow-211

ing (Bluteau et al., 2011). Only the vertical velocity component was considered for the212

calculation of the dissipation rate due to larger noise contamination in the horizontal ve-213

locity components:214

ε =

(
Eww(k)

AwαKk−5/3

)3/2

. (1)

Here, Eww [m3 s−2 rad−1] is the one-sided energy spectrum for the vertical velocity com-215

ponent w, αK = 1.5 [–] is the Kolmogorov constant, k is the wave number [rad m−1],216

and Aw = 4
3 ×

18
55 [–] is a constant (Pope, 2000).217

Velocity power spectra in the frequency domain Sww(ω) [m2 s−1 rad−1] were cal-218

culated using Welch’s method, after linear detrending and applying a Hanning window219

to each 10 min segment (number of samples used for the fast Fourier transform: 8192).220

We converted the spectra from frequency to the wave number space (ω = uflowk) us-221

ing Taylor’s frozen turbulence hypothesis, which assumes that the turbulent flow does222

not change its characteristics while passing through the sensor. The validity of this ap-223

proach was tested as
(
w′2
) 1

2

/uflow 6 0.15, where w′ is turbulent velocity fluctuations224

in vertical direction.225

The spectral range that was used for inertial subrange fitting was limited by the226

instrument noise at an upper frequency limit ωup [rad s−1] and by the size of energy-containing227

eddies at an lower wave frequency limit ωlow [rad s−1]. We defined the upper cutoff fre-228

quency as the frequency for which the ratio of power spectral density to the noise level229

became smaller than one. The noise level was calculated for each spectrum as the log-230

arithmic mean of Sww at frequencies larger than 50 rad s−1 where noise was always ob-231

served even for high flow velocity, see Figure 2a.232

Many spectra had a pronounced peak caused by surface waves (∼ 10 rad s−1 or233

1 s period, see Figure 2b). For these spectra, an upper frequency limit for ISF was de-234

fined as the frequency where the function f = Sww · ω had a minimum value within235

the interval 0.5 6 ωup 6 3 [rad s−1]. The lower frequency limit ωlow was estimated236

by identifying a breakpoint in spectral slope at the beginning of the inertial subrange237

in each spectrum (see SI, Text S1).238

Following the suggestions in Bluteau et al. (2011), we applied the following qual-239

ity criteria to the inertial subrange fits: (1) validity of Taylor’s frozen turbulence hypoth-240

esis (9.3% of the fittings were rejected); (2) coefficient of determination should be larger241

than 0 (17% of fits were rejected). In addition, the following optional quality criterion242

was applied: (3) length of the fitted inertial subrange. 13% of data were rejected due to243

–8–
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the length being less than 1/2 of a decade, 5.3 % – 1/3 of decade, 1.6% – 1/5 of decade.244

We applied the three criteria to all the data (the threshold for the last one was 1/3 of245

a decade) and rejected fits were discarded from further analyses of dissipation rates.246

In the presence of surface waves, the low-frequency end of the inertial subrange was247

often masked completely by the wave peak, and fitting of the inertial subrange at lower248

frequencies was not possible (see SI Figure S2b). In these cases, the inertial subrange249

was fitted for frequencies higher than the wave frequencies, where advection by wave or-250

bital velocities had to be taken into account:251

ε = exp

〈
ln

(
(Sww(ω)−Noise level) ω5/3

αKJww

)3/2
〉
, (2)

where Jww = f(σ1, σ2, σ3, u, v) is a function describing the effect of the wave advection252

in terms of the standard deviations of all three velocity components σ, and mean hor-253

izontal flow velocities (u, v) (Gerbi et al., 2009). The angled brackets denote averaging254

over all frequencies ω for which the inertial subrange fit was applied. This method is a255

slightly modified version of the one proposed by (Feddersen et al., 2007). The range of256

the frequencies was selected manually for all wave peaks. Unfortunately, we could not257

find any working criteria for identification of the wave peak in spectra as the wave ex-258

isted at varying amplitudes during all type of flow conditions. Hence, we manually se-259

lected spectra that were affected by surface waves and for which no inertial subrange (or260

with not sufficient length) was observed at frequencies lower than the wave peak. These261

selected spectra were fitted according to Eq. (2). A comparison of both fitting proce-262

dures for spectra where an inertial subrange could be fitted at both sides of the wave peak,263

revealed good agreement of the resulting dissipation rates (see Figure 2b). 50% of the264

total data were analyzed using using Eq. (1) (of which 27% were removed by the mis-265

fit criteria). 37% of the data were analyzed using Eq. (2), while the remaining 13% of266

10 min intervals were discarded during the initial quality screening.267

To exclude time periods for which the observed flow was potentially affected by the268

platform, we discarded dissipation rate estimates for which the sampling location was269

at the downwind end of the platform, i.e. for wind direction (1) 80◦ 6 wdir 6 245◦270

for the first and (2) 20◦ 6 wdir 6 150◦ for the second deployment. This led to a fur-271

ther 22% reduction of the quality-checked data resulting in 7012 dissipation rate esti-272

mates.273

2.4.2 Estimation of dissipation rates from ADCP data274

We used the following procedure for ADCP data screening and analysis. Measure-275

ments with a magnitude of signal correlation less than 70 were removed and velocity time276

series at each depth were despiked using the same parameters as for the ADV data. For277

the first 33 days, we applied a bin mapping procedure using linear interpolation (Ott,278

2002) due to a significant instrument tilt during this deployment (∼ 8◦). Frequently oc-279

curring losses of connection to the ADCP resulted in missing data and a slight reduc-280

tion of actual sampling frequency. If the number of missing velocity measurements in 10281

min analysis intervals was less than 20%, we applied linear interpolation to fill these gaps282

using the mean sampling frequency for this period.283

Velocities were measured in beam coordinates, which were transformed to orthog-284

onal (instrument) coordinates before being rotated into the mean flow direction (longi-285

tudinal, transversal and vertical velocity components) for 10 min averaging intervals. Af-286

ter quality screening and averaging, the total number of valid velocity measurements was287

∼ 50% in the middle of the water column and slightly less (44%) near the water surface288

(0.4 m water depth).289
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Frequency spectra were calculated from beam velocities over 10 min periods (num-290

ber of samples used for the fast Fourier transform: 256) and log-averaged over all 4 beams291

S(ω) [m2 s−1 rad−1]. The interpolation in cases mentioned above affected the high-frequency292

part of the spectra, and we excluded all frequencies larger than 2.2 rad s−1. The iden-293

tification of the lower and upper frequencies of the inertial subrange is described in SI,294

Text S2.295

Since the ADCP cannot resolve the direction of the turbulent velocity fluctuations296

which were measured in along-beam directions, the isotropy constant A (Eq. (1)) is un-297

determined. In this study the isotropy constant was set to 1 following Lorke and Wüest298

(2005).299

We applied the same quality criteria to spectral fits as for the ADV data. Com-300

parisons of velocity spectra from both instruments and corresponding inertial subrange301

fits are exemplarily shown in Figure 2. The dissipation rate estimates from both instru-302

ments agreed on average but, depending on optional quality screening criteria, individ-303

ual estimates differed by several orders of magnitude. A more detailed comparison of dis-304

sipation rate estimated from both instruments is provided in SI, Text S3, Figure S3.305

Since the sampling frequency of the ADCP was too small to resolve wave orbital306

velocities, we could not estimate the dissipation rate during the wave-affected periods.307

On the other hand, the ADV resolved the vertical velocity component directly and had308

higher quality data. Therefore, we primarily used the ADV measurements for the cal-309

culation of the near-surface dissipation rate in the following sections. The ADCP based310

estimates are used in sections (e.g. Section 2.6, 3.3) where we specifically analyze bottom-311

generated turbulence and vertical profiles of the dissipation rate.312

Figure 2. Typical frequency spectra (power spectral density, PSD) of vertical velocity fluctu-

ations measured by ADV (grey line) and of along-beam velocity fluctuations measured by ADCP

(dashed black line): (a) for a period without surface waves and (b) for a period with surface

waves (wave peak at around 10 rad s−1). Blue and red parts of the spectra represent the selected

range for estimating dissipation rates by inertial subrange fitting (ISF, -5/3 slope) for ADCP and

ADV, respectively. Black lines show the corresponding fits. The dissipation rates obtained from

ISF εADV , εADCP with confidence bands are provided as labels.
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2.4.3 Eddy covariance313

A double rotation of the coordinate system was performed with the wind velocity314

measurements of the anemometer (McMillen, 1988). The atmospheric friction velocity315

was calculated from the original 10 Hz data as 5 min block-averages:316

u∗,SBL,EC =
(
u′w′

2
+ v′w′

2
) 1

4

. (3)

Screening for weak turbulence with a specific friction velocity limit was not performed,317

but the cases with upward momentum flux (u′v′ > 0) were discarded. The 5 min u∗,SBL,EC ,318

wind speed and wind direction data were further averaged to 10-min mean values to en-319

able direct comparison with other data. Acceptable wind directions were 151◦ 6 wdir 6320

190◦ and 290◦ 6 wdir 6 323◦ to ensure sufficient fetch with an open water surface.321

2.5 Turbulence from atmospheric forcing322

To estimate dissipation rates in the water from bulk measurements of atmospheric
forcing, we used the atmospheric similarity scaling described in Tedford et al. (2014). Dur-
ing periods of heating of the water surface (the surface buoyancy flux, JBO > 0 [W kg−1]),
dissipation rates were estimated as:

εSBL = εSBL,wind = 0.6
(u∗SBL)3

κz
, (4)

where κ = 0.41 [–] is the von Kármán constant, z [m] is the distance from the water sur-323

face, u∗SBL [m s−1] is the water friction velocity computed from wind shear stress τa [N324

m−2] as u∗SBL = (τa/ρw)
1/2

, ρw [kg m−3] is the water density. Wind shear stress is325

calculated from the wind speed as τa = ρaCDau
2
wind, where CDa [–] is the drag coef-326

ficient, ρa [kg m−3] is the air density. We assumed a neutral drag coefficient at 10 m height327

of CDaN,10m = 1.3·10−3, which we corrected for the 2 m measurement height of CDaN,2m =328

1.8·10−3 using boundary-layer scaling. This value was corrected for the stability of the329

atmosphere following (Hicks, 1972).330

The buoyancy flux was calculated as JBO = gαQheat/(Cpwρw), where Qheat is331

the effective heat flux, α the thermal expansion coefficient of water, Cpw [J kg−1 ◦C−1]332

is the specific heat capacity of water, and g [m s−2] is the gravitational acceleration. The333

surface heat flux was computed as the sum of latent heat flux, sensible heat flux and net334

longwave radiation, and the effective heat flux for the actively mixing layer as the sum335

of the surface heat flux plus the shortwave radiation retained within the actively mix-336

ing layer. The mixed layer depth was estimated as the depth where the water temper-337

ature difference from the surface is 0.02◦C. All calculations above were based on formu-338

lations from (MacIntyre et al., 2002, 2014).339

During water cooling (JBO 6 0), when convective mixing also contributed to the340

dissipation rate, εSBL was estimated as:341

εSBL = εSBL,wind + εSBL,buoy = 0.56
(u∗,SBL)3

κz
+ 0.77|JBO|. (5)

Additionally, we used surface boundary layer scaling to estimate wind-generated energy342

dissipation rates in the water from atmospheric momentum fluxes measured by EC:343

εSBL,EC =
(u∗,SBL,EC)3

κz
, (6)
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where the water-side friction velocity u∗,SBL,EC was estimated from the friction veloc-344

ity in air u∗a,EC obtained from the EC system as u∗,SBL,EC = u∗a,EC (ρa/ρw)
1/2

.345

2.6 Bottom-generated turbulence346

We estimated the bed friction velocity in the bottom boundary layer u∗BBL [m s−1]347

by fitting the observed vertical profiles of the mean flow velocity measured by the ADCP348

to the law of the wall as349

uflow =
u∗BBL

κ
ln
h

z0
, (7)

where z0 [m] is the hydrodynamic roughness length and h [m] is the distance from the350

bottom. Visual inspection of velocity profiles provided an approximate height below which351

the logarithmic profile was valid of ∼ 2.4 m above the river bed. As an initial guess, we352

used a fixed value of z0 = 0.0017, which corresponds to a Manning’s roughness coeffi-353

cient nM = 0.026 s m−1/3 for a coarse sand channel (Chow, 1959; Arcement & Schnei-354

der, 1989) and the bed drag coefficient CDw = 0.0041 at 1 m above the bottom. To es-355

timate the near-surface turbulence caused by the bottom friction, we computed the dis-356

sipation rate of turbulent kinetic energy using the law of the wall:357

εBBL,wall =
(u∗BBL)3

κh
. (8)

This approach is based on the assumption that the shear stress is constant over the en-358

tire water column and equal to bed shear stress. An alternative approach, which is based359

on the assumption of linearly decreasing shear stress from the bed to zero at the water360

surface (Nezu, 1977), results in a stronger exponential scaling of dissipation rates with361

distance from the bed:362

εBBL,Nezu =
(u∗BBL)3

H

E√
h/H

exp(−3h

H
), (9)

where H [m] is the total water depth (H = 4.2 m is the water depth of ADCP deploy-363

ment), E [–] is an empirical constant for which we assigned a value of E = 4.76, as sug-364

gested for a smooth river bed by Nezu (1977). Density stratification is not considered365

in either scaling laws. Vertical profiles of dissipation rates predicted by both approaches366

were compared with measurements using a range of values of z0 in order to get the best367

agreement (Section 3.3). In the following section, the notation εBBL,ADCP is used for368

both approaches in order to underline that that these estimated are based on the ADCP369

measurements.370

2.7 Relative importance of bottom and surface generated turbulence371

To identify the dominant mechanisms generating near-surface turbulence, we fol-372

lowed a two-step procedure. At first, we compared the direct estimates of bed-generated373

turbulence from the ADCP observations (εBBL,ADCP from Eq. (8 – 9)) with dissipation374

rates from atmospheric forcing εSBL predicted by bulk-scaling (Eq. (4 – 5)) and distin-375

guish between the following four cases:376

1. εBBL,ADCP > εSBL: bottom-generated turbulence is dominant;377

2. εBBL,ADCP < εSBL but εBBL,ADCP > εSBL,wind and εBBL,ADCP > εSBL,buoy:378

atmospheric forcing (wind and buoyancy flux combined) is dominant;379

3. εSBL,wind > εBBL,ADCP and εSBL,wind > εSBL,buoy: the wind-generated tur-380

bulence alone is dominant;381
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4. εSBL,buoy > εBBL,ADCP and εSBL,buoy > εSBL,wind: convectively-generated tur-382

bulence alone is dominant.383

The computation of εBBL,ADCP is based on the ADCP data which were only col-384

lected during a relatively short period of time. In a second step, we replace the observed385

dissipation rate by bulk scaling using mean flow velocity observed by the ADV as it spans386

a longer period of time:387

εBBL,ADV =
C

3/2
Dwu

3
flow

κ(H − z)
. (10)

Here, the notation ’ADV’ is used because we apply the ADV mean flow velocity. We ap-388

ply the drag coefficient CDw obtained from the fitting procedure described in the Sec-389

tion 3.3 and CDa mentioned in Section 2.5.390

Finally, we make an attempt to derive a more general solution to distinguish the391

cases mentioned above. By considering bottom and wind generated turbulence only, the392

ratio of the the corresponding dissipation rates (Eq. (4), (10)) becomes:393

εBBL

εSBL
=

u3∗BBL

κ(H − z)
κz

u3∗a
=

z

H − z
·
(
ρw
ρa

) 3
2

·
(
CDw

CDa

) 3
2

·
(
uflow
uwind

)3

(11)

Values of the ratio greater than unity indicate that bottom-generated turbulence is dom-394

inant. Otherwise, the atmospheric-generated turbulence is dominant. Note, that we do395

not consider the cases with the dominant buoyancy flux here assuming its contribution396

is not significant in time. The equation can be used to derive a “critical” wind speed,397

for which bottom and wind generated dissipation rates are equal, i.e. for wind speeds398

greater than the critical wind speed, wind is the dominant forcing of near-surface tur-399

bulence:400

uwind,crit = uflow,1m

(
ρw
ρa

)1/2(
CDw,1m

CDa

)1/2(
z

H − z

)1/3

. (12)

Note, that these estimates are not valid during stable density stratification. We further401

discuss the implications of these equations in Section 3.5.402

2.8 Description of the one-dimensional k − ε model403

Both bottom shear stress and atmospheric forcing are taken into account while sim-404

ulating dissipation rates below the water surface using a physically sophisticated, spa-405

tially resolving turbulence model of river flow. The one-dimensional (in vertical direc-406

tion) modelling of turbulent river flow should be sufficient to reproduce the vertical struc-407

ture of thermo- and hydrodynamic properties, if the marginal effects at river banks are408

negligible; this is the case when depth-to-width ratio is small (about 0.02 for the River409

Kitinen at the location of experiment). The k−ε model used in this study is a 1D ver-410

sion of Reynolds-Averaged Navier-Stokes (RANS) equation system. This system is an411

exact result of spatial averaging of 3D RANS-equations over a horizontal cross-section412

of a river stream, which shape is assumed to be a parallelepiped (Figure 3), neglecting413

heat and momentum fluxes at the channel banks and omitting longitudinal advection414

(see the equations in SI, Text S4). The boundary conditions are as follows:415

• momentum flux from the atmosphere at the top (z = 0), (τx, τy), is computed416

via Monin-Obukhov similarity using on-raft measurements of meteorological vari-417

ables;418
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• momentum flux at bottom (z = H) is given by logarithmic law with bottom rough-419

ness length z0 = 2 · 10−4 m, a value defined in Section 3.3;420

• measured water temperature time series at z = 0, whereas measured downward421

radiation fluxes, sensible and latent heat fluxes to the atmosphere computed us-422

ing Monin-Obukhov similarity are used for calculation of the buoyancy flux at the423

surface Bs (used below);424

• zero heat flux at z = H,425

• for turbulent kinetic energy K (TKE), the boundary condition is K = C
−1/2
e0 u2∗s

at z = 0, H, where Ce0 = 0.09 is Kolmogorov constant, u∗s is friction velocity
at respective boundary, and for dissipation rate, the local equilibrium with tur-
bulent kinetic energy production is assumed:

ε =
u3∗s
κz∗

+Bs at z = 0, H. (13)

where H = 4 m is the average river depth, z∗ is a distance from the first computational
node to the boundary. Radiation flux S is given by Beer-Lambert law applied in 4 bands
(ultraviolet, photosynthetically-active radiation (PAR), near-infrared, infrared), and at-
tenuation coefficient for PAR set to mean measured value kd =3 m−1. The full system
is solved using LAKE2.0 model code (Stepanenko et al., 2016) as it uses horizontal av-
eraging of thermo- and hydrodynamic equations as well. The only modification to the
lake model algorithm is addition of a method to compute a free-surface gradient g∂hs/∂x,
where hs is free water surface height, x is longitudinal coordinate. We assume dynamic
balance between the horizontal pressure gradient force, bottom friction and surface lon-
gitudinal momentum flux:

−g ∂hs
∂x

=
gU2n2M

R
4/3
H

− τx
Hρw0

, (14)

with RH denoting hydraulic radius, U standing for u velocity component averaged over426

a transversal (vertical) cross-section, ρw0 is reference water density, nM is Manning’s co-427

efficient. Here, U is readily computed from the river discharge measured at a dam down-428

stream, and a value nM = 5.2× 10−2 s m−1/3 is adjusted in order the discharge from429

solution of the equations (SI, Text S4) to match the discharge at a dam. There are at430

least two errors caused by using the method described above. First, dynamic balance im-431

plied by Eq. (14) may be significantly violated during unsteady flow regimes following432

everyday opening and closing at the dam. The second source of errors is an assumption433

that the mean velocity at the measurement location is the same as at the dam, while the434

gravity wave following dam operations travels at a finite speed and thus there is a time435

lag between abrupt velocity changes at the dam and at the study site. However, estimat-436

ing phase speed
√
gH ≈ 6.3 m/s and given a distance from measurement point to the437

dam ∼10 km downstream, we get 25 min travel time of a wave induced by dam oper-438

ations to reach the raft, which is small compared to time interval between these oper-439

ations.440

The model was solved for 20 layers in the vertical and 10 s time step.441

2.9 Statistical parameters and tests442

In this study, we use statistical parameters and tests listed in Table 3.443
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Figure 3. Schematic of a river channel geometry assumed in 1D k − ε turbulence model

Table 3. Statistical parameters and tests used in current study.

Parameter Description

n Number of data points (10 min sampling intervals)

µ
Mean value of the logarithmic ratio
of predicted and observed dissipation rates

ρ Correlation coefficient

p
Significance level for
the correlation coefficient:
significant if p < 0.05

Error estimation
for dissipation rate
(Section 3.3)

Error R
R = 10〈(log10 εpred−log10 εobs)

2〉
where εpred, εobs is the predicted and
observed dissipation rate, respectively

Statistical test – Two-sample Kolmogorov-Smirnov test
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3 Results444

3.1 Overview of the measurements445

The variations of wind speed, flow velocity and surface buoyancy flux as the main446

drivers for near-surface turbulence are shown in Figure 4. Wind speed varied between447

0 and 8.4 m s−1 and often showed a diel pattern with higher values during daytime and448

lower values during night. Mean flow velocity measured at 0.4 m below the water sur-449

face by the ADV varied between 0.001 and 0.34 m s−1. Discharge regulation by the down-450

stream dam operation for hydropower production caused pronounced diel variations of451

the flow velocity throughout the entire measurement period. River discharge at the down-452

stream Kurkiaska power station (Figure 4b) varied between 1 and 166 m3 s−1, with no453

pronounced seasonal pattern. The mean discharge during the time period from 1 June454

to 30 September was 84 m3 s−1. Daily mean flow velocity observed by the ADV and the455

discharge were strongly correlated (ρ = 0.9, p < 0.05). The surface buoyancy flux gen-456

erally showed a pronounced diel pattern with seasonally varying amplitude. Maximum457

(3.2·10−7 W kg−1) and minimum (-1.7·10−7) values were observed at the beginning of458

August. Nighttime buoyancy fluxes were negative throughout the observational period459

as expected and indicative of convective mixing conditions. The dissipation rate at 0.4460

m depth varied between 2.6·10−9 and 1.2·10−5 W kg−1 (Figure 4d). Low dissipation rates,461

less than 10−8 W kg−1, were observed when flow velocities were low, i.e. at low discharge.462

In general, dissipation rates followed the rapid diurnal changes in flow velocity.463

Air temperature varied between -0.8◦C on September 15 and 30.3◦C on July 13 and464

also showed a diel pattern (Figure S4a). Surface water temperature (at 0.35 m and 0.07465

m depth for the first and the second deployments, respectively) increased during sum-466

mer, reaching its maximum value of 23◦C on August 2, and slowly decreased towards467

autumn to the minimum value of 8.7◦C on September 22. Weak thermal stratification468

developed primarily during the first half of the summer June – July (Figure S5). The469

maximum value of temperature difference between the surface and bottom (at 4.35 m470

and 4.05 m depth for two deployments, respectively) reached 2.3◦C on June 18 (Figure471

S5a).472

Significant wave height Hsig varied with wind speed (ρ = 0.7, p < 0.05) and was473

mostly below 5 cm reaching a maximum value of 11 cm (Figure S4c). Unexpectedly, we474

found weaker correlation between Hsig and uwind when the wind blew along the main475

flow direction (ρ = 0.5, p < 0.05, Figure S6a) in comparison with a relatively strong476

correlation and linear relationship (ρ = 0.8, p < 0.05) when the wind direction was477

opposite the main flow direction (Figure S6b).478

The diel dynamics were largerly goverened by flow velocity (Figure 5). The flow479

velocity was characterized by large-amplitude and rapid sub-daily flow variations with480

high values usually occurring during daytime and low values during night (Figure 5b,c).481

The change from high to low flow velocity occurred rapidly. Mean flow velocity often de-482

creased by 50% within 30 to 60 minutes. Depending wind and flow velocity, the direc-483

tion of the mean flow near the water surface was aligned either with the wind direction,484

or with the direction of river flow (Figure 5a). During the day, when flow velocities and485

wind were elevated, incoming heat was sometimes mixed throughout the water column486

and temperatures increased; on other days temperature declined. If both flow and wind487

were lower in the day, stratification sometimes developed. After flow speed and wind speed488

decreased at night, weak thermal stratification occurred and persisted until midnight (see489

1-2 July in Figure 5d). Stratification usually persisted for several hours, before it was490

disrupted by a rapid increase in flow or by convective mixing.491
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Figure 4. Time series of main drivers of near-surface turbulence during the study period: (a)

wind speed (temporal resolution is 10 min); (b) longitudinal flow velocity at 0.4 m water depth

(ADV) with a temporal resolution of 10 min (black line), daily mean flow velocity (blue line) and

daily mean discharge at Kurkiaska power station (red line with square symbols); (c) buoyancy

flux; (d) dissipation rate of turbulent kinetic energy at 0.4 m depth (ADV, temporal resolution of

10 min).
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Figure 5. Time series of (a) flow direction (ADV, black line) and wind direction (blue line);

(b) flow velocity (ADV, [dm s−1], black line), wind speed ([m s−1], blue line) and dissipation

rate of turbulent kinetic energy (ADV, red crosses); (c) flow velocity profiles (ADCP), black line

represents water surface; (d) vertical profiles of water temperature. The selected period is from

28 June to 04 July 2018, emphasizing diel dynamics with a temporal resolution of 10 min.
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3.2 Turbulence generated by atmospheric forcing492

Bin-averaged dissipation rates of turbulent kinetic energy predicted from bulk at-493

mospheric forcing εSBL, (Eq. (5)) agreed reasonably with observed dissipation rates εADV494

at 0.4 m depth. Deviations between individual 10 min estimates, however, were large and495

covered several orders of magnitude (Figure 6a). Particularly for lower dissipation rates496

(< 10−7 W kg−1), predicted values were systematically smaller than the observations.497

The bin-averaging procedure is described in SI, Text S5, Figure S7. Considering only data498

for which the wind directions was along the river (151◦ 6 wdir 6 190◦ and 290◦ 6499

wdir 6 323◦) did not improve the agreement significantly (a two-sample Kolmogorov-500

Smirnov test showed no significant difference between them) and did not reduce the sys-501

tematic deviation between the measured and predicted dissipation rates. The logarith-502

mic ratio of two dissipation rates had a mean value µ = -0.4 in both cases (Figure 6b),503

indicating that the mean near-surface dissipation rate was 2.5 times higher than predic-504

tions from bulk atmospheric forcing.505

Figure 6. (a) Predicted dissipation rate of turbulent kinetic energy from bulk meteorological

forcing εSBL versus observed dissipation rate εADV at 0.4 m water depth. Light grey symbols

show all data, dark grey symbols mark data for which the wind direction was along the river

(151◦ 6 wdir 6 190◦ and 290◦ 6 wdir 6 323◦). The black line with square symbols shows bin

averaged data. The solid grey line shows the 1:1 relation and two dashed lines indicate differences

of one order of magnitude. (b) Probability density distributions (bar graphs) of the logarithmic

ratio of εSBL and εADV for two cases: considering all data (red), considering the data with wind

directions along river (blue). The number of data points n and the mean value µ are provided in

the legend.

In contrast to the predictions from bulk atmospheric forcing, the dissipation rate506

estimated from measured momentum fluxes by the EC system εSBL,EC , (Eq. (6)) were507

on average higher than measured dissipation rates (Figure 7). The contrasting low and508

high bias of the two dissipation rates estimated from atmospheric forcing were related509

to the difference between measured wind friction velocity and that estimated from mean510

wind speed in the bulk scaling (Figure 7b), with the latter being consistently smaller than511

measured values. The agreement between the measured and predicted friction velocities512

did not improve if only wind directions along the river were considered.513

Following (Wang et al., 2013, 2015) (see Appendix A for details), we additionally514

tested a scaling relation for near-surface dissipation rates under breaking surface waves515

proposed for large lakes (see Appendix A, SI, Figure S8a) and estimated the dissipation516
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Figure 7. (a) Probability density distributions (bar charts) of the ratio of dissipation rates

estimated from atmospheric forcing and observed dissipation rates at 0.4 m depth. The red

bars show the distribution for bulk scaling (εSBL, Eq. (5)) and the blue chart shows the ratio

for dissipation rates estimated from measured momentum fluxes by the eddy covariance system

(εSBL,EC (Eq. (6)). Only data for which the wind direction was along the main river channel

river were considered for both distributions (151◦ 6 wdir 6 190◦ and 290◦ 6 wdir 6 323◦). The

number of data points n, mean values of the logarithm of the ratio µ are shown in the legend.

(b) Measured wind friction velocity by EC u∗SBL,EC versus predicted friction velocity calculated

from bulk atmospheric forcing (wind speed) u∗SBL. Light grey symbols show all the data, dark

grey symbols show data for which the wind directions was along the river. The solid black line

indicates a bin-average of the log-transformed data, the grey solid line shows a 1:1 ratio and the

two grey dashed lines represent a one order of magnitude difference.

rate by taking measured significant wave height into account. In comparison to dissipa-517

tion rates predicted from bulk atmospheric forcing (εSBL), the wave scaling (εwave) did518

not improve the prediction quality (mean value of the ratio of εwave and εADV µ = -519

1.18, see SI, Figure S8b). On average, observed dissipation rates were a factor of 15 higher520

than the prediction εwave. The wave contribution to the dissipation rate was small due521

to much larger relative depth (depth of the dissipation rate measurements over the sig-522

nificant wave height) than in the former observations made in large lakes.523

3.3 Bottom-generated turbulence524

We estimated the bottom-generated turbulence using Eq. (8) and (9) considering525

several values of z0 with the flow velocity uflow taken at h = 1 m. As the first step, we526

compared the observed dissipation rate at 1 m above the bed (εADCP ) with dissipation527

rates predicted from mean flow velocity and an initial guess of the bed roughness (εBBL,wall).528

For small values of the predicted dissipation rates (< 1 · 10−7 W kg−1), the observa-529

tions appeared to be higher than the predictions and uncorrelated, while observations530

and predictions were correlated for higher dissipation rates (see SI, Figure S9a). By as-531

suming that the dissipation rates in the lower range were additionally affected by atmo-532

spheric forcing, we only considered dissipation rates exceeding this threshold in all sub-533

sequent analyses. The remaining data (number of data points n = 950) were used for534

fitting the roughness length z0 by minimizing the error between the predicted and mea-535

sured dissipation rates (see SI, Table S1). The resulting z0 was equal to 0.0002 m, cor-536

responding to a Manning’s coefficient of nM = 0.02, and a drag coefficient of CDw =537
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0.0023 (at 1 m above the bed, Figure 8a). The fitted value of Manning’s coefficient was538

within the range reported by Arcement and Schneider (1989) for the rivers with sand539

bed and the straight uniform channel where grain roughness is predominant. On aver-540

age the dissipation rates εBBL,wall showed good agreement with observed values εADCP .541

We additionally tested the Nezu approach (see SI, Figure S9b) by using the fitted nM542

and by applying a range of values for the empirical constant E, Eq. (9), that has been543

reported in the literature (see SI, Table S2). The smallest error between observed and544

predicted dissipation rates at 1 m height above the sediment was obtained value of E =545

9.8, which has been originally reported by Nezu (1977).546

The log-averaged, mean values of all observed dissipation rates εADCP decreased547

by a factor of three from a maximum value of 1.1·10−6 W kg−1 at a distance of 0.7 m548

above the bottom to (3.9·10−7 W kg−1) near the water surface (Figure 8b). The mean549

vertical profile of dissipation rates followed the law of the wall scaling εBBL,wall through-550

out the most of the water column, while the scaling according to Nezu εBBL,Nezu showed551

better agreement with the measurements only near the bottom (∼ 1.2 m). From here552

on, we use the notation εBBL,ADCP referring to the dissipation rate obtained using the553

law of the wall scaling εBBL,wall.554

Figure 8. (a) Dissipation rates predicted from mean flow velocity (εBBL,wall) versus observed

dissipation rates εADCP at a height of ∼ 1 m above the bottom (grey symbols, only data with

εBBL,wall > 1 · 10−7 W kg−1 are shown, see SI, Figure S9). The black line with square symbols

shows a logarithmic bin average of the data. The solid grey line shows a 1:1 relation and two

dashed lines indicate differences of one order of magnitude. (b) Vertical profiles of dissipation

rates of turbulent kinetic energy: the black line shows mean (log-averaged) observations. The red

line shows the mean dissipation rates estimated using the Nezu approach, and the blue line is the

mean dissipation profile according to the law of the wall. The black horizontal line marks the wa-

ter surface, dashed grey lines correspond to 0.4 m (the depth of the ADV measurements), 1.8 m

is the depth below which the u∗BBL was calculated, 3.2 m is the depth for which the comparison

(a) was done.

3.4 Relative importance of atmospheric forcing and bottom-generated555

turbulence556

To evaluate the contributions of different generation mechanisms to turbulence near557

the water surface, we compared measurements of bottom-generated turbulence (εBBL,ADCP558

from the ADCP profile measurements extrapolated to 0.4 m water depth) with dissipa-559
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tion rate estimates for wind shear (εSBL,wind calculated from mean wind speed) and sur-560

face buoyancy flux (εSBL,buoy from the surface heat flux). The maximum dissipation rate561

predicted by either of the three relationships for a water depth of 0.4 m (ADV sampling562

depth) was used to identify the dominant forcing mechanism and was used as the best563

predictor.564

To extend the identification of dominant forcing mechanisms to the time periods565

without valid ADCP measurements, we used the dissipation rate computed from the bulk566

formula using the mean flow velocity measured by the ADV and the estimated bottom567

drag coefficient (corresponding to z0 from Section 3.3, εBBL,ADV , Eq. (10)). We calcu-568

lated the percentage corresponding to the dominance of εSBL,wind, εSBL,buoy and both569

εBBL,ADCP and εBBL,ADV (see Table 4). We found no significant difference between the570

percentages if we used valid subsections ADCP or ADV dissipation estimates for bottom-571

generated turbulence.572

For the time periods with ADV observations, bottom-generated turbulence dom-573

inated for 43% of the time, wind 42%, and convective cooling 14% of the time. The re-574

maining data with εBBL,ADV larger than εSBL,wind and εSBL,buoy, but smaller than their575

sum, were only 1.4% of total cases and are not included in further analyses. The pre-576

dicted dissipation rates agree well with our observations (ρ = 0.5, p < 0.05, Figure577

9a). The mean value of the ratio of predicted and observed dissipation rates was 0.9.578

When considering only wind and bottom-generated turbulence quantified from wind579

speed and and mean flow velocity, respectively (Eq. (11)), the statistics of the dominant580

forcing changes only slightly. Wind and bottom generated turbulence dominated in 62%581

and 38% of total time, respectively (Table 4). Considering the previous computation,582

the dominance of εSBL,buoy would be responsible for approximately 15% of the atmo-583

spheric cases.584

Wind shear affected near-surface dissipation rates for wind speeds greater than 1585

m s−1 and was the dominant mechanism for wind speeds exceeding 3 m s−1 (Figure 9b).586

When the flow velocity exceeded 9 – 10 cm s−1, the bottom generated turbulence dom-587

inated the near surface energy dissipation (Figure 9c). The contribution of the buoyancy588

flux was important at night, when the convective cooling coincided with low flow veloc-589

ity and low wind speed. It was the most frequent cause of turbulence at wind speed less590

than 2 m s−1 and flow velocities less than 9 – 10 cm s−1.591

Thermal stratification may affect the dependence of near-surface dissipation rates592

on bulk forcing variables. Following (Bormans & Webster, 1997), we used a tempera-593

ture difference between the surface and bottom water exceeding 0.05◦C to identify pe-594

riods of thermal stratification. We compared the probability density distributions of the595

ratio of predicted and observed dissipation rates for cases when wind, flow, and buoy-596

ancy flux were the dominant forcing mechanisms (Figure S10). Significant differences be-597

tween situations with and without stratification were found for cases when wind and flow598

were the dominant drivers. During the stratified conditions, the predicted dissipation599

rates for wind and bottom-generated turbulence were smaller by 18% and 21%, respec-600

tively, than during the unstratified conditions.601

To test the effect of wind direction relative to the flow direction on near-surface dis-602

sipation rates, we separated the data when the wind directions was along (290◦ 6 wdir 6603

323◦) and against (151◦ 6 wdir 6 190◦) the longitudinal river flow. Significant differ-604

ence were found between these two cases for the situations when the wind or flow was605

the dominant forcing mechanism (Figure S11). For wind-generated turbulence, the pre-606

dictions were underestimating near-surface dissipation rates by 16% for the periods when607

wind direction was along river flow in comparison to the periods when wind direction608

was against the river flow. For bottom-generated turbulence, the predicted dissipation609

rates were higher than observed by 17% for wind direction against the river, while they610
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were lower by 19% when the wind was directed along the river flow. Nevertheless, these611

effects were small compared to the large uncertainty in dissipation rate measurements.612

The cumulative uncertainties in the measurement related to dissipation rates has been613

estimated to be within a factor of two (Moum et al., 1995). The presence if surface waves,614

an their effects on inertial subrange fitting, probably added to this uncertainty.615

Table 4. Relative contribution of different predicted dissipation rates and different measure-

ments. The first column represents the maximum magnitude of the dissipation rate estimates

with different forcing mechanisms such as wind speed εSBL,wind, buoyancy flux εSBL,buoy and

bed friction εBBL. εBBL,ADCP correponds to the bottom-generated turbulence estimate based on

the ADCP measurements, εBBL,ADV – based on the ADV measurements. n is a number of data

points (10 min sampling intervals). Total amount of εADV is a number of of 10 min time periods

with measurements of the ADV dissipation rates.

Dominance of:

Based on
the ADCP
measurements
εBBL,ADCP

Based on
the ADV
measurements
εBBL,ADV

Based on
the ratio:
εBBL,ADV

εSBL,wind

Eq. (11)

εSBL,wind
n = 2865
42.8%

n = 5291
41.8%

n = 8324
61.7%εSBL,buoy

n = 1117
16.7%

n = 1808
14.3%

εBBL
n = 2665
39.8%

n = 5387
42.5%

n = 5169
38%

εBBL > εSBL,wind

εBBL > εSBL,buoy

εBBL < εSBL,wind+
εSBL,buoy

n = 43
0.6%

n = 177
1.4%

Total amount
of data

n = 6690
100%

n = 12663
100%

n = 13493
100%

Total amount of
εADV

7012
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Figure 9. (a) Predicted dissipation rates of turbulent kinetic energy at 0.4 m water depth

versus observed values εADV . Predictions are based on wind speed εSBL,wind and buoyancy flux

εSBL,buoy if atmospheric forcing was the dominant driver of the near surface turbulence (blue and

orange symbols, respectively). The predictions are based on bottom-boundary layer scaling esti-

mated from mean flow velocity εBBL,ADV when the bottom-generated turbulence was dominant

(red symbols). The black line with square symbols indicates bin-averaged data for all forcing con-

ditions. The solid grey line shows a 1:1 relation, dashed lines represent a one order of magnitude

difference. (c) Relative frequency of occurrence of dominant forcing conditions as a function of

wind speed and (c) mean flow velocity. n indicates number of data points.
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3.5 Effect of water depth616

Since near-surface turbulence decays with law of the wall scaling when forced by617

wind or decreases from the bottom upwards when forced by currents, dominant controls618

depend on water depth as well as on the distance below the surface at which dissipation619

rates are measured (Eq. (12)). We addressed this problem in multiple ways. We calcu-620

lated the critical wind speed uwind,crit for the depth of 0.4 m (ADV measurements). For621

the water depth at our sampling site of 4.2 m, uwind,crit increased from 1 to 4 m s−1 for622

mean flow velocities between 0.1 and 0.35 m s−1. The critical wind speed increases for623

decreasing water depth for hypothetical water depths of 1 and 100 m (Figure 10a).624

The critical wind speed increases strongly with increasing depth at which wind and625

bottom generated turbulence are compared. Using Eq.(12), we computed the mean crit-626

ical wind speed as a function sampling depth below the surface for the range of observed627

mean flow velocities (at 1 m above the river bed). At the ADV sampling depth (0.4 m628

below the surface), the mean critical wind is a factor of 3.8 higher compared to uwind,crit629

estimated for a sampling depth of 8 mm below the surface. This depth corresponds to630

the Kolmogorov microscale of turbulence, which defines the thickness of a viscous sub-631

layer at the water surface and the depth at which energy dissipation rates are maximal632

(Lorke & Peeters, 2006).633

Figure 10. (a) Critical wind speed, above which near-surface turbulence is dominated by

wind forcing versus flow velocity for water depths H of 4.2 m (black line), 1 m (blue line), 100

m (red line). The depth at which wind- and bottom generated dissipation rates are compared is

0.4 m (ADV sampling depth). (b) Vertical distribution of mean critical wind speed (black line)

calculated for the mean flow velocity observed at 1 m above the bed. The grey area encompasses

plus/minus one standard deviation of the mean flow velocity. The black circle marks the depth of

0.4 m for which the critical wind speed in panel a) was estimated . The uppermost depth corre-

sponds to the lower edge of a viscous sublayer (equal to the mean Kolmogorov microscale equal

of 8 mm), where dissipation rates are maximal.
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3.6 k − ε model634

The numerical 1D k−ε model includes the effects of wind (excluding surface waves),635

river flow and vertical heat transport on turbulence throughout the water column. In636

general, results from the k−ε model showed good agreement with observed dissipation637

rates at 0.4 m water depth (ρ = 0.6, p < 0.05). The agreement of predictions for dis-638

sipation rates calculated from the k−ε model showed comparable agreement with ob-639

served dissipation rates as the combined predictions based on bulk atmospheric forcing640

and mean flow velocity (Figure 11). The model slightly underestimated the dissipation641

rate by a factor of 0.7. Figure S12 demonstrates an overall performance of the both ap-642

proaches for cases when the atmospheric forcing or bottom friction was the dominant643

mechanism in comparison with the k−ε model results. Dissipation rate simulated by644

the k−ε model had less agreement with the observed values for the cases when the bot-645

tom generated turbulence was dominant (underestimate by a factor of 0.5 by the model646

in comparison to a factor of 0.9 for the law of the wall scaling (Figure S12a)). For the647

atmospheric dominant drivers (wind and buoyancy, Figure S12b and Figure S12c, respec-648

tively), the εk−ε mod had similar agreement with measurements to that of surface sim-649

ilarity scaling. The modeled dissipation rate at 0.1 m depth was on average by a factor650

of 3.2 higher than one computed at 0.4 m depth.651

Water surface water temperature was slightly underestimated by the k−ε model,652

with a mean difference between modeled and observed temperature was of -0.8 ◦C (Fig-653

ure S13). In the model output, short periods of temperature stratification in the river654

occurred, which were not observed in the measurements. During these periods, strong655

suppression of dissipation rates was favoured, contributing to the slightly expanded left656

”tail” of the error distribution in Figure 11 (right). The modeled flow velocity profile (Fig-657

ure S14) was characterized by the patterns of flow regulation similar to what were ob-658

served.659

Figure 11. Probability density distributions of the logarithmic ratio of predicted and ob-

served (εADV ) dissipation rates. (a) Predictions based on mean wind speed and mean flow veloc-

ity (combined εBBL,ADV , εSBL). (b) Predictions based on the εk−ε mod. The respective number

of data points (n) and mean value (µ ) of the logarithm of the ratio are shown the legend.
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4 Discussion660

4.1 Magnitude, drivers and dynamics of near-surface turbulence661

With a Strahler stream order of 5 and a width of approximately 100 m at the study662

site, the River Kitinen belongs to the class of moderately sized rivers (orders 5–9), which663

have the greatest area globally, with less area covered by low and high order streams (Downing664

et al., 2012). Despite their widespread distribution, turbulence measurements in such665

rivers are rare. In the River Kitinen, dissipation rates of turbulent kinetic energy var-666

ied over four orders of magnitude between 10−9 and 10−5 W kg−1 during the ice-free sea-667

son, with a log-averaged mean value of 4 · 10−7 W kg−1. This range is comparable to668

dissipation rates reported from shorter-term observations in a river of similar size in Ger-669

many (Lorke et al., 2012). In low-order streams, dissipation rates are consistently higher670

and can be up to four orders of magnitude higher (Kokic et al., 2018). In tidal estuar-671

ies with large river inflows, dissipation rates range from 10−6 - 10−4 W kg−1, (Zappa et672

al., 2007; Chickadel et al., 2011). Dissipation rates in the River Kitinen were similar in673

magnitude to dissipation rates observed in the near-surface layer of lakes, where they typ-674

ically vary between 10−9 and 10−5 W kg−1 (Wüest & Lorke, 2003; Tedford et al., 2014).675

Our measurements are the first to identify the dominant mechanisms forcing near-676

surface turbulence in the river and their dynamics from minutes to seasonal time scales.677

Bottom friction and wind shear dominated a similar fraction of the time, 43% and 42%678

respectively, with turbulence produced by convection only contributing 14% of the time.679

The temporal dynamics resulted from diel variability in wind speed, buoyancy flux and680

flow velocity. The latter was strongly affected by flow regulation. The nocturnal reduc-681

tion of flow velocity due to demand-following hydropower production at the downstream682

dam, was frequently associated with a transition from the dominance of bottom-generated683

turbulence to atmospheric forcing and a change of the water body from a lotic to a more684

lentic-like system.685

The contribution of surface waves to the dissipation rates was found to be insignif-686

icant, probably due to the small amplitude of the observed waves. Weak thermal strat-687

ification, as it was observed during some days, caused a slight suppression of turbulence.688

Also wind direction relative to the flow was found to have a significant effect near-surface689

dissipation rates. Nevertheless, these effects were small in comparison to the dynamics690

of the major drivers.691

4.2 Scaling and modeling near-surface turbulence692

When atmospheric forcing dominated, near-surface dissipation rates followed a sim-693

ilarity scaling, as it been found in lakes and oceans (Lombardo & Gregg, 1989; Tedford694

et al., 2014) and could be well predicted from bulk parameters, including wind speed and695

surface buoyancy flux. Similarly, bottom-generated turbulence followed boundary-layer696

scaling and its vertical distribution could be well predicted from mean flow velocity af-697

ter adjusting the bed roughness coefficient. Surprisingly, our observations showed that698

the vertical decline of bottom-generated turbulence was better described by the law-of-699

the wall scaling, which is based on the assumption of a constant shear stress, than by700

Nezu (1977) analysis. The latter has been found to agree well with vertical profiles of701

dissipation rates measured in smaller rivers (Sukhodolov et al., 1998) and in laboratory702

flumes (Nezu & Rodi, 1986; Johnson & Cowen, 2017). By combining both approaches703

for atmospheric and bottom-generated turbulence, we obtained a good prediction of near-704

surface dissipation rates as a function of bulk atmospheric forcing and mean flow veloc-705

ity (Figure 9). Although the scatter of individual (10-min based) dissipation rates is large,706

bin-averaged data revealed an unbiased agreement between prediction and observation.707

To assess the relative importance of bottom- and wind generated turbulence in rivers of708

arbitrary depth, we described a new concept in terms of a critical wind speed, which can709

be derived with the assumption that at some depth the surface boundary layer turbu-710

–27–



manuscript submitted to Water Resource Research

lence is equal to the bottom boundary layer turbulence. We combined both boundary-711

layer scaling approaches and derived an expression for the critical wind speed as a func-712

tion of mean flow velocity and water depth (Eq. (12)). For wind speeds exceeding this713

critical value, near-surface turbulence is expected to be predominantly controlled by wind,714

in contrast to the predominance of bed friction for wind speed below the the critical value.715

In addition to bulk forcing and water depth, the relative importance of wind and716

bottom-generated turbulence depends strongly on the distance from the surface at which717

turbulence is observed. Particularly, wind-generated turbulence declines below the wa-718

ter surface and are expected to be highest at the base of the viscous sublayer at the wa-719

ter surface (Lorke & Peeters, 2006). As in most field observations of near-surface tur-720

bulence, the distance below the water surface at which turbulence was observed (0.4 m)721

was limited by the physical dimension of the velocimeter. Spatially resolving measure-722

ments of turbulence in the wind-mixed surface layer of a lake using particle image ve-723

locimetry, confirmed the existence of a power law decline of dissipation rates, even within724

the uppermost centimeter of the water column (Wang et al., 2013). The relative impor-725

tance of wind or flow generated turbulence can be estimated as a function of distance726

from the water surface using law of the wall scaling (Eq. (12)).727

The first prototype of a 1D k−ε model for rivers has been applied to quantify the728

turbulence throughout the water column. Despite the higher numerical complexity and729

more comprehensive physics compared to the more simple bulk approaches, the k− ε730

model results did not demonstrate substantial improvement in simulating subsurface dis-731

sipation rate compared to the similarity-based estimates. The model results were sim-732

ilar to surface similarity scaling when the atmospheric forcing is dominant, because the733

top boundary condition used in he model is of the same type as the scaling. When the734

turbulence is dominated by bottom friction, the k − ε model slightly underestimated735

the dissipation rates. This result should be interpreted with caution, since the dissipa-736

tion rate measurements contain significant uncertainties themselves. The discrepancies737

may result from the well-known knowledge gaps in the construction of optimal two-parameter738

(e.g. k−ε) turbulence closures, namely, specification of stability functions and non-dimensional739

constants (Mortikov et al., 2019), setup of the surface boundary conditions (Burchard,740

2002), inclusion of TKE production by wave-induced motions (Ghantous & Babanin, 2014),741

to mention a few. Notwithstanding these uncertainties, the k−ε model can be applied742

to more problems than similarity scaling. As it reproduces the vertical distribution of743

the turbulent diffusivity in river flow, it can be used for the quantification of vertical trans-744

port of water constituents from the sediment to the water surface and eventual emission745

to the atmosphere. In addition, this model can be applied to the river systems with larger746

depths. Moreover, it includes a number of physical effects omitted in the bulk approaches,747

e.g. influence of stable stratification on the flow, which may become more important in748

low-latitude and slow water flows. Model improvements will need to address the over-749

estimation of solar heating (and corresponding diminishing of turbulence intensity) un-750

der low wind and flow speed conditions.751

4.3 Implications for gas exchange in regulated rivers752

Near-surface turbulence constitutes the primary control on the gas transfer veloc-753

ity (k) at the air-water interface (Zappa et al., 2007; MacIntyre et al., 2010). k is related754

to the dissipation rate of turbulent kinetic energy as k = c1 (εν)
1/4

Sc−1/2, where Sc755

is a Schmidt number, c1 is a scaling parameter (Lamont & Scott, 1970). The mean ob-756

served dissipation rate of 4·10−7 W kg−1 corresponds to the normalized value of k600757

(i.e. for Sc = 600) of 1.4 m d−1 (using c1 = 0.5, (MacIntyre et al., 2010)). This gas trans-758

fer velocity is approximately 4 times lower than what has been used for a river with Strahler759

order of 5 in a global analysis of inland water CO2 emissions (Raymond et al., 2013). More-760

over, the range of variability of dissipation rates spanned four orders of magnitude, which761

corresponds to temporal variations in k of one order magnitude (0.4 to 3.4 m d−1), with762

–28–



manuscript submitted to Water Resource Research

most of the variability occurring at a diel time scale. As also dissolved gas concentra-763

tion often show diel variations in response to light and temperature, the diel variabil-764

ity of gas fluxes to the atmosphere can be amplified or attenuated, depending on the su-765

perposition of both cycles. To the best of our knowledge, direct measurements of gas fluxes766

from rivers using floating chamber or tracer methods have been conducted during day-767

time, which can potentially result in a significant bias if these fluxes are assumed to present768

daily or longer-term mean values in larger-scale estimates. To date, temporal variabil-769

ity of the gas transfer velocity has not resolved in larger-scale models of riverine CO2770

emissions, where the gas transfer velocity is typically considered as constant for a stream771

segment or reach (Raymond et al., 2013; Lauerwald et al., 2015; Magin et al., 2017). Fu-772

ture field observations and modeling efforts are required to analyze the extent, to which773

diel variability may affect longer-term emission rates.774

Alin et al. (2011) suggested a conceptual scheme for the transition of the physical775

control of gas transfer velocities and fluxes in river systems from the dominance of wind776

control at the largest in estuaries and river mainstems toward increasing importance of777

water current velocity and depth at progressively lower stream orders. Our findings con-778

firm this scheme, with the Kitinen River being located in the transition zone, where wind779

and water currents are of nearly equal importance. Moreover, we provide a quantitative780

evaluation of this concept, by combining scaling relations for energy dissipation rates gen-781

erated by wind and water currents as a function of river depth. Our concept of a crit-782

ical wind speed can be used to separate the two physical forcing regimes and to estimate783

near-surface dissipation rates and corresponding gas transfer velocities from mean flow784

velocity or from wind speed.785

Our observations revealed that the temporal dynamics of the near-surface turbu-786

lence was strongly affected by flow regulation. Demand-following hydropower genera-787

tion resulted in diel changes of flow velocity from 0.2 - 0.3 m s−1 during daytime to some788

mm s−1 at night, changing the physical characteristics of the river from lotic to lentic.789

As the majority of river systems are affected by flow regulation (Grill et al., 2019), this790

situation can probably considered as typical. Flow regulation has been shown to decrease791

flow variability at seasonal scales by homogenization of river discharge (Poff et al., 2007;792

Long et al., 2019). The effect of flow regulation on shorter, including diel time scales has793

received comparably less attention. In the regulated river Saar in central Europe, diel794

variations in flow velocity have been shown to modulate the oxygen flux into the river795

bed by a factor of two (Lorke et al., 2012). The availability of oxygen in river sediment796

can be expected to affect mineralization rates and the production of greenhouse gases.797

Therefore, flow regulation not only modulates near-surface turbulence and, therewith the798

temporal dynamics of gas fluxes, it may additionally affect the total amount of green-799

house gases emitted from rivers. Despite of its global relevance, this potential implica-800

tion has not been explored and should be addressed in future studies. Such studies can801

be based on the scaling approaches or on the 1D k−ε model, which can be combined802

with biogeochemcial models for water and sediment as has also been done for lakes at803

regional scales (e.g., Sabrekov et al. (2017)). These models can be used to explore and804

to optimize management strategies for flow regulation, that can potentially mitigate ad-805

verse effects of river daming on greenhouse gas emissions.806

5 Conclusion807

The key drivers of near-surface turbulence in a regulated river were analysed based808

on a comprehensive data set of simultaneous air-side and water-side measurements through-809

out an ice free season. For the first time, continuous turbulence measurements have been810

conducted in a large regulated river. Our findings revealed the equal contribution of at-811

mospheric forcing and bottom generated turbulence to the near-surface dissipation rate.812

After validation of individual scaling approaches, we developed a scaling approach to quan-813

tify the dominant forcing mechanism (wind or flow) using a critical value of the wind814
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speed, which depends on the distance from the water surface and on flow depth. Close815

to the water surface, it is more likely that wind generated turbulence is dominant. Fur-816

ther, direct measurements of the water-side turbulence at depths closer to the water sur-817

face in combination with measurements of atmospheric fluxes are required to improve818

our understanding of the magnitude and controls on air-river gas exchange. As flow reg-819

ulation proved to be important for the temporal dynamics of the near-surface turbulence,820

future studies should address the implications of daily and sub-daily flow variations on821

both the temporal dynamics of fluxes and biogeochemcial cycling in rivers and their sed-822

iments.823

Appendix A Wave-breaking scaling824

Based on measurements in large lakes and in the coastal ocean, Terray et al. (1996);825

Feddersen et al. (2007) proposed the following scaling for near-surface dissipation rates826

under breaking surface waves in deep water:827

εwaveHsign

α(u∗SBL)3
= β

(
z

Hsign

)m

, (A1)

where z is the distance from the water surface, Hsign is the significant wave height, α ∼828

cp/u
w
∗ (where cp is the wave phase speed) is a coefficient which has been found in (Feddersen829

et al., 2007) equal to 250 for the coastal ocean, β = 0.3 and m = -2 are the constants.830

However, measurements conducted by (Wang et al., 2013, 2015) in a large lake suggested831

scaling constants of β = 0.04, m = -0.73 within the top layer of water column.832

We obtained α and m using a linear regression model for filtered data with wind833

speed exceeding 1 m s−1 and wind directions along the river (Figure S8a). The friction834

velocity u∗SBL was calculated from from mean wind speed. We found α = 36 and m =835

-0.8 which were close to the result in (Wang et al., 2013, 2015). With these values we836

estimated the dissipation rate including the effect of waves εwave using Eq. (A2):837

εwave = βα(u∗SBL)3
Hsign

z2
. (A2)
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Introduction

In SI we add necessary figures and sections which are not included to the main text.

Texts S1-S3 and Figures S1-S3 include the details of computation of the near-surface

dissipation rate for two instruments: Acoustic Doppler Velocimeter (ADV) and Acoustic

Doppler Current Profiler (ADCP). Text S4 provides the main equations for the one-

dimensional k − ε model used for computation of flow characteristics and turbulence.

Text S5 and Figure S7 introduces the procedure of the logarithmic bin-averaging of the

data scatter. Figure S4-S6 include additional time series of air and water temperature,

relative humidity, water level fluctuation and significant wave height. Figure S8 explores

the influence of the surface waves on the near-surface dissipation rate (see additional infor-

mation in Appendix A). Figure S9, Tables S1-S2 provide detailed information about the

overall performance of the bottom boundary layer scaling using the ADCP measurements.

Figures S10-S11 explore the possible influence of the stratification and wind direction on

the different approaches used for computation of the near-surface dissipation rate. Figures

S12-S14 provide additional information of the one-dimensional k − ε model performance:

comparison with different approaches for estimation of the near-surface turbulence, model-

ing the temperature and flow velocity profiles. We believe this supplementary will provide

a complete view of our manuscript.

Text S1. Optimization procedure for identification of the low frequency of the

inertial subrange for ADV

The lower frequency limit ωlow (or we use klow in the space domain in this case) of the

spectral range for inertial subrange (IS) was found by solving the following optimization

problem:

May 12, 2020, 8:51am



X - 4 :

klow = arg min
k̃∈R
||E33(k)− ε2/3fit (k̃)Efit(k, k̃)||, (1)

where

Efit(k, k̃) =

{
const = k̃−5/3A3αK , if k < k̃,

slope(−5/3) = k−5/3A3αK , if k > k̃,
(2)

and

εfit(k̃) =
(

10〈log10(E33(k)/Efit(k,k̃))〉
)3/2

. (3)

Here, ε
2/3
fit (k̃)Efit(k, k̃) is a fit consisting of an initial constant part and a -5/3 slope.

The transition between the parts is defined by the breakpoint k̃. The cost function

E33(k) − ε
2/3
fit (k̃)Efit(k, k̃) depends smoothly on k̃ and measures the difference between

the fit and the spectrum E33. By minimizing the cost function, we obtain on optimal

breakpoint k which defines the lower boundary of the IS. The optimization problem (1–3) is

a general nonlinear optimization problem, and we solve it using the Matlab gradient-based

optimization solver fmincon (Figure S1). Here, the angled brackets denote averaging over

all wave numbers k for which the inertial subrange fit was applied.

Text S2. Identification of the lower and upper frequencies of the inertial

subrange for ADCP

The lower frequency limit for inertial subrange fitting (see Eq. 1 in the main text) was

defined empirically by considering different flow and wind speed conditions (low, medium,

high). We assumed the largest size of eddies l, which corresponds to the lower frequency

limit of the inertial subrange, scales with the distance from the surface. It turned out that

the eddy size varied between l = 4 – 4.5 m in the absence of a wave peak (we calculated

ωlow = 2πuflow/l, or depending on mean flow speed ωlow ∼ 0.002 - 0.3 rad s−1). In the

presence of waves, it varied between 3 – 4.5 m. The upper frequency limit for inertial
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subrange fitting (ωlow) was defined empirically for all cases mentioned above in situations

where there are no waves. In the presence of surface waves, it was defined as a frequency

where function f = S · ω had a minimum value on the interval 0.1 6 ωup 6 0.3 rad s−1

for the situations when the flow velocity was low (uflow 6 0.1 m s−1) and on the interval

0.3 6 ωup 6 1 rad s−1 in all the left cases.

Text S3. Comparison of dissipation rates from ADV and ADCP

We compare the dissipation rates estimated from single-point velocity measurements

near the water surface (ADV, 0.4 m water depth) with those estimated from a bottom-

mounted profiler (ADCP for the same depth (Figure S3). There was general agreement

between both dissipation rates, however, there was a large scatter among individual mea-

surements (10 min resolution) and partially also a systematic bias at high dissipation

rates (> 10−6 W kg−1). The bias can be removed by applying optional quality assurance

(QA) criterion (length of the observed inertial subrange, Figure S3b, c, d). While mainly

high dissipation rates were removed by sharpening the QA criteria, the number of valid

data points was strongly reduced (e.g. from number of data points n = 4425 for the data

without QA to n = 469 for data with all QA criteria applied, Figure S3d).

Text S4. The equations of the one-dimensional k − ε model

∂u

∂t
= −g∂hs

∂x
+

∂

∂z

(
(νm + νt)

∂u

∂z

)
, (4)

∂v

∂t
=

∂

∂z

(
(νm + νt)

∂v

∂z

)
, (5)

∂T

∂t
=

∂

∂z

(
(km + kt)

∂T

∂z

)
− ∂S

∂z
, (6)
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where (...) stands for horizontal averaging, u, v are longitudinal and transversal velocity

components, respectively, T is water temperature, ν is viscosity coefficient, k is thermal

conductivity coefficient, subscripts m and t denote molecular and turbulent counterparts,

hs is free water surface height, S – kinematic radiation flux, g is the modulus of acceleration

due to gravity, x is longitudinal coordinate, z – vertical coordinate directed downwards.

The Coriolis force is traditionally neglected for rivers given a small width of rivers com-

pared to barotropic Rossby radius of deformation. To close the system, equations for

turbulent kinetic energy k (TKE) and its dissipation rate ε are added (Stepanenko et al.,

2016).

Text S5. Logarithmic bin average of the data

Estimates of dissipation rates of turbulent kinetic energy in stationary turbulence are

expected to be log-normally distributed (Baker & Gibson, 1987). For the comparison of

dissipation rate estimates from measurements and predictions, we calculated bin-averages

using the following procedure:

Data −→ Log10 transformation of the data −→ Data rotation by α =-45◦

−→Data splitting into bins along the 1:1 line (which coincides with the

x-axis) −→ Data averaging in each bin −→ Data rotation by α =45◦ −→

Reversing the logarithmic transformation

The procedure is illustrated in Figure S7. Data rotation was implemented by a right

matrix multiplication D → A · D, where A is a 2 × 2 rotation matrix and D is a 2 × n

matrix consisting of rows datax and datay:

A =

(
cosα − sinα
sinα cosα

)
, D =

(
datax

datay

)
. (7)
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Figure S1. Typical wave number spectra (power spectral density (PSD)Eww(k), grey lines)

of vertical velocity fluctuations observed within a 10 min period of ADV measurements: (a)

without surface waves and (b) with surface waves. The part of the spectrum marked by red color

was selected for spectral fitting by applying a high-frequency cut-off (see Section 2.4.1). The

lower wave number limit for inertial subrange fitting (klow, marked by the black cross symbol

and blue vertical line) was obtained, by solving a linear optimization problem (see Text S2). The

procedure seeks the breakpoint between the spectral slope equal to 1 (constant PSD) and -5/3

slope.
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Figure S2. Typical frequency spectra (power spectral density PSD, grey lines) of vertical

velocity fluctuations at 0.4 m water depth for time periods with surface waves. The frequency

range marked by blue color was used for spectral fitting of the wave affected inertial subrange

method (Eq. 2, see Section 2.4.1) and the range marked red for the regular inertial subrange

fit (Eq. 1, see Section 2.4.1). The fit obtained from the latter is shown as a thick black line,

while the extrapolated fit from the wave-affected part is shown as a black dashed line. (a)

Spectrum with long inertial subrange with dissipation rate estimated from both sides of the

wave peak; (b) spectrum with a short inertial subrange at frequencies before the wave peak.

Whenever a sufficiently long (more than a third of the decade) inertial subrange existed to the

left of the peak, we used the estimate of the dissipation rate using the regular inertial subrange

fitting. Otherwise, we used the wave affected inertial subrange method. The final dissipation

rate consisted of combination of both estimates.
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Figure S3. Observed dissipation rate from ADV εADV at 0.4 m depth vs observed dissipation

rate from ADCP εADCP (at ∼ 0.4 m) obtained from inertial subrange fitting (see Eq. 1, see

Section 2.4.1). For all data (black symbols) no quality check (QC) criteria were applied (number

of the data points n = 4425). For (a) the following QC criteria were applied: criterion of frozen

turbulence, coefficient of determination (red symbols, n = 2618), the solid grey line (also in (b)-

(d)) shows a 1:1 relation between both dissipation rates and two dashed lines indicate differences

of two orders of magnitude; (b) optional criterion for the length (frequency range) of the inertial

subrange more than 1/5 of decade (n = 1496), two dashed lines indicate differences of one order

of magnitude (also in (c), (d)); (c) more than 1/3 of decade (n = 775); (d) more than 1/2 of

decade (n = 469).
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Figure S4. Time series of (a) air temperature (at 2 m height above the water, blue line)

and surface water temperature (at 0.35 and 0.07 m depth, black line); (b) relative humidity.

Significant wave height Hsig (black line) and water level fluctuations (red line). All data are

shown as 10 min averages.
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Figure S5. Time series of (a) water temperature difference between surface and bottom; (b)

water temperature at different depths. The vertical black line separates two deployments periods

of the thermistor chain: (1) 06.06 - 17.06 and (2) 17.06 - 24.09. All data are shown as 10 min

averages.
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Figure S6. Significant wave height versus wind speed: (a) all data (light grey symbols) and

data for which the wind direction was along aligned with the longitudinal flow velocity in the

river channel (290◦ 6 wdir 6 323◦, black symbols); (b) all data (grey symbols) and data for

which the wind direction was against the river flow (151◦ 6 wdir 6 190◦, black dots). The red

lines show linear regressions (see legend), r2 is a coefficient of determination, p − value is the

significance level for the slope coefficient different from zero in the linear regression model.
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Figure S7. An example of logarithmic bin averaging of the data using measured εADV and

predicted εSBL dissipation rates from Sect. 3.2. Grey dots show: (a) rotated data (-45◦); (b)

original data. The solid dark grey line shows a 1:1 relationship, red lines indicate the selected

intervals for averaging. The black line with square symbols shows the logarithmic bin average of

the data.
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Figure S8. (a) Scaling of dissipation rate with surface waves. The x-axis shows a normalized

dissipation rate (we used εADV ) and the y-axis is a wave-normalized depth (depth of the ADV

measurements 0.4 m over significant wave height z/Hsig). Grey dots show all data, black dots

highlight data for wind speed more than 1 m s−1 and for wind directions along the river; red line

represents the fit to the data following Eq. A1 with the exponent m = −0.8 and the constant

α = 36 (Appendix A); blue triangles and blue line corresponds to the coastal ocean observations

and its fit with the exponent m = −2 and the constant α = 250 (Feddersen et al., 2007); green

line represents the fit to the data obtained from a large lake with the exponent m = −0.73

(Wang et al., 2013); orange line shows scaling laws determined from a laboratory measurement

(Siddiqui & Loewen, 2007). (b) Probability density distributions of the logarithmic ratio of

predicted and observed dissipation rates. Predictions include estimates from bulk atmospheric

forcing (εSBL, red color) and from wave-breaking scaling (εwave, blue color). The distributions

were estimated for the selected data (black dots) in (a), but with the additional criterion of

Hsig > 2 cm (empirically selected).
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Figure S9. Bottom boundary layer scalings versus observed dissipation rate (grey points):

(a) law of the wall; (b) Nezu approach. Red line shows the threshold value (10−7 W kg−1). By

assuming that the dissipation rates in the lower range were additionally affected by atmospheric

forcing, we only considered dissipation rates exceeding this threshold in all subsequent analyses.

nM , z0, h correspond to Manning’s roughness coefficient, surface roughness at the sediment-water

interface, the distance from the river bed, respectively. The solid grey line shows a 1:1 relation

and two dashed lines indicate differences of one order of magnitude.
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Table S1. Fitting parameters for the bottom boundary layer scaling (see Section 3.3). Different

Manning’s roughness coefficients (nM) were used for law of the wall scaling in order to obtain the

smallest error (R) between predicted εBBL,wall and observed dissipation rates εADCP . nM = 0.026

s m−1/3 corresponds to coarse sand (Chow, 1959; Arcement & Schneider, 1989). Corresponding

roughness length and bottom drag coefficients are provided, the latter for a measurement height

of the mean flow velocity at 1 m and at 3.8 m above the bed, respectively. 3.8 m corresponds to

a water depth of 0.4 m, the sampling depth of the ADV.

Manning’s roughness
coefficient nM [s m−1/3]

Surface roughness
length at the
sediment-water
interface z0 [m]

Error Ra
Drag
coefficient
CDw,1m [–]

Drag
coefficient
Cb

Dw,3.8m [–]

0.026 0.0017 1.6749 0.0041 0.0028
0.0241 0.001 1.4581 0.0035 0.0025
0.023 0.00073 1.3716 0.0032 0.0023
0.0224 0.0006 1.3311 0.0031 0.0022
0.0219 0.0005 1.3011 0.0029 0.0021
0.0213 0.0004 1.2731 0.0027 0.002
0.0205 0.0003 1.2495 0.0026 0.0019
0.0195 0.0002 1.2365 0.0023 0.0017
0.0181 0.0001 1.2605 0.002 0.0015

a R = 10〈(log10 εwall−log10 εADCP )2〉

b Corresponds to 0.4 m under the water surface.
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Table S2. Fitting parameters for the bottom boundary layer scaling (see Section 3.3). Selected

Manning’s roughness coefficient (nM = 0.0195 s m−1/3) with the least error estimate from Table

S1 was used for Nezu approach. Then the empirical constant E was varied in order to obtain

the smallest error between predicted εBBL,Nezu and observed dissipation rates εBBL,wall.

Manning’s roughness
coefficient nM [s m−1/3]

Surface roughness
length at the
sediment-water
interface z0 [m]

Empirical
constant E [–]

Error Ra

0.026 0.0017 4.76c 1.2394
0.0195 0.0002 4.76c 1.5741
0.0195 0.0002 8.43b 1.2528
0.0195 0.0002 9.8c 1.2367
0.0195 0.0002 12c 1.2537

a R = 10〈(log10 εNezu−log10 εADCP )2〉

b The value was taken from (Tominaga & Sakaki, 2010).

c The value was taken from (Nezu, 1977).
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Figure S10. Probability density distributions of the ratio of predicted and observed dissipation

rates when the water temperature difference between the surface and bottom (∆T ) large larger

(red) or less (blue) than 0.05◦C for the situations when: (a) wind; (b) buoyancy flux; (c) flow –

was the dominant driver of the near-surface turbulence. The respective number of data points n

and mean µ value of the logarithm of the ratio are shown the legend.
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Figure S11. Probability density distributions of the ratio of predicted and observed dissipation

rates for cases when wind was along the river flow (290◦ 6 wdir 6 323◦, red) or against the flow

(151◦ 6 wdir 6 190◦, blue) for the situations when: (a) wind and (b) flow was the dominant

driver of the near-surface turbulence. The respective number of data points n and mean µ value

of the logarithm of the ratio are shown the legend.
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Figure S12. Probability density distributions of the logarithmic ratio of predicted and observed

dissipation rates (εADV ) under different dominant forcing conditions for near-surface turbulence:

(a) mean flow; (b) wind; (c) buoyancy flux. The predictions include the k − ε model (εk−εmod,

grey color), bulk scaling using mean flow velocity (εBBL,ADV , red color), bulk scaling using mean

wind speed (εSBL, blue color) and surface buoyancy flux (brown color). The respective number

of data points n and mean µ value of the logarithm of the ratio are shown the legend.
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Figure S13. Time series of (a) surface water temperature: observed (black line) and modeled

by k − ε model (red line), vertical black line separates two deployments of the thermistor chain,

numbers indicate water depth (0.35 m and 0.07 m), modeled temperature was interpolated; (b)

modeled water temperature profiles; (c) observed water temperature profiles.

May 12, 2020, 8:51am



X - 24 :

Figure S14. Time series of (a) modeled and (b) observed (ADCP) velocity profiles. Black line

indicates the observed level of the water surface.
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