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Abstract

In calculating solar radiation, climate models make many simplifications, in part to reduce computational cost and enable climate

modeling, and in part from lack of understanding of critical atmospheric information. Whether known errors or unknown errors,

the community’s concern is how these could impact the modeled climate. The simplifications are well known and most have

published studies evaluating them, but with individual studies it is difficult to compare. Here we collect a wide range of such

simplifications in either radiative transfer modeling or atmospheric conditions and assess potential errors within a consistent

framework on climate-relevant scales. We build benchmarking capability around a solar heating code (Solar-J) that doubles

as a photolysis code for chemistry and can be readily adapted to consider other errors and uncertainties. The broad classes

here include: use of broad wavelength bands to integrate over spectral features; scattering approximations that alter phase

function and optical depths for clouds and gases; uncertainty in ice-cloud optics; treatment of fractional cloud cover including

overlap; and variability of ocean surface albedo. We geographically map the errors in W m-2 using a full climate re-creation

for January 2015 from a weather forecasting model. For many approximations assessed here, mean errors are ˜2 W m-2 with

greater latitudinal biases and are likely to affect a model’s ability to match the current climate state. Combining this work

with previous studies, we make priority recommendations for fixing these simplifications based on both the magnitude of error

and the ease or computational cost of the fix.
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Key Points: 6 

 Known errors and uncertainties in solar heating codes are evaluated within a single 7 

framework providing climate-relevant diagnostics.   8 

 Spectral resolution of cloud absorption, ice cloud optics, and cloud overlap schemes have 9 

large potential errors. 10 

 Other significant error sources from numerical or physical approximations, such as 2-11 

stream scattering, can be readily minimized.  12 

 13 

  14 
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Abstract  15 

In calculating solar radiation, climate models make many simplifications, in part to reduce 16 

computational cost and enable climate modeling, and in part from lack of understanding of 17 

critical atmospheric information.  Whether known errors or unknown errors, the community's 18 

concern is how these could impact the modeled climate.  The simplifications are well known and 19 

most have published studies evaluating them, but with individual studies it is difficult to 20 

compare.  Here we collect a wide range of such simplifications in either radiative transfer 21 

modeling or atmospheric conditions and assess potential errors within a consistent framework on 22 

climate-relevant scales.  We build benchmarking capability around a solar heating code (Solar-J) 23 

that doubles as a photolysis code for chemistry and can be readily adapted to consider other 24 

errors and uncertainties.  The broad classes here include:  use of broad wavelength bands to 25 

integrate over spectral features; scattering approximations that alter phase function and optical 26 

depths for clouds and gases; uncertainty in ice-cloud optics; treatment of fractional cloud cover 27 

including overlap; and variability of ocean surface albedo.  We geographically map the errors in 28 

W m
-2

 using a full climate re-creation for January 2015 from a weather forecasting model.  For 29 

many approximations assessed here, mean errors are ~2 W m
-2

 with greater latitudinal biases and 30 

are likely to affect a model’s ability to match the current climate state.  Combining this work 31 

with previous studies, we make priority recommendations for fixing these simplifications based 32 

on both the magnitude of error and the ease or computational cost of the fix. 33 

 34 

Plain Language Summary  35 

 36 

Solar heating of the climate system-- the atmosphere, land surface, and ocean--drives the climate.  37 

Accurate numerical calculation of solar heating is a core component of the models we use to 38 

project and prepare for climate change.  The community has identified many potential sources of 39 

error and published studies showing how to improve the solar heating codes used in climate 40 

models.  Here we assemble a wide range of these errors, either numerical approximations or 41 

uncertainties in defining atmospheric conditions, and put them through the same test:  calculating 42 

the atmospheric and surface heating over a month of simulated climate conditions.  Combining 43 

the new calculations here with previous work, we discuss more than a dozen specific areas where 44 

improvements could be made and identify high-priority actions.   45 

  46 
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1.  Introduction 47 

 48 

The heat from sunlight drives the weather and climate system, the energy in solar photons drives 49 

atmospheric chemistry, and the photosynthetically active radiation drives life.  For Earth system 50 

models (ESMs), one needs to calculate the scattering, absorption, and reflection of solar radiation 51 

throughout the atmosphere, ocean, cryosphere, and land surface.  The idealized radiative transfer 52 

(RT) problem is well known and in many cases has near-exact, but costly solutions; whereas the 53 

atmospheric physics of the problem involving gases, clouds, aerosols and surface properties 54 

includes unknowns that cause a fundamental uncertainty in the solution.  One motivation for this 55 

study is to evaluate the potential improvements in solar heating rates if more accurate physics or 56 

RT codes are used, but the overriding motivation is to assess a wide range of approximations and 57 

uncertainties within a single climate-relevant framework.   Where more accurate physics or 58 

numerical solutions are known, we can estimate the error in current RT codes, and where there is 59 

fundamental uncertainty, we can estimate the potential for error using different methods for 60 

framing the problem.   61 

 62 

The solar heating module Solar-J (Hsu et al., 2017; hence H2017) is embedded in our chemistry-63 

transport model (CTM) and used to integrate climate-relevant heating rates using the European 64 

Centre's Integrated Forecast System meteorological data that drives the CTM simulation of 65 

atmospheric chemistry (Szépszó et al., 2019; Prather et al., 2017).  This CTM+Solar-J model 66 

quantified the errors related to spherical geometry of the atmosphere (Prather and Hsu, 2019; 67 

hence P2019).  Here, we use that code and diagnostic framework (i.e., January average of hourly 68 

global calculations at horizontal resolution of 1.1° including water vapor and ice-/liquid-water 69 

clouds) for an extensive set of case studies.  In addition, we embed the AER RRTMG-SW 70 

version 4.0 (Clough et al., 2005; Mlawer et al., 1997) directly in the CTM, providing a platform 71 

for parallel comparison of the two codes in a realistic climate.  Combining solar heating and 72 

photolysis in one code is obvious as both solutions use the same atmospheric data and we move 73 

to ESMs that require both.  Nevertheless, compromises between the two requirements, Watts 74 

versus photons s
-1

, are identified here.  75 

 76 

In this paper we examine additional classes of approximations or uncertainties beyond P2019:  77 

examples of the historical improvement in infrared heating codes and the ongoing work at major 78 

climate centers (Section 2);  the use of bands to integrate over spectral features (Section 3); 79 

multiple-scattering approximations that alter the scattering phase function for clouds, aerosols, 80 

and gases (Section 4); uncertainty in ice-cloud optics (Section 5); treatment of fractional cloud 81 

cover including cloud overlap (Section 6); and approximation of ocean surface albedo (Section 82 

7).   Each one of these sections has been the focus of major research studies that we briefly 83 

review.  Bringing these together with common climate metric allows for the broad comparison 84 

here.  Section 8 reviews our findings from Sections 3 through 7 and makes priority 85 

recommendations for improving climate models' solar heating codes.   86 

 87 

For most cases here, we find global mean absolute errors, or uncertainties, ranging from 0.5 to 5 88 

W m
-2

 with larger systematic latitudinal or root-mean-square errors.  Such error levels are likely 89 

to shift ESMs into different climate regimes for the current reference period as they are 90 

comparable to the changes in climate forcing by greenhouse gases from pre-industrial to present 91 

(Myhre et al., 2013).  Such shifts are likely to force parametric retuning of other ESM processes 92 
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to match observed surface temperatures.  Either way, errors on this scale are important and must 93 

eventually be addressed.   94 

 95 

2. Evolving solar RT codes 96 

 97 

Many of the case studies here follow the ongoing efforts of the scientific community to improve 98 

the solar heating codes in current climate models.  Most of this work is occurring within the 99 

major climate modeling centers.  For example, the U.S. Department of Energy's Energy Exascale 100 

Earth System Model (E3SM) is implementing a new toolbox that seeks to balance accuracy, 101 

efficiency, and flexibility in the solar RT code (Pincus et al., 2019). The Canadian Centre for 102 

Climate Modelling and Analysis (CCCma) examined the importance of expanded scattering 103 

phase functions for clouds and aerosols possible with a 4-stream RT code (Li et al., 2015, hence 104 

LBYY) as well as the use of satellite-derived cloudy atmospheres to compare 3-D RT with the 1-105 

D climate model codes (Barker et al., 2012; 2015, hence B2015).  The Korean Integrated Model 106 

has updated their ice cloud treatment (Baek and Bae, 2018), as have also Zhao et al. (2018) for 107 

the Community Atmosphere Model Version 5.  The European Centre for Medium-Range 108 

Weather Forecasts (ECMWF) now includes innovations such as horizontal and vertical cloud 109 

structures (Shonk et al., 2010; Hogan and Bozzo, 2018) based on Hogan et al.'s (2016, hence 110 

H2016) solar RT code that combines Tripleclouds and 3D effects in a 1D solution.  The 111 

Australian Community Climate and Earth System Simulator (ACCESS) has also adopted 112 

Tripleclouds (Franklin et al., 2013).  The French ARPEGE-Climat model (Séférian et al., 2018) 113 

has adopted the Jin et al. (2011) ocean surface albedo model.  With variants of the Solar-J code 114 

we can compare many of these improvements including vertical cloud overlap, but the 3D effects 115 

of H2016 are outside of Solar-J's current capability.  116 

 117 

To calibrate the climate metric used here to assess errors and uncertainties, we test a sequence of 118 

solar RT codes that represents successively improved spectroscopy and modeling of water vapor 119 

lines in the infrared.  Our reference code, the standard Solar-J version (H2017, denoted SJ), uses 120 

Cloud-J (Prather, 2015) spectroscopic data for the ultraviolet and visible wavelengths (0.18 – 121 

0.78 µm, bins #1-18) with a single value of solar flux (in both photons cm
-2

 s
-1

 and Watts m
-2

) 122 

and cross sections (cm
2
).  SJ adds 9 broad infrared (IR) bands (0.78 – 12.2 μm, bins #19-27) 123 

taken directly from the RRTMG-SW version 4.0 code (Clough et al., 2005; Mlawer et al., 1997).  124 

These 9 IR bands plus the overlap bin #18 (0.485 – 0.778 µm) contain a total of 78+5 g-points 125 

(sub-bins) for gas absorption.  A 'high-accuracy' SJ version in terms of infrared gas absorption is 126 

derived from the benchmark code RRTM-SW with the same 9 IR broad bands, but 144 g-points, 127 

and is denoted SJ/RRX.  We made Solar-J variants using water vapor absorption as 128 

parameterized by older codes.  The oldest and least accurate LLNL code (Grant & Grossman, 129 

1998) has 3 IR bands (0.69 – 3.85 μm) with 21 sub-bins (denoted SJ/LLNL).  The CLIRAD code 130 

(Chou & Suarez, 1999, revised with HITRAN 2012 data), used until recently by the Goddard 131 

Space Flight Center climate model, has 3 IR bands (0.70 – 10.0 μm) including a total of 30 sub-132 

bins (denoted SJ/CLIRAD).   133 

 134 

We compare these codes by running their SJ variants with only water vapor as an absorber in the 135 

IR and clear skies (no clouds or aerosols, see Figure 1a).  Compared to SJ, SJ/CLIRAD and 136 

SJ/LLNL have about 5 and 7 W m
-2

 less atmospheric absorption, respectively, most of which is 137 

absorbed at the surface with small excess fraction (~1 W m
-2

) being reflected (see Table 1/Rows 138 
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1&2, hence designated T1/R1&2).  The more accurate SJ/RRX code has only ~0.25 W m
-2

 less 139 

atmospheric absorption than SJ (T1/R3).  Assuming that SJ/RRX is the most accurate code for 140 

water vapor absorption, we find that in terms of re-partitioning the solar heating between 141 

atmosphere and surface (5–7 W m
-2

) these historical improvements are greater than any of the 142 

next generation of errors assessed here.  In terms of incident or reflected flux errors, however, 143 

they are smaller than the cloud uncertainties, spherical geometry, or even issues of wavelength 144 

resolution in the visible. 145 

 146 

 147 

3. Solar-J spectral model and band resolution  148 

 149 

Practical RT solutions for the complex absorption features of atmospheric gases require selecting 150 

a limited number of representative wavelengths or wavelength bands for the calculation.  Ideally, 151 

one picks as broad a band as possible that has nearly the same attenuation of sunlight across all 152 

wavelengths and can be accurately represented with a single RT solution.  In wavelength regions 153 

with many sharp absorption lines, such as the Schumann-Runge bands of O2 (177 – 202 nm), the 154 

opacity distribution method (Fang et al., 1974) sorts the lines into bins of non-contiguous 155 

wavelength micro-bands with similar opacity.  In parallel, the calculation of heating rates uses 156 

the similar correlated-k distribution (Goody et al., 1989; Lacis & Oinas, 1991) to sort the near 157 

infrared and infrared absorption lines of water vapor and other greenhouse gases into bins of 158 

similar opacity, designated g-points in RRTMG.  Both methods select broad wavelength bands 159 

where the opacities of more continuum absorbers like clouds and aerosols can be treated as a 160 

constant.  The art here lies in selecting the minimum number of total bins, each requiring a 161 

separate RT calculation, which can still reproduce, within a specified error, results from 162 

spectrally resolved models using thousands of wavelength intervals and calculations.   163 

 164 

Solar-J's underlying spectral model and scattering code is Fast-J, which is used for chemical 165 

photolysis rates and thus requires a reference solar spectrum in photons cm
-2

 s
-1

 and photon-166 

weighted average cross sections.  With the added capabilities for cloud overlap and solar heating, 167 

Fast-J has become Cloud-J (Prather, 2015), which has become the core of Solar-J.  Fast-J 168 

developed optimized wavelength binning for the stratosphere (175-298 nm, bins #1-12, Bian & 169 

Prather, 2002) and the troposphere (298-800 nm, bins #13-18, Wild et al., 2000), and builds upon 170 

four decades of RT development for atmospheric chemistry (Logan et al., 1978; Olson et al., 171 

1997; PhotoComp, 2010).  The 8-stream Feautrier (1964)-based scattering code calculates mean 172 

specific intensities for the photolysis rates as well as flux divergence across each model layer.  173 

The cross sections used for atmospheric attenuation, photolysis rates, and absorption in bins #1-174 

18 are photon-weighted.  Heating rates use a reference solar table (Watts m
-2

) for each large bin.  175 

Atmospheric attenuation and absorption in IR bands #19-27 is calculated with the RRTMG 176 

spectral model; Solar-J extends its reference solar table (Watts m
-2

) to match RRTMG; and 177 

photon fluxes are not used since photolysis only occurs in bins #1-18.  For the tropospheric 178 

wavelengths (#13-18), the bins are contiguous wavelength bands, and only ozone absorption and 179 

Rayleigh scattering affect the fluxes, see Figure 2.  180 

 181 

3.1.  The wavelength region 290-778 nm   182 

 183 
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We expected a simple, or at least explicable comparison of SJ with the RRTMG-SW v4.0 184 

standalone code (RRTMG) under clear skies because the codes are essentially identical for IR 185 

wavelengths >778 nm, and the UV and VIS region < 778 nm consists of well quantified, 186 

continuous cross sections for ozone absorption and Rayleigh scattering.  The primary differences 187 

in the codes are the wavelength bands and scattering:  SJ uses Rayleigh-phase scattering with an 188 

8-stream code while RRMTG uses isotropic scattering with a 2-stream code.  The difference 189 

RRTMG minus SJ under clear sky gave a surprisingly large difference:  [+1.3, -0.5, -0.8 W m
-2

] 190 

for the 3 primary globally averaged components [reflection, atmospheric absorption, and surface 191 

absorption], respectively (T1/R4).  For the UV region <298 nm, the solar flux (13.6 out of 192 

1360.8 W m
-2

) is absorbed in the stratosphere, and both SJ and RRTMG agree on this.  So 193 

focusing on the 298-778 nm region that covers the visible, UVA, and part of UVB (for 194 

convenience designated as UV-VIS here) we try to understand these differences.   195 

 196 

This UV-VIS region has the most solar flux (721 W m
-2

) and for the most part is optically thin.  197 

The primary attenuators (molecular Rayleigh, O3), solar flux, and wavelength bands used in 198 

RRTMG and SJ are shown in Figure 2.  For 298-320 nm (13 W m
-2

) the O3 total optical depth is 199 

greater than about 0.5 (0.05 in the troposphere) and much is absorbed in the stratosphere.  SJ 200 

uses 3 narrow bands to resolve the rapid changes in O3 optical depth and attenuation of sunlight 201 

as well as a 4
th

 narrow band to 345 nm where transmission is controlled by Rayleigh scattering.  202 

This level of resolution is necessary to calculate photolysis rates.  The Rayleigh optical depth 203 

(mostly tropospheric) drops rapidly from 1.0 at 300 nm to 0.04 at 700 nm. For wavelengths >345 204 

nm, the optical depths of Rayleigh and ozone are relatively small, and accurate photolysis rates 205 

need at most 2 bands if individual species' absorption cross sections are photon-weighted.  O3 206 

absorption in the Chappuis bands (450-800 nm) is not important for the photochemistry, but it is 207 

an important source of atmospheric heating.  Likewise, Rayleigh scattering in the visible plays a 208 

minor role in photolysis rates but is an important source of reflected sunlight.  A first-order 209 

estimate based simply on weighting tropospheric extinction with solar flux has Rayleigh scatter 210 

(forward and back) of 123 W m
-2

, O3 absorption of 2.7 W m
-2

, and surface reflection (ocean 211 

albedo = 0.05) of 36 W m
-2

.  This should be a relatively easy wavelength region to model 212 

accurately. 213 

 214 

To cover the 345-778 nm region, RRTMG has 3 broad bands and 20 total g-points (sub-bins) 215 

within them.  Each g-point has its own Rayleigh cross section derived from the correlated-k 216 

distribution and its own O3 absorption cross section.  Solar-J has only 2 broad bands with no sub-217 

bins and clearly does not resolve the different patterns of Rayleigh and O3 extinction, see Figure 218 

2.  Thus, we built a high-resolution-visible Solar-J version (SJ/hrv), putting 18 bands in the UV-219 

VIS region (black dots in Figure 2) to achieve resolution comparable to RRTMG.  The SJ/hrv 220 

minus SJ differences, [+0.3, -0.5, +0.1 W m
-2

] (T1/R5), can explain the RRTMG v. SJ 221 

differences in atmospheric heating, but still leaves a large discrepancy in the reflected flux. 222 

others.  Is this difference caused by Solar-J's use of photon-, not Watt-weighted averages for 223 

these UV-VIS bands? In Table S3, we look at the average cross sections (Rayleigh scattering 224 

and O3 absorption) for the 3 largest VIS bands in Solar-J using both photon and Watt weighting 225 

derived from the same high-resolution solar spectrum.  When the bands are narrow (e.g., 320-226 

345 nm) the difference between these two averaging methods in negligible, but for the 2 broad 227 

VIS bands, the Watt-averaged Rayleigh cross sections are 4-7% larger, and would result in 228 

greater reflected flux as seen in RRTMG and SJ/hrv.  Thus Solar-J's requirement for calculating 229 
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both photolysis and heating rates from the same calculation points out a fundamental conflict in 230 

the case of broad bands.  For the narrow tropospheric UV (298-345) the current SJ bands are 231 

fine, but for the VIS we must increase the number of bands beyond 2, and look at Watt-232 

weighting of Rayleigh and O3 cross sections but not the photolyzed species.  We expect that 233 

accurate clear-sky solar heating can be computed with 5-10 broad bands and probably does not 234 

need the 20 g-points of RRTMG.  One must remember that clouds and aerosols are also 235 

important for the 721 W m
-2

 in the UV-VIS.  Clouds have little spectral dependence in the UV-236 

VIS and can thus be calculated accurately with very broad bands.  Aerosols extinction often 237 

scales inversely with wavelength (see Figure 2) and thus aerosol radiative forcing of climate 238 

needs to be resolved by the broad band structure and not with g-points.  239 

 240 

3.2.  Cloud absorption in the IR 241 

 242 

The accuracy of the calculated cloud absorption is determined by the number and spacing of the 243 

IR broad bands, not the number of sub-bins or g-points in each, because models assume constant 244 

cloud optics across each band.  Edwards and Slingo (1996) recognized this problem and devised 245 

an ingenious spectral averaging of the single-scattering albedo (SSA) of ice- and liquid-water 246 

clouds over the broad infrared bands.  Their thick-cloud averaging enabled the UK climate 247 

model to run successfully with 4 broad bands for solar RT, but that model and a 24-band model 248 

still had large errors compared to their 220-band reference model.  How does this problem look 249 

with the RRTMG bands?  Figure 3ab shows the single-scattering albedo (SSA) of typical ice- 250 

and liquid-water clouds over the infrared spectrum.  The refractive indices for ice and liquid 251 

water are similar but with distinct wavelength shifts:  the second deep SSA minimum for liquid 252 

occurs about 1.9 µm, while that for ice occurs about 2.0 µm.  The largest differences in the liquid 253 

vs. ice curves here are caused by particle size, with smaller particles having larger SSA.  The 9 254 

infrared bands (#19–#27 in Figure 3) are denoted with the vertical dashed lines.  The average 255 

cloud SSA in each bin is shown by the horizontal bar with a circle.    256 

 257 

To resolve the variation in cloud absorption within the broad bands, we recalculated a set of 258 

narrow bands (0.05 to 0.10 μm wide), yielding 66 IR bands shown as black squares.  The Solar-J 259 

cloud optics are calculated using a flux-weighted refractive index for liquid or ice water and Mie 260 

theory for a wide range of effective radii (Reff) and a dispersion of spherical particles similar to 261 

stratus clouds.  The Mie calculation returns SSA, extinction coefficient (Q), and 7 Legendre 262 

coefficients of the scattering phase function (g1:7, see Table 2).  For ice clouds, a non-Mie 263 

scattering phase function is used and examined in Sections 4 and 5.  The Mie calculation of SSA 264 

and Q is surprisingly accurate. In the top panel of Figure 3 we compare our narrow-band Mie-ice 265 

SSA results with values taken from Ping Yang's library (Bi and Yang, 2017) of ice crystal optics:  266 

the four thin colored lines represent four crystal habits (droxtals, 8-columns, 10-plates, small 267 

bullet rosettes, all with roughness value of 003) that have a wide range of geometries (maximum 268 

to effective diameter ratios of 1.2, 3.3, 7.6 and 2.5 respectively).  The SSA is primarily a function 269 

of Reff and refractive index, and the Mie approach fits within the range of crystal habits.   270 

 271 

The standard Solar-J cloud optics, based on average refractive indices (H2017), should probably 272 

be re-calculated with the Mie calculation at fine wavelength intervals and then with flux-273 

averaging of SSA, Q, and g1:7, as in Edwards and Slingo (1996).  Looking forward, however, we 274 

should not have bands or sub-bins with such large variations in refractive index. The narrow 275 
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bands have smaller changes in refractive index across each band and will be minorly affected by 276 

the method of averaging.  SJ/66b is the Solar-J variant using these 66 narrow bands. 277 

 278 

Lu, Zhang and Li (Lu et al., 2011: LZL) noted that RRTM's wide infrared bands average over 279 

both reflecting and absorbing wavelengths in clouds.  LZL use a correlated k-distribution that 280 

combines the line-by-line water vapor with the continuum liquid-water cloud optical properties 281 

to produce a set of sorted cloud+vapor bins within each wide band.  LZL apply this new hybrid 282 

model to a sample column of liquid cloud layers and show that including variable cloud 283 

absorption within the broad RRTM bands results in more scattering, less atmospheric heating 284 

with both more reflected flux and more surface heating.  They attribute these errors to the 285 

spectral correlation of gas and cloud absorption and make the case for including ice clouds in a 286 

three-parameter correlated k-distribution as the path forward. 287 

 288 

We extend the LZL work with SJ/66b by evaluating the RRTM-band cloud errors in a climate-289 

relevant framework and including ice clouds.  We do not have the capability to generate 290 

correlated-k sub-bins for the 66 IR bands and thus cannot include infrared (IR) gas absorption.  291 

In a single column model like LZL, we calculate cloud heating rate profiles for sample stratus 292 

and cirrus clouds at high sun (Figure 3c) using SJ/66b and compare it with Solar-J without IR 293 

absorption (SJ/noIR).  For stratus clouds, the excess heating using SJ/noIR ranges from +5% 294 

(bottom) to +25% (top), with similar values for cirrus ice clouds.  At the top of a stratus cloud, 295 

SJ/66b heating rates are 1.8 K per day, while SJ/noIR calculates 2.3 K per day (both are without 296 

IR gas absorption).  We can include IR gas absorption in SJ and find that heating rates in the 297 

upper layers of the stratus cloud are reduced by about a third because of the absorption by water 298 

vapor above the cloud deck; this difference is much less with high cirrus clouds.  The relative 299 

differences between 9 bins and 66 infrared bands (i.e., 5% to 25%) should remain.  Cloud 300 

heating errors at this level are likely to affect the lifetime and stability of clouds (Wood, 2012).  301 

Overall these results are similar to LZL's liquid clouds and confirm that ice clouds also need to 302 

be corrected. 303 

 304 

In terms of our climate metrics (e.g., , global zonal-mean heating rates for January in Figure 1b), 305 

SJ/noIR has 1.7 W m
-2

 more atmospheric heating than SJ/66b, while SJ/CLIRAD/noIR, with only 306 

3 IR bands, has 3.8 W m
-2

 more (T1/R7&8).  Coarse wavelength resolution of cloud absorption 307 

clearly results in more in-cloud heating balanced almost equally by less reflection and surface 308 

absorption.  Our global monthly values are about 20 times lower than LZL's case study of a very 309 

thick low cloud with overhead sun, and this is probably not inconsistent.  LZL attribute these 310 

errors to the correlation of gas and cloud absorption, but our results show that a significant 311 

component of the error is simply the failure to separate the highly scattering wavelengths from 312 

the partly absorbing wavelengths and is not tied to water vapor absorption.  This information 313 

may help in the development of a combined gas-liquid-ice model.  Improving the accuracy of the 314 

gaseous absorption is an ongoing effort (Mlawer et al., 2012; Paynter & Ramaswamy, 2014; 315 

Pincus et al., 2015; Radel et al., 2015; Etminan et al., 2016), but parallel efforts on cloud 316 

absorption are limited.   317 

  318 
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 319 

4. Scattering phase functions and multiple scattering 320 

 321 

Ideally, the sunlight scattered by clouds, aerosols and gases is resolved semi-continuously in all 322 

directions within the atmosphere, but in practice, RT solutions for solar heating keep track of a 323 

limited number of angles (streams) in upward and downward directions and average over the 324 

azimuth angle.  Solar-J uses 8 streams (4 up, 4 down) to resolve multiple scattering and this RT 325 

solution is implemented in many global chemistry models (Prather, 2015).  RRTM (Mlawer et 326 

al., 1997) uses 16-stream scattering but is not implemented in global models; instead, RRTMG 327 

(Clough et al., 2005) with 2-stream scattering is used in many climate models.  The Geophysical 328 

Fluid Dynamics Laboratory (AM3) and the Canadian Center for Climate Modelling and Analysis 329 

(CanAM4) with 4-stream RT (Li & Ramaswamy, 1996; LBYY) appear to be the most accurate 330 

scattering codes currently used in climate models.   331 

 332 

The number of scattering angles determines how well the scattering phase function, P(Θ), is 333 

resolved, where Θ is the angle between incident and scattered light.  Nominally, these phase 334 

functions are calculated using Mie theory for spherical droplets or other approximations for 335 

aspherical ice or dust particles (Mishchenko et al., 2016; Yang et al., 2018) and expanded in 336 

Legendre polynomials, PL(Θ), where the first 2 terms are P0 ≡ 1 and P1 ≡ cos(Θ).  See Figure 1 of 337 

LBYY for the Legendre coefficients for water clouds and dust.  Delta-Eddington methods for 338 

solving the RT problem (Joseph et al., 1976) approximate this phase function as a forward delta 339 

function plus a two-term expansion of the phase function, P0 and P1, see Table 2.  M-stream RT 340 

methods (Wiscombe, 1977; Lin et al., 2018) extend this to include the first M terms in the 341 

Legendre expansion.  All of these methods reduce the coefficient of P1 from 3g1 to a lesser value 342 

3g* (g* is often called the asymmetry factor, see Table 2), and likewise reduce the scattering 343 

optical depth. The reduction in cloud optical depth applies only to the scattering optical depth 344 

τsca, while the absorbing τabs is unchanged.  These δ-scaling methods are chosen to avoid the 345 

unphysical negative phase functions that result from truncation of the Legendre series.  The 8-346 

stream in Solar-J does not use delta-M scaling because early tests showed that simply truncating 347 

the phase function for liquid water clouds at P7 (giving a phase function that oscillates in sign) 348 

still produced accurate, non-negative fluxes and mean intensities compared to 160-stream 349 

solutions expanded to P159.  In these tests, the mean intensity differed by 1% throughout most of 350 

the atmosphere, with a worst case of 8% in the uppermost layers of an optically thick cloud and 351 

overhead sun (Wild et al., 2000).  A major difference between these methods is that Solar-J 352 

retains the correct direct flux at the surface while δ-scaling methods can greatly exaggerate it. 353 

 354 

Studies to assess the biases of radiative fluxes using 2-stream approximations are historical and 355 

extensive (e.g., Chandrasekhar, 1950; Liou, 1974; Coakley and Chylek, 1975; Wiscombe and 356 

Grams, 1976; Meador and Weaver, 1980; King and Harshvardhan, 1986; Harshvardhan and 357 

King 1993; Räisänen, 2002).  Two modern studies have carried this further with extensive 358 

analysis of 2-stream versus exact solutions, using a 128-stream RT code (LBYY) and Monte 359 

Carlo simulations (B2015), and we use them in our evaluation of 2-stream versus 8-stream 360 

solutions and errors in δ-scaling.   361 

 362 

 363 

 364 
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4.1. Phase function approximations for 2-stream assessed with 8-stream scattering 365 

 366 

The method designated -1 here adopts the commonly used Henyey-Greenstein (HG) phase 367 

function (Boucher, 1998) to estimate the Legendre coefficient 5g2 (i.e., g2 = g1
2
), see Table 2.  368 

This coefficient becomes the scaling factor f = g1
2
 and is used to calculate a reduced asymmetry 369 

factor g* = (g1 – f)/(1 – f) and reduced τ*sca = (1 – f) τsca.  This scaling, for example, is applied in 370 

the Mie expansion for liquid-water clouds of RRTMG code used here.  Another alternative, 371 

designated -2 (-M method with M=2), uses the Mie phase function's second term, f = g2 and 372 

the revised g* and τ*sca are calculated as for -1. For comparison, an isotropic-equivalent 373 

method, designated -0 here, drops the asymmetry factor in the phase function and calculates a 374 

reduced τ*sca using f = g1 and the above formulae.  From the example in Table 2, -0 is the least 375 

forward scattering with the largest reduction in τsca (1–f = 0.14); -2 has the next largest 376 

reduction (1–f = 0.20); while -1 has the least (1–f = 0.25), reducing τsca by only a factor of 4.  SJ 377 

versions have been coded that rewrite the cloud optical depth and scattering phase function in 378 

accord with δ scaling and are designated eponymously as SJ/δ0, SJ/δ1, and SJ/δ2.  In addition, 379 

version SJ/HG uses 8-stream scattering and an 8-term HG expansion based only on the first term 380 

of the Mie phase function:  PHG(Θ) = 1 + ΣL=1:7 (2L + 1) (g1)
L
 PL(cos(Θ)).  Rayleigh scattering by 381 

air (an important component in the visible region, see above) must also be approximated in 2-382 

stream codes, truncated from PRay = ¾(1 +cos
2
(Θ)) to PRay = 1, removing the forward-backward 383 

scattering lobe of the phase function to make it isotropic; this is implemented here as version 384 

SJ/Ray.  All these versions use the standard 8-stream scattering code.  The -scaling and HG 385 

approximation tests here are run without ice clouds to aid in comparisons with RRTMG.  386 

 387 

Approximating Rayleigh scattering as isotropic, required in all 2-stream codes, fortunately has 388 

inconsequential errors:  all three global mean error metrics (reflection, atmospheric absorption, 389 

surface heating) are measurable but within ±0.01 W m
-2

 (T1/R17). There is little systematic 390 

geographic or zenith angle errors since the root-mean-square (rms) errors are ≤0.1 W m
-2

.   This 391 

test was done with the 8-stream code. 392 

 393 

For clouds, the δ-scaling errors are modest in terms of global mean, within ±0.4 W m
-2

 for any of 394 

the three primary components (T1/R10-11-12).  The pattern is interesting in that all three 395 

methods show a similar –0.3 W m
-2

 error in reflected flux, but the surface absorption error shifts 396 

from +0.07 to +0.23 to +0.44 W m
-2

 in the order -1 to -2 to -0, being caused by the increasing 397 

scaling of τsca by 0.14, 0.20, and 0.25 respectively.  Thus in -1 the reduction in reflected flux 398 

goes into atmospheric heating; while in -2 and -0, it goes into surface heating.  Global mean 399 

HG errors are [–0.05, 0.14, –0.09 W m
-2

] for the 3 primary components (T1/R9).  This pattern--400 

less reflection and less forward scattering to the surface--is caused by the weaker forward and 401 

backward scattering peaks in the HG phase function.  Although these mean errors are modest, 402 

there is no basis and no cost advantage to using an 8-term HG phase functions.  For a complete 403 

analysis on the radiative flux biases due to HG approximations on the clouds and dust aerosols, 404 

see LBYY. 405 

 406 

The δ-scaling 2-stream models are optimized to give reasonable averages, but with large 407 

opposite-sign errors at different SZA (Joseph et al., 1976; Wiscombe, 1977).  Thus, we examine 408 

the geographic pattern of δ-scaling errors for fixed sun (00Z) in Figure 4 and find that SZA ~ 40
°
 409 

(green dashed oval) is the zero-error point for all three δ-scaling methods.  Figure 4abc columns 410 
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show the 3 primary components: reflected flux, atmospheric absorption, and surface absorption, 411 

respectively.  The first 3 rows (i-ii-iii) show the sequence -0 to -2 to -1, respectively, in order 412 

of decreasing scaling factors.  Looking at the region with SZA < 40
°
 (inside the green oval), we 413 

see that the error in reflected flux is positive and greatest for -0 and decreases along the 414 

sequence. Similar dipole patterns as a function of zenith angle can be seen in Figure 2 of LBYY 415 

with the relative errors about 20% for thin liquid clouds (optical depth,  < 1) to about 5% for 416 

thicker clouds (  ~ 10).  The zero-error point moves from SZA of about 60
°
 at  ~ 0.01 towards 417 

smaller SZAs with increasing  up to 10.  For thick clouds ( > 10), the relative errors and the 418 

dipole patterns are comparatively minor.  Similar patterns are also shown in Figure 2c and Figure 419 

5a of B2015 for the visible band and the near-infrared band respectively.  However, the zero-420 

error point in B2015 stays in the SZA=40°-50° range.   421 

   422 

The vertical profiles of the atmospheric absorption errors in Figure 4 are shown in Figure S1.  423 

The error at high sun (i.e., inside the oval SZA < 40°) goes from overall negative for δ-0 (-2.7 W 424 

m
-2

), to small positive for δ-2 (+0.8 W m
-2

), to strongly positive for δ-1 (+2.9 W m
-2

), and the 425 

profiles are consistent with the means.  This sequence is similar to the sequence for global mean 426 

atmospheric heating, +0.07 to +0.23 to +0.44 W m
-2

.  When we mix 2-stream versus 8-stream 427 

(RRTMG versus SJ/Mie, red line in Figure S1), the profile errors are large and oscillate.  While 428 

the column mean difference is small in this case, the rms difference is as large as the worst case 429 

δ-0.  In high solar latitudes (50°S-70°S and 30°N-50°N in January) where SZA remains large at 430 

all hours, the monthly mean averages have consistent errors of 1-2 W m
-2

 at the surface (Figure 431 

1c).  The δ-scaling approximations studied here have largest impact on the reflected and surface 432 

fluxes rather than atmospheric absorption.   433 

 434 

4.2. 2-stream versus 8-stream and exact scattering solutions 435 

 436 

Here we assess the errors in 2-stream scattering by comparing with 8-stream solutions standard 437 

in Solar-J using our metric.  Fortunately, two key studies have carried this further with exact 438 

solutions, using a 128-stream RT code (LBYY) and Monte Carlo simulations (B2015).  439 

Räisänen's (2002) work on tuning 2-stream approximations used comparisons similar to ours 440 

with a 16-stream discrete ordinate method.  For Solar-J, we coded a 2-stream RT solver based on 441 

the Feautrier (1964) method using δ-1 scaling, and this version is designated SJ/2S.  With this we 442 

have a clean, bias-free comparison of 2-stream versus 8-stream under clear skies (T1/R6) and 443 

with liquid clouds using δ-1 scaling for both models (T1/R13).   444 

 445 

Under clear sky conditions (no clouds, no aerosols) the only scaling in SJ/2s is to make Rayleigh 446 

scattering isotropic, which has negligible effects as noted above (T1/R17).  The pattern of 2-447 

stream errors (Figure S2, left column) is unusual, with reflected flux being much larger in 448 

regions with high surface albedo (Antarctica, dry sub-tropics).  The enhanced reflection is 449 

matched by reduced atmospheric absorption.  Our surface reflection is Lambertian (isotropic), 450 

and it is clear that having only a single zenith angle of 55° for the reflected light reduces the 451 

average path length through the atmosphere for the reflected flux and results in a shift from 452 

absorbed to reflected.  There is also a slight increase in the downward scattered light reaching the 453 

surface with only one angle.  We looked at the B2015 case studies, but could find no 454 

corroboration since they used black surfaces.  We did find this pattern in the direct comparison 455 

of SJ/δ1with RRTMG (Figure 4, row iv) where RRTMG's 2-stream code also picks out the high 456 
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albedo land masses with enhanced reflection.  Unfortunately, we cannot compare with the LBYY 457 

climate model results (their Figure 7) because their 'clear sky' includes, and clearly shows, the 458 

importance of northern continental pollution and southern ocean sea salt aerosols in their 2-459 

stream errors.   460 

 461 

Trying to separate the effects of δ-scaling errors from 2-stream errors for clouds, SJ/2S 462 

experiments (T1/R13) are carried out extending the phase-function scaling exercises (T1/R9-R12 463 

and Figure 4).  The dipole picture of atmospheric reflection caused by δ-1 scaling of liquid 464 

clouds (Figure 4a(iii)) is consistent with LBYY's Figure 2 row iii, which shows a large shift from 465 

increased reflection (high sun) to reduced (low sun), as does Räisänen's (2002) Figure 2).  The 466 

LBYY examples in their Figures 2&3 are quite informative:  For the 4 cases (liquid & ice, 467 

reflection & atmospheric absorption), only liquid-reflection shows a distinct pattern change from 468 

δ-Eddington (2-stream) to δ-4SHE (4-stream), while the other 3 show a pattern indicative of the 469 

convergent error reduction from 2-stream to 4-stream.  If we extrapolate to 8-stream, we would 470 

see the errors in δ-4SHE drop by a factor of 2-4.  We looked separately at the error caused by δ-1 471 

scaling of ice clouds only and found it to be surprisingly small with global mean differences of < 472 

±0.02 W m
-2

.  So straightforward δ-M scaling of ice clouds, here and in LBYY, does not seem to 473 

cause much error, but we cannot easily judge the other more parameterized polynomial fits for 2-474 

stream use (Fu, 1996; Zhao et al., 2018).  475 

 476 

In terms of atmospheric heating by clouds, LBYY's parametric study (their Figure 3) shows 477 

reduced values over most ranges of optical depth and sun angle, and this error is clearly 478 

associated with the number of streams.  Similar results are shown in B2015 Figure 5cf.  B2015 479 

evaluated 2-stream δ-Eddington errors for a typical mixed-cloud atmosphere derived from high-480 

resolution satellite observations (see their Figures 7&8). The atmospheric absorption error is 481 

typically 0 to -5 W m
-2

, while the surface heating error is 0 to +8 W m
-2

.  These errors are similar 482 

to our 2-stream minus 8-stream differences (both δ-1 scaling, T1/R13) shown in Figure S2 483 

(middle column).   484 

 485 

Atmospheric heating rates by clouds are driven predominantly in the IR region (>778 nm) where 486 

SJ and RRTMG have identical bands and atmospheric properties (unlike the UV-VIS region 487 

discussed above).  The geographic pattern of atmospheric absorption at 00Z for RRTMG minus 488 

SJ/δ1(liquid-only) (T1/R15, Figure 4(iv)) is consistent and uniformly negative.  Since both use δ-489 

1 scaling, this supports the result that 2-stream scattering consistently underestimates the 490 

atmospheric absorption by clouds.  The RRTMG(δ-scaling, 2-stream) minus SJ(8-term Mie or 491 

ice scattering phase function, 8-stream) comparison clearly show less heating by liquid clouds 492 

below 6 km altitude (Figure 5a),  Results in Figure 5a used the full-phase-function SJ (T1/R14), 493 

and if we use SJ/δ1 (T1/R15) as the reference, differences are similar.  But if we go to our 2-494 

stream, δ1-scaling code (SJ/δ1/2S, T1/R16), the differences with RRTMG are greatly reduced.  495 

When we add ice clouds, the difference is much larger, from -0.05 to -0.1 K per day throughout 496 

most of the troposphere (Figure 5bc). With ice clouds, there is some reversal of differences in the 497 

lower mid-troposphere presumably due to cloud overlap.  In terms of global mean, atmospheric 498 

heating error jumps from about -1 W m
-2

 to -2 or -3 W m
2
 (T1/R14&15 v. T1/R20&21).   499 

 500 

A clear result from B2015, LBYY, Räisänen (2002) and this study is that 2-stream RT codes 501 

systematically underestimate the atmospheric absorption by all clouds, and for ice clouds the 502 
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error is larger in absolute amount.  They also overestimate the surface flux, and in all of 503 

Räisänen's efforts to tune a 2-stream code, these fundamental errors remain. The ability to 504 

resolve the scattered light across multiple zenith angles is critical in calculating heating rates.  505 

With only a 55° zenith angle path, the 2-stream scattered light escapes from liquid clouds more 506 

easily.  Ice cloud errors, however, either reflection or absorption, are not driven by δ-M scaling 507 

but by the more parameterized non-δ-Eddington scaling used in many 2-stream codes.  508 

Reflection errors for liquid clouds are different and appear to result primarily from δ-Eddington 509 

scaling, and in this case expansion to 4-stream or above significantly improves the accuracy 510 

(Räisänen, 2002; LBYY) because a more accurate scattering phase function can be used. 511 

 512 

 513 

5.  Ice cloud optics 514 

 515 

Ice particles in cirrus or mixed-phase clouds come in a wide range of sizes and crystal habits 516 

(Platt, 1997; Kärcher et al., 2014) with a dizzying array of optical properties (Mishchenko et al., 517 

2016; Yang et al., 2018).  In part because of their importance in climate and remote sensing, ice 518 

clouds are an intense research area (Baum et al., 2005; Holz et al., 2016; Platnick et al., 2017; 519 

Heymsfield et al., 2017).  The accurate treatment of ice clouds in climate models remains a 520 

fundamental uncertainty because -- like the case with aerosol size and chemical composition 521 

affecting RT -- we can observe, but not accurately characterize the full mix of size and crystal 522 

habits within ice clouds (Bailey and Hallett, 2009).     523 

 524 

Even when the ice cloud is fully characterized, the RT solution remains difficult and 525 

approximations are numerous, e.g., RRTMG primarily uses a Fu (1996) parameterization for 526 

optical depth, single scattering albedo, and asymmetry parameter.  Solar-J inherited the Cloud-J 527 

photolysis method for ice clouds including effective diameters (Heymsfield et al., 2003) and T-528 

matrix scattering phase functions (Mishchenko et al., 2004) for the visible (~600 nm) using two 529 

cloud types (pure hexagonal crystals used for T ≤ -40°C, and irregular crystals used for warmer 530 

ice clouds).  Solar-J's use of a scattering phase function across all wavelengths has minimal error 531 

for highly scattering wavelengths (SSA > 0.9) because the ice crystal effective diameters are 532 

much larger than the wavelength, and thus the asymmetry parameter g is nearly constant at ~0.8 533 

in agreement with Bi and Yang (2017).  When we compared atmospheric heating rates between 534 

RRTMG and SJ for our January climate simulation (averaged clouds, no overlap model used), the 535 

importance of ice clouds stands out.  Both models can use the same optical properties for liquid 536 

clouds (with RRTMG using δ-1 scaling), and thus the differences in tropospheric heating rates 537 

are systematic but modest (±0.05 K per day, Figure 5a, also see case study Figure 4 in H2017).  538 

When ice clouds are included, the two models clearly diverge (Figure 5b). Unlike for liquid 539 

clouds, SJ cannot simply match the RRTMG's ice-cloud parameterization (Fu, 1996), because it 540 

is not a δ-M scaling. RRTMG heating rates are 0.1 to 0.2 K per day (10-20%) less than those in 541 

SJ throughout the middle-upper troposphere, with the pattern reversed for liquid water clouds in 542 

the tropics (2 – 6 km) presumably due to less shielding by ice clouds.  Running both models with 543 

fractional clouds assuming MAX-RAN overlap, gives similar results (Figure 5c).  While errors 544 

in the parameterization of ice optics will contribute to this error, it is most likely caused by 2-545 

stream models as discussed in Section 4.2. 546 

 547 
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The ice-cloud phase functions shown in Figure 6a show the coefficients of the Legendre 548 

expansion to L=7 scaled by 1/(2L+1) for Mie, T-matrix, Bi-Yang and some HG expansions.  549 

Where possible, values are calculated for Reff = 48 µm and 600 nm.  In the Mie calculation, the 550 

difference between liquid and ice water is small as expected, but the T-matrix coefficient drops 551 

quickly (becoming more isotropic), but then levels off, becoming more forward peaked than the 552 

Mie at L>5 for hexagonal ice and L>7 for irregular ice.  The HG phase function matches the Mie 553 

out to L=5 before becoming more isotropic. For ice clouds (T-matrix), the HG diverges by L=2 554 

and this is why LBYY show a pronounced error in HG versus their 4-stream RT that uses the 555 

L=2 & 3 terms.  The divergence of the ice-cloud phase function from any HG-like extrapolation 556 

becomes even greater for L = 4 to 7, which can be included in the 8-stream calculation here. We 557 

compare in Figure 6b our T-matrix expansion with those calculated from the Bi-Yang database 558 

used in LBYY.  Our hexagonal T-matrix fits within the class of ice crystals from Bi-Yang except 559 

for the extremely forward peaked 10-plates example, which has the greatest difference from a 560 

sphere: the ratio of maximum diameter to effective diameter is 7.5 versus 1.2 for droxtals.  As 561 

expected, our irregular T-matrix phase function has a larger fraction of isotropic-equivalent 562 

scattering, similar to what happens with increased roughness in the Bi-Yang crystals.  All of 563 

these phase functions have similar asymptotic behavior.  The Solar-J treatment of ice clouds 564 

certainly needs to be updated (e.g., Heymsfield et al., 2013; Bi and Yang, 2017), but is solidly 565 

linked to the optical properties of ice clouds, and is adequate for the comparisons here. 566 

 567 

Some recent efforts have updated the RRTMG options for ice clouds.  Zhao et al. (2018) 568 

combined more realistic mixtures of ice crystals (Baum et al., 2011) with the Yang library of 569 

optical properties for a wide range of wavelengths, sizes and habits (Yang et al., 2013; Bi and 570 

Yang, 2017) to create a new Baum-Yang ice cloud model for RRTMG(BY).  We checked our ice 571 

cloud optics against Zhao et al.'s tables and found consistent values in the scattering regions (VIS 572 

and IR bands #S19-22) for SSA (Figure 3a) and g, but we calculate about 10% more extinction 573 

for the same effective diameter and ice water content.  We were not able to implement the new 574 

RRTMG(BY) code in Solar-J and can only assess their published results: RRTMG(BY) has weaker 575 

in-cloud heating than RRTMG(Fu) (their Figure 2def).  As shown in LBYY, this is a standing 576 

problem with all 2-stream codes, and the new ice optics appear to have made this error worse.  577 

 578 

Baek and Bae (2018) updated the Korean Integrated Model (KIM) radiation code based on 579 

RRTMG using the Yang et al (2013) ice optics library and tested with the KIM forecasting 580 

system.  They show that use of the updated ice optics versus the RRTMG(Fu) parameterization 581 

leads to more in-cloud heating by about 0.1 K per day and less reflection by about 3 W m
-2

 (their 582 

Figure 8).  These results appear to correct much of the error in ice-cloud heating found here and 583 

in LBYY and B2015, but they are difficult to understand or consolidate with RRTMG 584 

simulations here because KIM uses their adaptation of RRTMG's 2-stream solver.  We find that 585 

the large error in ice cloud heating is due to 2-stream methods and not scaling methods.  When 586 

we truncate the ice-cloud phase function with δ-1 scaling (SJ/δ1ice versus SJ, T1/R18) we find 587 

very small differences in reflection or atmospheric heating (Figure S2, right column).  The SJ 588 

ice-cloud phase functions are consistent with the Y2013 library, and so if Baek and Bae are to 589 

correct much of the ice-cloud errors within a 2-stream solution then we need to understand how 590 

these new ice-cloud optics are implemented.    591 

 592 
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The treatment of ice-water clouds remains a large source of uncertain error in solar-heating 593 

codes.  A more accurate treatment of ice water clouds will combine the physics of individual 594 

particles (e.g., Yang et al. 2018; Mishchenko et al 2016) with the actual mix of such particles 595 

observed in the atmosphere (Heymsfield et al., 2017; Thornberry et al., 2017).  We concur with 596 

LBYY that multi-stream scattering codes, such as CCCma's 4-stream or Solar-J's 8-stream, will 597 

become more essential for accuracy and also more cost effective in climate models.  They are 598 

also necessary to assess ice cloud optics since the 2-stream problems obscure such 599 

improvements.  600 

 601 

 602 

6.  Cloud overlap  603 

 604 

Treatment of overlapping clouds provides a challenge for climate models in solving the RT 605 

problem as well as other physical processes such and precipitation and scavenging of trace 606 

species (e.g., Neu and Prather, 2012).  If we can specify the cloud overlap in terms of separated 607 

independent column atmospheres (ICAs, with multiple 1-D RT solutions) or in terms of 3-D 608 

cloud fields (a 3-D RT problem) then we can evaluate the errors of different RT methods for case 609 

studies using highly accurate methods.  One challenge lies in developing an RT solution that 610 

works efficiently in climate models, but a greater uncertainty lies the specification of cloud 611 

structures.  Fortunately, with modern observing systems and cloud resolving models, this 612 

problem is becoming less of an unknown (Barker and Li, 2019; B2015).   613 

 614 

6.1. One-dimensional ICAs 615 

 616 

When grid-cell layers specify cloud fraction (presumably in terms of areal coverage), explicit 617 

information or an algorithm is needed to describe exactly how the cloud is distributed within the 618 

grid cell and how the cells overlap.  Most climate models do not resolve the horizontal scale of 619 

clouds and simply report a cloud water column and fractional coverage in the cell.  A typical 620 

algorithm is MAX-RAN (Briegleb, 1992): the cloud is assumed to be uniform in the cloudy 621 

fraction of the cell; when two adjacent vertical layers have clouds, they are maximally 622 

overlapped; but when two cloudy layers, or two groups of contiguous (maximally) overlapped 623 

clouds, are separated by a clear layer, they are randomly overlapped (e.g., see figures in Neu et 624 

al., 2007).  More realistic cloud-overlap algorithms have been developed based on observations 625 

showing that cloud overlap has a vertical decorrelation length (Hogan and Illingworth, 2000; 626 

Bergman and Rasch, 2002; Barker, 2008; Di Giuseppe & Tompkins, 2015; Tompkins & Di 627 

Giuseppe, 2015).  This EXP-RAN method assumes an exponential decorrelation length for 628 

connected cloud layers but random overlap across clear layers (Tompkins & Di Giuseppe, 2007).    629 

 630 

In a manner similar to Hogan and Bozzo's (2018) deterministic cloud-cover generator that goes 631 

from MAX-RAN to EXP-RAN, Cloud-J developed a deterministic ICA generator for MAX-632 

RAN and then adapted it to use vertical decorrelation lengths in its MAX-COR algorithm 633 

(Prather, 2015).  Chemistry models need the selection of ICAs for any overlap method to be 634 

deterministic because many critical applications require perturbation-control pairs without 635 

stochastic noise (e.g., Prather and Hsu, 2010).  Thus Solar-J cannot use a stochastic cloud 636 

generator (e.g., Räisänen et al., 2004), and this drove the structure of our cloud overlap 637 

algorithm.  MAX-COR was designed to be (i) deterministic, (ii) linear in cost with increasing 638 
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numbers of layers, and (iii) robust when cloud data are averaged in time or space, because such 639 

averaging tends to eliminate cloud-free layers and revert to MAX overlap.  Based on 640 

observations of decorrelation length (Kato et al., 2010; Naud et al., 2008; Oreopoulos et al., 641 

2012; Pincus et al., 2005), MAX-COR defines 6-layer groupings by altitude range.  Because 642 

decorrelation is small across the vertical range of each group, we assume MAX overlap within 643 

each group and a decorrelation of the overlap of each MAX group with its neighbor.  Adopting 644 

terminology of climate community, MAX-COR is effectively a MAX-EXP algorithm.  By 645 

quantizing the cloud fraction to the nearest 10% and allowing an independent cirrus shield at the 646 

top, the absolute maximum number of ICAs under MAX-EXP is <5 x 10
6
 and thus ICAs can be 647 

rapidly defined and binned with low computational overhead.  Deterministic EXP-EXP or EXP-648 

RAN models in our code would have to enumerate up to 2
33

 ICAs for our model that has 649 

potentially 33 cloudy layers, which is truly prohibitive and not linearly scalable with resolution.   650 

We believe that a MAX-COR or MAX-EXP algorithm is likely the most stable and scalable 651 

deterministic ICA generator for vertical cloud decorrelation algorithms.  The RRTMG v4.0 code 652 

available at the time of this study uses primarily MAX-RAN cloud overlap, but the new v5.0 653 

code includes an EXP-RAN option. Thus, our comparisons of cloud-overlap results with the 654 

RRTMG code are limited to MAX-RAN.  Within Solar-J we can run both MAX-RAN (SJ/RAN) 655 

and the standard MAX-COR (SJ) and thus compare with Shonk and Hogan (2010), as discussed 656 

below.  657 

 658 

Let us accept that ICAs generated by cloud overlap algorithms can be solved with 1D RT as 659 

horizontally homogeneous plane parallel layers, then the next step is how to solve the RT 660 

problem for all ICAs and average the results.  The number of ICAs are often numerous enough 661 

that no practical climate RT code can solve them all, and most codes do not even count them all 662 

(Räisänen et al., 2004).  RRTMG randomly selects an ICA for each wavelength bin in the RT 663 

solution, a method designated Monte Carlo ICA (McICA, Pincus et al., 2003).  McICA has 664 

errors at each time step by mixing ICAs across wavelengths and by not accurately sampling the 665 

average of ICAs (e.g., average cloud optical depth) in that time step.  McICA is intended to 666 

deliver the correct mean when averaged enough times over the same cloud system, but it has 667 

hourly grid-cell rms errors of 40 W m
-2

 (Pincus et al., 2003; Barker et al., 2008).  A key 668 

underlying premise is that solar heating errors propagate symmetrically and linearly in the 669 

climate system and average out, as was found for simple forecast models.  Assessing net bias 670 

errors caused by noisy heating rates would need to examine nonlinear processes in hydrology, 671 

cloud systems, ecosystem productivity, and air quality in Earth system models (e.g., Pincus and 672 

Stevens, 2013).   673 

 674 

With a deterministic ICA generator, we can calculate an 'exact' non-stochastic answer as was 675 

done for limited test cases in Prather (2015), but we could not afford to do this for our January 676 

climate metric. Solar-J identifies and sorts all ICAs by cloud optical depth and then selects up to 677 

4 representative quadrature column atmospheres (QCAs) each with a fractional area to represent 678 

the distribution of ICAs.  The full-wavelength RT solutions are completed for each QCA (Neu et 679 

al., 2007).  See Figure S3 for a global picture of the average frequency of occurrence of the 4 680 

QCA bins for January 2015.  Cloud quadrature does a very good job of averaging over the ICAs 681 

with net bias errors of ~1% in solar intensity and rms errors of 2-4%.  To reach equivalent 682 

accuracy for a single time step using random selection would require about 50 ICAs each with 683 
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full wavelength calculation (not as in McICA) versus an average of 2.8 QCAs (many grid cells 684 

have less than 4 QCAs).   685 

 686 

The binary cloudy-or-clear within a grid cell fails to account for varying cloud thickness, and 687 

Shonk and Hogan (2008) invented the Tripleclouds algorithm to represent in-cloud heterogeneity 688 

with a thick homogeneous core cloud surrounded by a thinner homogeneous edge cloud.  In the 689 

binary cloudy-clear approach, two layers can generate 2
2
 ICAs from their overlap combinations, 690 

but in the Tripleclouds system, it is 3
2
.  Tripleclouds address a significant source of error in solar 691 

heating calculations, but there is considerable uncertainty in partitioning the cloud water path 692 

into thick and thin regions (Shonk et al., 2010).  Tripleclouds has not been implemented in Solar-693 

J, and its primary use is in the RT codes of the ECMWF (Hogan and Bozzo, 2018) and ACCESS 694 

(Franklin et al., 2013). 695 

 696 

The cloud overlap assumption is clearly an important source of error.  Shonk and Hogan (2010, 697 

hence SH2010) demonstrated this using four months of ERA-40 data and cloud optics similar to 698 

the January IFS cloud data used in Solar-J here.  SH2010's calculation using Tripleclouds 699 

showed that EXP-RAN produced about +4 W m
-2

 more reflected sunlight than MAX-RAN, as 700 

expected because EXP-RAN has greater global cloud cover.  Similarly, our calculation (using 701 

binary clouds) shows MAX-COR has +1.4 W m
-2

 more reflection and similar reduction in 702 

surface heating versus MAX-RAN (T1/R19).  This reduced effect is understandable because 703 

MAX-COR does not shift to random overlap if there is a gap in one layer.  Both models show 704 

that increased reflection is balanced by reduced surface heating, with little change in atmospheric 705 

heating.  A direct comparison is not possible since SH2010 did not calculate EXP-RAN for 706 

binary clouds.  SH2010's EXP-RAN appears to separate cloud layers more than the MAX-COR 707 

sub-groups, but their Tripleclouds may also affect the EXP-RAN results.  SH2010 find that the 708 

Tripleclouds versus binary clouds is a larger effect (-6 W m
2
).  We support the SH2010 results 709 

that cloud overlap is major uncertainty in current models. 710 

  711 

Unfortunately, Solar-J coding is not flexible enough to run RRTMG-style, McICA-like 712 

calculations.  Thus we compare the two codes, each using their best simulation of MAX-RAN 713 

clouds:  RRTMG v4.0 ( MAX-RAN overlap, McICA, 2-stream, and -1 scaling) minus SJ/RAN 714 

(MAX-RAN, QCA, 8-stream, Mie/T-matrix phase functions).  The primary global-mean 715 

component differences are [-2.1, -2.4, +4.4 W m
-2

] (T1/R21), among the largest found in our 716 

range of case studies.  If we remove the McICA sampling issues by specifying averaged clouds, 717 

the RRTMG minus Solar-J difference is [-0.4, -2.7, +3.0 W m
-2

] (T1R20).  These differences are 718 

due in large part to 2-stream errors [-0.7, -1.7, +2.4 W m
-2

] (T1R13) noted in Section 3, but 719 

clear-sky differences (T1/R4) make the comparison worse.  It is encouraging that the profiles of 720 

heating rates in Figure 5bc show that McICA-QCA differences are less than the errors we can 721 

associate with 2-stream RT.  The averaged cloud (Fig. 4b) does produce different mean heating 722 

rate contours (solid lines) than does MAX-RAN (Fig. 4c), and with that there is some shift in the 723 

RRTMG-SJ difference pattern in the lower tropical troposphere.   724 

 725 

6.2. Three-dimensional cloud fields 726 

 727 

How will the next generation of solar heating codes deal with cloud structures, both vertically 728 

and horizontally?  The vertical coherence of clouds has become standard in RT codes; and the 729 
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horizontal coherence, including the variations in cloud water path within a cell is now being 730 

modeled explicitly with Tripleclouds (Shonk and Hogan, 2008).  This work points towards new 731 

approaches for understanding how ICAs within a grid cell column interact with each other.  As 732 

the horizontal resolution in climate models drops to cloud-resolving scales then it is obvious that 733 

neighboring column atmospheres are not independent.  B2015 used 3D coherent clouds fields 734 

from the NASA A-train (MODIS, CloudSat, CALIPSO) with 3D Monte Carlo RT codes to show 735 

that 1D minus 3D RT errors in heating and reflection were as large as 2-stream minus exact 736 

multi-stream errors.  Recent comparison of chemistry models with aircraft measurements (Hall et 737 

al., 2018) showed that scattered light from neighboring clouds alters photolysis rates in clear-sky 738 

ICAs.   739 

 740 

While 3D RT codes are beyond reach for climate models, Hogan et al. (2016) developed the 741 

Speedy Algorithm for Radiative Transfer through Cloud Sides (SPARTACUS) code as a new 742 

operational 2-stream RT code for the ECMWF models (Hogan and Bozzo, 2018).  This code 743 

includes first-order 3D elements by coupling the 2-stream column solutions across the three 744 

elements in each layer.  Barker and Li (2019) investigate how to average the solar heating over a 745 

domain consisting of many columns by using more frequent RT calculations but for an 746 

objectively selected sub-sample of the atmospheres therein based on the cloud distributions 747 

(Partitioned Gauss–Legendre Quadrature).  This exciting approach shares many features with 748 

Solar-J QCAs (used for ICAs within a single cell), such as producing small rms errors relative to 749 

random sampling.   750 

 751 

7.  Ocean surface albedo 752 

 753 

Climate models often assume that the ocean surface albedo (OSA) is constant in the visible, 754 

typically 0.06 for all incident solar direct and diffuse radiation.  OSA varies greatly with incident 755 

angle and somewhat with wavelength, wind speed, and chlorophyll concentrations (Taylor et al., 756 

1996; Jin et al., 2004; 2011; Li et al., 2006; and see Figure S4).  Recently, this interactive 757 

parameterization of OSA (Jin et al., 2011) has been implemented in two Earth system models 758 

(Séférian et al., 2018) and shown to better match satellite derived OSA.  Here we take the 759 

FORTRAN module directly from Séférian with only minor modifications. Because Solar-J 760 

resolves the downward diffuse radiation with 4 angles, we calculate the albedo specifically for 761 

those 4 angles plus the direct solar beam, and do not use the OSA averaged albedo for "diffuse 762 

radiation", which is necessary when using 2-stream RT codes.   763 

 764 

Solar-J lower boundary condition is 2
nd

-order in finite-difference RT solution and has not 765 

changed since the original Fast-J documentation (Wild et al., 2000).  The interactive OSA 766 

requirement that each angle has a different albedo required a rewrite of the 2
nd

-order lower 767 

boundary condition.  The Fast-J Feautrier solver for scattered light (see equations 9 & 19 of Wild 768 

et al., 2000) uses odd-even (leap-frog) first-order finite-difference equations, solving at the lower 769 

boundary for jn. 770 

jn = ½ [I
up

(+un) + I
down

(–un)] ≡ ½ [I
up

n + I
down

n],      (1) 771 

where un (n=1:4) are the cosines of the zenith angles for the scattered intensity (I).  The angles 772 

are Gauss points with weights wn.  We assume a Lambertian reflective surface, and hence 773 

I
up

(+un)) is isotropic and denoted simply as I
up

.  The solution requires a linear equation relating 774 

I
up

 to the intensities at the 4 angles jn=1:4.  For notation below, we use Σ to denote the sum over 775 
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the quadrature angles n = 1:4.  The upward flux from the lower boundary is the cosine-weighted 776 

sum of the specific intensity 777 

F
up

 = 2 Σ I
up

 un wn = I
up

,  where Σ un wn ≡ ½      (2) 778 

The upward flux can also be calculated in terms of the downward incident fluxes at the 4 779 

quadrature angles and direct beam, but with angle-specific albedos An and A0.  780 

F
up

 = 2 Σ An I
down

n un wn + ¼ A0 u0 F
solar

      (3) 781 

Substituting I
down

n = 2 jn – I
up

 from equation (1), we get  782 

I
up

 = F
up

 = 2 Σ An (2 jn – I
up

) un wn + ¼ A0 u0 F
solar

  783 

= 4 Σ jn An un wn – 2 I
up

 Σ An un wn  + ¼ A0 u0 F
solar

    (4) 784 

If A is a constant, this reduces to equation 19 of Wild et al. (2000). 785 

I
up

 = [4A / (1+A)]  Σ jn un wn  + [A / (1+A)] A0 u0 F
solar

    (5) 786 

With An depending on un, we derive the new lower boundary condition for I
up

. 787 

I
up

 = [4 / (1+2 Σ An un wn)] [ Σ jn An un wn + ¼ A0 u0 F
solar

 ]    (6) 788 

 789 

Evaluation of interactive OSA (SJ minus SJ/OSA) uses the full spherical geometric atmosphere 790 

with MAX-COR cloud overlap.  The global mean errors with fixed OSA are [+0.7, +0.2, -0.8 W 791 

m
-2

] for [reflection, atmospheric absorption, and surface absorption], respectively (T1/R22). The 792 

global mean error, fixed minus interactive, can be adjusted to near zero by selecting the fixed 793 

OSA, but there remains a strong latitudinal error of 3 W m
-2

 in ocean heating associated with 794 

high sun, see Figure 7.  The zonal rms errors are large, 2 to 8 W m
-2

, because of the wide diurnal 795 

range of solar zenith angles over the day, but given the thermal inertia of the upper ocean layers, 796 

this probably averages out.  Overall, these results are similar to those found in Séférian et al. 797 

(2018).   798 

 799 

 800 

8.  Findings and recommendations 801 

 802 

Our goal here is to provide an extensive analysis of the many uncertainties or known errors in 803 

our climate model calculations of solar heating rates, and to do this in a consistent framework 804 

with climate-relevant diagnostics.  We wanted to review as many of the uncertainties/errors as 805 

we could, from the mundane (Rayleigh scattering) to the formidable (cloud overlap), so that we 806 

could assess priorities for improving the accuracy of solar radiation in climate models.  We 807 

began this study with the hope of comparing Solar-J directly to AER's RRTMG version 4.0 code, 808 

and thus we ran both codes within our chemistry-transport model to integrate over forecast 809 

modeled atmospheres.  We became quickly humbled when even the clear-sky differences in the 810 

two, at the 1 W m
-2

 level, could not be fully resolved without a complete rewrite of one code or 811 

the other.   Nevertheless, the parallel simulations with RRTMG were informative (e.g., 2-stream 812 

problems) and helped our analysis here.  These findings are based primarily on the extensive 813 

variants and adaptations made to the Solar-J RT code.  In some cases our comparisons with other 814 

published work has provided insight and allowed us to draw insight beyond our own simulations. 815 

 816 

Here, we make recommendations based on the magnitude of error and the difficulty or extra 817 

computational cost in improving the models.  The levels of ranking include 0 (inconsequential 818 

errors), 1 (modest errors and easy/cost-effective fix, or significant errors but hard to fix), 2 819 

(significant errors and ready/cost-effective fix).   820 

 821 



revised manuscript submitted to Journal of Advances in Modeling Earth Systems 

 

 i. Spherical, refracting atmosphere, level 2.  Flat-atmosphere models have 1.9 W m
-2

 less 822 

incident sunlight and 1.1 W m
-2

 less heating of the climate system (atmosphere and 823 

surface) than do spherical, refracting atmospheres (T1/R23&24).  Errors can reach 4 W 824 

m
-2

 (monthly averages) at high latitudes.  Spherical solar ray-tracing with refraction can 825 

and should be readily implemented with simple ray tracing code (P2019) and 826 

incorporated in standard 2-stream codes (Spurr and Natraj, 2011).  There will be minor 827 

costs in that about 56% of the Earth, rather than 50%, will require radiation calls every 828 

time step. 829 

 ii. Geometrical, expanding atmosphere, level 1. Shifting from geopotential to geometric 830 

coordinates is a conceptual change and will need more thought on how to account for the 831 

extra mass in the upper layers as well as the extra solar heating (P2019) (T1/R25). 832 

 iii. Stratospheric heating, level 1.  Differences in stratospheric heating rates between 833 

RRTMG-SW and Solar-J are large (~10%, see Figure 2 of H2017).  These are likely 834 

caused by the different cross section for O3 absorption and the lack of O2 absorption in 835 

RRTMG (significant in the mid stratosphere).  These differences can and should be 836 

readily resolved with some group efforts like PhotoComp (2010) but with diagnosed 837 

heating rates, and with the inclusion of O2 photolysis as heating.  (probably no impact on 838 

overall cost).   839 

 iv. Resolving UV-VIS absorption and scattering , level 1.  The 300-700 nm sunlight that 840 

reaches the surface interacts primarily with broad band features of O3 absorption 841 

(Hartley-Huggins and Chappuis bands) and Rayleigh scattering that vary differently and 842 

widely across these wavelengths.  The RRTM-based codes accurately resolve the O3 and 843 

Rayleigh features with g-points.  Solar-J bands are optimized for photolysis but not 844 

heating rates. Its number of visible broad bands needs to be expanded beyond 2, and 845 

those cross section adjusted to Watts weighting.  Aerosol extinction, but not clouds, also 846 

varies widely across visible wavelengths, and all solar RT codes may consider testing 847 

aerosol wavelength dependence across their broad bands. (important, not too difficult, but 848 

limited to Solar-J, hence level 1). 849 

 v. Resolving IR cloud absorption, level 2.  The infrared wavelength bands (#19 through 850 

#27 in RRTM) need to be reformulated to more accurately account for the absorption 851 

spectrum of liquid and ice water.  The error is great in terms of atmospheric absorption 852 

(global average of ~2 W m
-2

 excess heating) and cloud-top heating (25% too great), 853 

likely affecting the life cycle of clouds.  The LZL approach of doing a double correlated-854 

K for water vapor and liquid water within the RRTM bands may be difficult when ice 855 

water is added (which it must be) since the absorption features are shifted in wavelength 856 

from those of liquid water.  Our finding like Edwards and Slingo (1996) is that most of 857 

this error is simply failure to resolve the widely different SSA within each broad RRTM 858 

band.  We suggest it is time to drop the RRTM band structure and re-group a set of non-859 

contiguous narrower bands into a single group with similar cloud SSA, and then redo the 860 

correlated-K for water vapor within that new group.  This would probably not increase 861 

the computational cost of the RT code, but does involve substantial new research.  862 

 vi. Rayleigh scattering, level 0.  Forcing Rayleigh scattering to be isotropic, as required in 863 

current 2-stream codes, is inconsequential. 864 

 vii. δ-scaling of the cloud  scattering phase function, no assessment.  The errors caused by 865 

δ-Eddington and other scaling methods are significant, causing systematic errors at the 1-866 

2 W m
-2

 level across latitudes.  Because of the large reduction (factors of 4 to 7) in liquid 867 
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cloud optical depths, these scaling methods project much greater solar flux impacting the 868 

surface at the SZA rather than as diffuse, scattered light.  In terms of reflected light, 869 

LBYY show large dipole errors with SZA in reflected flux for δ-Eddington scaling.  870 

Fortunately, δ-scaling appears to have little impact on atmospheric heating.  There is no 871 

assessment here because any solution requires multi-stream scattering, a more formidable 872 

task.  873 

 viii. Multi-stream scattering, level 2.  From the experiments here and the careful error 874 

analysis of B2015 and LBYY, it is clear that 2-stream scattering is a major source of 875 

error in many codes, including RRTMG-SW.  2-Stream RT codes uniformly 876 

underestimate atmospheric heating rates by more than 2 W m
-2

.  They appear to have bias 877 

errors in reflected flux that depend on surface albedo.  2-stream requires some δ-scaling 878 

method with its own source of errors (vii above).  In terms of solar heating errors, the 2-879 

stream errors are comparable to the errors in moving from 1D to 3D RT (B2015).  While 880 

full 3D RT is beyond the capabilities of climate models, multi-stream is clearly not.  The 881 

GFDL and CCCma models can currently use 4-stream RT, and it is likely that 6- or 8-882 

stream RT could be optimized for modern processors and software so as to be affordable.  883 

For example, the 8-stream Fast-J code is being implemented in E3SM for chemistry-884 

climate modeling.  Based on B2015, any of these options would be a significant 885 

improvement for climate modeling.   886 

 ix. Ice clouds, level 1.  The range of approaches to parameterizing ice clouds in current solar 887 

RT codes reflects both the lack of multi-stream capability to resolve the ice crystal 888 

scattering and the fundamental uncertainty in prescribing the mix of crystal habits over 889 

the wide atmospheric range of ice clouds.  With the recent work by Yang and colleagues 890 

(e.g., 2013, 2018) quantifying the scattering, and the better atmospheric data from 891 

Heymsfield and colleagues (e.g., 2017), we are in a position to remove ice-cloud 892 

parameterizations and apply the ice-cloud physics directly to solar RT codes.  Two recent 893 

efforts to do this have been restricted to RRTMG-like codes and thus resorted to 894 

polynomial fits for a 2-stream code.  It is clear that we need a good database for typical 895 

ice clouds that includes the basic physics, like the phase function needed for 4-stream and 896 

higher codes.   897 

 x. Cloud overlap, level 2.  The representation of sub-grid unresolved cloud overlap is 898 

critical in solar heating.  The simplistic averaging of clouds over the grid cell produced 899 

huge errors (+20 W m
-2

 in reflected flux in our case) and was quickly dropped in favor of 900 

more realistic cloud overlap models such as MAX-RAN.  The latest type of cloud 901 

schemes include the successive decorrelation with altitude separation and include EXP-902 

RAN, EXP, and MAX-COR (used here).   All of these decorrelation methods increase the 903 

effective cloud cover and the reflected solar flux.  In our case, MAX-COR has on average 904 

1.4 W m
-2

 greater reflection and less surface absorption, similar to other approaches, 905 

including more exotic approaches (Shonk and Hogan, 2008) that add a second, thinner 906 

extension around the primary cloud.  The range of approaches reflects the basic 907 

uncertainty in mapping climate model cloud data (cloud fraction and cloud water content) 908 

into 3D fields of clouds.  For the 1D, or quasi-1D (Hogan and Bozzo, 2018) RT codes in 909 

climate models, it would be useful to establish some standard, community-wide, satellite-910 

based cloud overlap models (Barker, 2008; Kato et al., 2010; Ham et al., 2015; Bankert et 911 

al., 2015; Tompkins and Giuseppe, 2015) along with a simple ICA generator (e.g., 912 

Prather, 2015) to provide a basis for comparisons.   913 
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 xi. Monte Carlo or other ICA averaging, level 1.  Using cloud quadrature QCAs to average 914 

over ICAs would greatly reduce the numerical noise generated by McICA random 915 

selection.  It is easy to implement in any code, but would increase the computational 916 

costs by a factor of 2.8.  There is a broad interest reducing the stochastic noise in heating 917 

rates, particularly at high resolution (Barker and Li, 2019). 918 

 xii. Ocean surface albedo, level 2.  Use of an interactive ocean surface albedo that depends 919 

on SZA, wind and wavelength would eliminate a latitudinal mean bias of 3 W m
-2

 in 920 

surface absorption.   This easy fix, can be used in RRTMG, and has already been 921 

implemented in the ARPEGE and LMDZ models (Séférian et al., 2018). 922 

 xiii. Photosynthetically Active Radiation, no assessment.  PAR is calculated in Solar-J with 4 923 

downward diffuse streams and no δ-scaling of cloud optical depth, which is notably more 924 

accurate than 2-stream codes where much of the diffuse light is reported as direct beam.  925 

Thus, 2-stream methods have large errors in the diffuse:direct ratio of PAR under clouds 926 

or aerosols.  We estimate that PAR errors are level 2, but a more thorough analysis would 927 

need to couple the direct and diffuse PAR to a land biosphere model to evaluate the errors 928 

in primary productivity (equivalent of W m
-2

).  929 

 930 

  931 
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Figure 1 Monthly zonal mean flux differences (W m-2) as a function of latitude for January 2015 with 

three vertical panels showing reflected, atmospheric absorption, and net surface heating (top down). (a) 

Case study for H2O-gas absorption and clear sky, comparing models with different numbers of infrared 

sub-bins.  Differences are relative to standard Solar-J (SJ).  RRTM refers to the very high-resolution 

(SJ/RRX in Table S1); CLIRAD and LLNL, to the courser resolutions (SJ/CLIRAD and SJ/LLNL).  (b) 

All sky with averaged clouds and no infrared (IR) gas absorption, emphasizing the resolution of cloud 

absorption.  Differences are relative to SJ-66b (high-resolution infrared bins for clouds).  SJ/noIR has 

the standard 9 IR RRTMG bands, and SJ/CLIRAD/noIR has 3.  (c) Averaged liquid-only clouds shown 

for a range of re-scalings of the Mie scattering phase function (HG, δ-0, δ-1, δ-2). These are all 

evaluated within the 8-stream SJ code. Also shown is the difference RRTMG minus SJ/δ1, where much 

of the difference, especially in atmospheric heating, is due to the 2-stream minus 8-stream difference.  

See Table S1 for a complete description of code versions. 

 932 

 933 

  934 
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Figure 2.  (a) UV-Visible region for Solar-J (298-778 nm, 721 W m-2) showing (top) continuum 

spectra for Rayleigh scattering, O3 absorption, O1D production, and ocean surface albedo (OSA, high 

sun, low wind) plus schematic wavelength dependence (arbitrary cross sections) for clouds (dashed 

line) and typical aerosol (dotted).  Rayleigh cross sections have scaled by 107 to be compared with 

those of O3, assuming tropospheric abundance of 100 ppb.   Clouds have no wavelength dependence 

across this region and aerosols are shown for an Angstrom coefficient of 1.  (b) The solar spectrum and 

the wavelength bands used in Solar-J (blue), RRTMG (red) plus the high-resolution-visible version of 

Solar-J/hrv (black dots),   
  935 
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(a) 

 

 

(b) 

 

(c) 

 

 

Figure 3.  (ab) Single scattering albedo (SSA, dimensionless) for water clouds versus wavelength 

(µm), including both (a) ice and (b) liquid water (bottom).  The RRTMG infrared (IR) bins, designated 

#18 through #27 are demarcated by dashed vertical lines with average SSA denoted (large circle with 

cross bar and light-colored fill).   The solar energy (W m-2) in each bin is denoted, and the reflected 

flux (%, red, above flux) for overhead sun, zero surface albedo, and an optically thick ice-water cloud 

is also given.  Average SSA is calculated from a flux-weighted refractive index for each bin assuming 

spherical (Mie) particles, including for ice-water.  The liquid particles have an effective radius of 12 

µm; and the ice particles, 48 µm.  The black squares show values used in SJ/66b, where the resolution 

ranges from 0.05 µm (0.7 to 2.4 µm) to 0.10 µm (2.5 µm to 4.0 µm).  Four thin colored lines plotted on 

top of the ice cloud data are taken from Ping Yang's library (Bi and Yang, 2017) of ice crystal optics 

for droxtals, 8-columns, 10-plates, and small bullet rosettes, all with roughness value of 003).  The Reff 

values of 48 µm correspond to maximum diameters of 112, 312, 738, and 238 µm, respectively. The 

Zhao et al. (2018) new derivation of ice-cloud single scattering albedo for the RRTMG bands is shown 
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as a light cross (X) to compare with the pink/red circles.   (c) Profile of in-cloud rates for stratus 

(optical depth OD=12, liquid water) and cirrus (OD = 2, ice water) from SJ/noIR and SJ/66b (also no 

IR gas absorption by design) for overhead sun and surface albedo of 0.05.  
  936 
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 937 

 938 

 939 

  940 

                     (a)                                                 (b)                                                  (c) 

(i) 

 

(ii) 

(iii) 

(iv) 

Figure 4. Geographic map of model differences in solar heating terms (W m-2) averaged over 31 days 

in January at 00Z (sun over the Dateline), with columns show (a) reflected flux, (b) atmospheric 

absorption and (c) surface absorption. Rows (i), (ii) and (iii) show the errors for δ-0, δ-2 and δ-1, 

respectively, calculated with Solar-J 8-stream scattering relative to the standard Mie phase function, see 

Table 2.  Row (iv) shows the difference, RRTMG minus SJ/δ1.  All calculations use grid-cell averaged 

liquid clouds only.  The green dashed line encloses the region with SZA < 40o.   
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(a) 

 

(b) 

 

(c) 

 
Figure 5.   (a) Zonal mean heating rates (black contour lines, 0.5, 1.0, 1.5 K per day) as a function of 

latitude and height for January 2015 using Solar-J with averaged clouds and no ice water clouds.  Color 

fill (-0.5 to +0.5 K per day color bar, with ±0.025 as white) show the difference RRTMG-SW v4.0 

minus Solar-J.  (b)  Same as (a) except that ice water clouds are included.  (c) Same as (b) except that 

MAX-RAN cloud overlap is used to generate ICAs; and RRTMG uses McICA to sample the ICAs, 

while Solar-J uses QCAs (see text). 
 941 
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(a) 

 

(b) 

 

Figure 6.  Scattering phase function for ice particles (600 nm, Reff = 48 µm) used in Solar-J (T-matrix 

irregular/warm, T-matrix hexagonal/cold) is compared (a) with Mie calculations for liquid and ice water 

spheres and (b) with ice crystal habits from the Yang library (droxtals, 8 columns, 10 plates, and solid 

bullet rosettes) with roughness of 000 (solid), 003 (dashed) and 050 (dotted).  The coefficients of the 

Legendre polynomials (PL, L=0:7, as used in Solar-J) derived from a fit to the full phase function are 

divided by 2L+1.  The Henyey-Greenstein extension of the phase function using the asymmetry 

parameter g (value shown at L=1) shows a reasonable approximation to the Mie phase functions, but not 

those for ice crystals.  The T-matrix hexagonal/cold phase function is similar to 3 of the 4 habits shown 

here, but they all differ from the '10 plates' habit (except for roughness 050). The 10 plates habit has the 

most asymmetric shape with a maximum length to effective diameter ratio of 7.5 (vs 1.0 for a sphere).   
 943 
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Figure 7.  Zonal mean error (mean and rms in W m-2) for fixed ocean surface albedo (OSA) versus 

interactive OSA that depends on wavelength, incident angle and wind.  
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Table 1. Errors in the three primary components of the solar radiation budget (reflected sunlight, 

atmospheric absorption, surface absorption in W m-2) for a range of approximations in the 

radiative transfer models.   

row  models 
error being 

estimated  

mean difference            rms difference 

(W m-2)                          (W m-2) 

   refl. atm. surf. refl. atm. surf. 

Spectroscopy errors for infrared and visible gas absorption with clear sky  

R1 B1 – B0 SJ/CLIRAD v. SJ  +0.94 -5.68 +4.73 1.4 8.4 7.0 

R2 B2 – B0 SJ/LLNL v. SJ +0.53 -7.66 +7.13 1.2 12.0 11.0 

R3 B3 – B0 SJ/RRX v. SJ +0.03 -0.24 +0.21 0.0 0.4 0.3 

R4 RR0 - B0 AER4.0 v. SJ +1.30 -0.47 -0.82 1.9 0.8 1.4 

R5 B4 − B0 SJ/hrv v. SJ +0.34 -0.46 +0.12 - - - 

R6 B5 − B0 SJ/2S vs SJ   +0.31 -0.53 +0.22 0.4 0.4 0.2 

Wavelength resolution of cloud absorption (MAX-COR overlap and QCAs, no IR gas absorption) 

R7 C1 – C0 
SJ/CLIRAD v. 

SJ/66b  
-2.14 +3.85 -1.70 8.7 10.4 3.1 

R8 C2 – C0 SJ/RRTM v. SJ/66b -1.14 +1.68 -0.51 2.2 3.2 1.1 

Scattering phase function errors for HG and δ-scaling using grid-cell averaged only liquid water clouds.  

Also differences between RRTMG-SW v4.0 and Solar-J using δ-1 scaling. The sum of the 3 principal 

components may not equal zero because of round-off or small differences in incident flux (not shown) 

due to the vertical sub-layers for clouds in SJ.  The Rayleigh case below R17 was done with clear sky. 

R9 Mh–M0 SJ/HG v. SJ (Mie) -0.05 +0.14 -0.09 0.8 0.6 0.6 

R10 M1–M0 SJ/δ0 v. SJ (Mie) -0.26 -0.22 +0.44 5.6 1.2 5.1 

R11 M2–M0 SJ/δ1 v. SJ (Mie)  -0.33 +0.23 +0.07 1.4 1.0 2.2 

R12 M3–M0 SJ/δ2 v. SJ (Mie)  -0.32 +0.05 +0.23 2.8 0.5 3.1 

R13 M4–M0 SJ/δ1/2S v. SJ/δ1 -0.68 -1.74 +2.42 3.5 2.7 5.0 

R14 RR2-M0 AER4.0 v SJ -1.14 -0.82 +1.88 3.0 1.7 4.1 

R15 RR2-M2 AER4.0 v. SJ/δ1 -0.81 -1.05 +1.82 2.4 1.7 3.6 

R16 RR2-M4 AER4.0 v. SJ/δ1/2S -0.13 +0.69 -0.61 3.3 1.4 3.2 

R17 MR –B0 Isotropic Rayl. v. SJ -0.01 +0.01 0.00 0.0 0.1 0.0 

R18 MI– D0 
SJ/δ1ice v. SJ, QCA, 

MAX-COR overlap 
-0.02 +0.01 +0.01 0.8 0.5 0.5 

Cloud Overlap Algorithm.  Solar-J with QCAs for both MAX-RAN and MAX-COR overlap.  

RRTMG-SW v4.0 run with McICA for MAX-RAN cloud overlap.  See note above small 

differences in incident flux. 

R19 D1 – D0 

SJ: MAX-RAN v. 

MAX-COR, both 

QCA  

-1.35 -0.06 +1.41 7.9 1.0 8.6 

R20 RR1-M5 
AER4.0 v. SJ  

(avg cld w/ice) 
-0.38 -2.67 +2.97 4.4 5.9 6.1 

R21 RR3–D1 

AER4.0 (McICA) v. 

SJ (QCA)  

(both MAX-RAN) 

-2.10 -2.36 +4.41 18.5 5.9 20.5 

Ocean Surface Albedo (Solar-J with MAX-COR overlap and QCAs) 

R22 O1−O0 
SJ:OSA constant v. 

angle dependent 
+0.68 +0.16 -0.84 4.7 0.4 5.1 
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Spherical errors from Prather and Hsu (2019) include changes in incident flux, which was not included 

in the above comparisons that used the same model (spherical or flat) in each comparison. Comparisons 

R23-R25 use Solar-J with all clouds, MAX-COR overlap and QCAs. 

   incid. refl. atm. surf.   

R23  SJ : spherical v. flat +1.55 +0.68 +0.46 +0.41   

R24  SJ: refraction v. flat +1.94 +0.83 +0.53 +0.58   

R25  SJ: geometric v. flat +2.50 +1.02 +0.86 +0.62   

Notes:  See methods section Table-S2 for description of each of the pairs of simulations noted in 

column two.  Global-mean area-weighted differences are averaged over January 2015 (744 hourly 

data) with root mean square differences accumulated hourly.  All results use the UCI CTM and 

the T159L60 (~1.1º x 1.1º) ECMWF forecast fields developed by U. Oslo from the Open-IFS 

system (Søvde et al., 2012; Prather et al., 2017).  
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Table 2.  Parameters (scaling factor f, asymmetry factor g*, scattering optical depth τ*sca) for 

different delta-M scaling methods.  This example assumes liquid water cloud (Reff = 12 μm, 

wavelength = 600 nm, ω0 = 0.99999).  The Mie phase function is truncated after P7.  The Henyey-

Greenstein phase function is expanded to P7 is using only the first asymmetry term of the Mie 

phase function.  The δ-0, δ-1 and δ-2 phase functions include at most P0 and P1.  All of these SJ 

variants use 8-stream scattering. 

P(Θ) = 1 + g1 x 3 P1(cos(Θ)) + g2 x 5 P2(cos(Θ)) + g3 x 7 P3(cos(Θ)) + … + g7 x15 P7(cos(Θ)) 

PMie(Θ) = 1 + 0.865 x 3 P1(cos(Θ)) + 0.795 x 5 P2(cos(Θ)) + … + 0.507 x15 P7(cos(Θ)) 

PHG(Θ) = 1 + 0.865 x 3 P1(cos(Θ)) + 0.748 x 5 P2(cos(Θ)) + … + 0.362 x15 P7(cos(Θ)) 

Method f g* = (g1 – f )/(1–f) τ*sca/τsca = 1–f notes 

δ-0 (isotropic) g1 = 0.865 0 0.135 gn=0, n≥1 

δ-1 g1
 2= 0.748 0.464 0.253 gn=0, n≥2 

δ-2 g2 = 0.795 0.342 0.205 gn=0, n≥2 

  948 



revised manuscript submitted to Journal of Advances in Modeling Earth Systems 

 

 949 

 950 

Data Availability Statement 951 

 952 

Dataset, Solar-J source code, and scripts for generating figures and tables are concurrently 953 

available to DRYAD University of California, Irvine with DOI 954 

https://doi.org/10.7280/D1PQ3W.  955 

 956 

Acknowledgements. We thank the two anonymous reviewers for their considerable and helpful 957 

critique that helped us significantly improve the paper.  This work was developed with support 958 

from the US Department of Energy, Office of Science, Biological and Environmental Research 959 

Program (award DE-SC0012536); Lawrence Livermore National Laboratory (subcontract 960 

B628407) under the E3SM project; and the NASA Modeling, Analysis and Prediction program 961 

(award NNX13AL12G).  962 

 963 

References 964 

 965 

Baek, S., & Bae, S. Y. (2018). New optical properties of ice crystals for multiclass cloud 966 

microphysics. Journal of Advances in Modeling Earth Systems, 10, 2971– 2982. 967 

https://doi.org/10.1029/2018MS001398. 968 

Bailey, M., J. Hallett (2009). A Comprehensive Habit Diagram for Atmospheric Ice Crystals: 969 

Confirmation from the Laboratory, AIRS II, and Other Field Studies. J. Atmos. Sci., 66 (9): 970 

2888–2899, doi: 10.1175/2009JAS2883.1 971 

Bankert, R.L., and J.E. SolBrig (2015). Cluster Analysis of A-Train Data: Approximating the 972 

Vertical Cloud Structure of Oceanic Cloud Regimes. Journal Applied Meteorology and 973 

Climatology, 54: 996-1008, doi.org:10.1175/JAMC-D-14-0227.1 974 

Barker, H. W. (2008). Representing cloud overlap with an effective decorrelation length: An 975 

assessment using CloudSatand CALIPSO data. Journal of Geophysical Research-976 

Atmospheres.,113, D24205, doi:10.1029/2008JD010391. 977 

Barker, H.W., S. Kato, T. Wehr (2012). Computation of Solar Radiative Fluxes by 1D and 3D 978 

Methods Using Cloudy Atmospheres Inferred from A-train Satellite Data. Surv Geophys, 979 

33:657–676, DOI 10.1007/s10712-011-9164-9. 980 

Barker, H. W., J. N. S. Cole, J. Li, B. Yi, and P. Yang (2015). Estimation of Errors in Two-981 

Stream Approximations of the Solar Radiative Transfer Equation for Cloudy-Sky 982 

Conditions. J. Atmos. Sci., 72, 4053–4074, https://doi.org/10.1175/JAS-D-15-0033.1. 983 

Barker, H.W. and J. Li (2019). Accelerating radiative transfer calculations for high-resolution 984 

atmospheric models. Q J R Meteorol Soc. 2019;145:2046–2069.  985 

Barker, H.W., Cole, J.N.S., Morcrette, J.-J., Pincus, R., Raisanen, P., von Salzen, K. and 986 

Vaillancourt, P.A. (2008). The Monte Carlo independent column approximation: an 987 

assessment using several global atmospheric models. Quarterly Journal of the Royal 988 

Meteorological Society, 134, 1463–1478. 989 

Baum, B.A.,, Yang, P., Heymsfield, A.J.,, Platnick, S., King, M.D., Hu, Y.X., Bedka, S.T. 990 

(2005) Bulk scattering properties for the remote sensing of ice clouds. 2: Narrowband 991 

models. J Appl Meteorol. Dec; 2005 44(12):1896–1911.   992 



revised manuscript submitted to Journal of Advances in Modeling Earth Systems 

 

Baum, B.A., Yang, P., Heymsfield, A.J., Schmitt, C., Xie, Y., Bansemer, A., Hu, Y.X., Zhang, 993 

Z., 2011. Improvements to shortwave bulk scattering and absorption models for the remote 994 

sensing of ice clouds. J. Appl. Meteorol. Climatol. 50, 1037–1056. 995 

Bergman, J. W., and P. J. Rasch (2002). Parameterizing vertically coherent cloud distributions, J. 996 

Atmos. Sci., 59, 2165– 2182. 997 

Bi, L., Yang, P., (2017). Improved ice particle optical property simulations in the ultraviolet to 998 

far-infrared regime. J. Quant. Spect. and Radiative Transfer, 189: 228-237. 999 

Bian, H. S., & Prather, M. J. (2002). Fast-J2: Accurate simulation of stratospheric photolysis in 1000 

global chemical models. Journal of Atmospheric Chemistry, 41(3), 281-296.  1001 

Boucher, O. (1998). On aerosol direct shortwave forcing and the Henyey-Greenstein phase 1002 

function. Journal of the Atmospheric Sciences, 55(1), 128-134. 1003 

Briegleb, B. P. (1992). Delta-Eddington Approximation for Solar-Radiation in the Ncar 1004 

Community Climate Model. Journal of Geophysical Research-Atmospheres, 97(D7), 7603-1005 

7612. 1006 

Chandrasekhar, S. (1950), Radiative Transfer, Oxford U. Press, 393 pp. 1007 

Chou, M.-D. and Suarez, M.J. (1999).  A Solar Radiation Parameterization (CLIRAD-SW) 1008 

Developed at Goddard Climate and Radiation Branch for Atmospheric Studies. NASA 1009 

Technical Memorandum NASA/TM-1999-104606, Vol. 15, 48 pp. 1010 

Clough, S. A., Shephard, M. W., Mlawer, E., Delamere, J. S., Iacono, M., Cady-Pereira, K., et al. 1011 

(2005). Atmospheric radiative transfer modeling: a summary of the AER codes. Journal of 1012 

Quantitative Spectroscopy and Radiative Transfer, 91(2), 233-244. 1013 

Coakley, J.A., and P. Chylek (1975) The Two-Stream Approximation in Radiative Transfer: 1014 

Including the Angle of the Incident Radiation, J. Atmos. Sci. (1975) 32 (2): 409–418. 1015 

Di Giuseppe, F., & Tompkins, A. M. (2015). Generalizing Cloud Overlap Treatment to Include 1016 

the Effect of Wind Shear. Journal of the Atmospheric Sciences, 72(8), 2865-2876. 1017 

Edwards, J.M. and Slingo, A. (1996), Studies with a flexible new radiation code. I: Choosing a 1018 

configuration for a large‐scale model. Q.J.R. Meteorol. Soc., 122: 689-719. 1019 

doi:10.1002/qj.49712253107 1020 

Etminan, M., Myhre, G., Highwood, E. J., & Shine, K. P. (2016). Radiative forcing of carbon 1021 

dioxide, methane, and nitrous oxide: A significant revision of the methane radiative forcing. 1022 

Geophysical Research Letters, 43(24), 12614-12623. 1023 

Fang, T. M., Wofsy, S. C., & Dalgarno, A. (1974). Opacity Distribution Functions and 1024 

Absorption in Schumann-Runge Bands of Molecular-Oxygen. Planetary and Space Science, 1025 

22(3), 413-425.  1026 

Franklin, C. N., Z. Sun, D. Bi, M. Dix, H. Yan, and A. Bodas-Salcedo (2013), Evaluation of 1027 

clouds in ACCESS using the satellite simulator package COSP: Global, seasonal, and 1028 

regional cloud properties, J. Geophys. Res. Atmos., 118, 732–748, doi: 1029 

10.1029/2012JD018469. 1030 

Fu, Q. (1996). An Accurate Parameterization of the Solar Radiative Properties of Cirrus Clouds 1031 

for Climate Models, Journal of Climate, 9, 2058–2082.  1032 

Goody, R., West, R., Chen, L., & Crisp, D. (1989). The correlated‐k method for radiation 1033 

calculations in nonhomogeneous atmospheres, J. Q. S. R. T., 42(6), 539–550. 1034 

Grant, K. E., & Grossman, A. S. (1998). Description of a Solar Radiative Transfer Model for Use 1035 

in LLNL. Climate and Atmospheric Chemistry Studies. UCRL-ID(129949), 17 pp.  1036 

Hall, S.R., K. Ullmann, M.J. Prather, C.M. Flynn, L.T. Murray, A.M. Fiore, G. Correa, S.A. 1037 

Strode, S.D. Steenrod, J.F. Lamarque, J. Guth, B. Josse, J. Flemming, V. Huijnen, N.L. 1038 



revised manuscript submitted to Journal of Advances in Modeling Earth Systems 

 

Abraham, and A.T. Archibald (2018), Cloud impacts on photochemistry: building a 1039 

climatology of photolysis rates from the Atmospheric Tomography mission. Atmospheric 1040 

Chemistry and Physics. 18(22):16809-16828. https://doi.org/10.5194/acp-18-16809-2018 1041 

Ham, S.-H., S. Kato, H. W. Barker, F. G. Rose, & S. Sun-Mack (2015). Improving the modelling 1042 

of short-wave radiation through the use of a 3D scene construction algorithm. Quarterly 1043 

Journal of the Royal Meteorological Society, 141: 1870–1883, doi:10.1002/qj.2491. 1044 

Harshvardhan and M. D. King (1993), Comparative Accuracy of Diffuse Radiative Properties 1045 

Computed Using Selected Multiple Scattering Approximations. J. Atmos. Sci., 50, 247–259, 1046 

https://doi.org/10.1175/1520-0469(1993)050<0247:CAODRP>2.0.CO;2. 1047 

Heymsfield, A. J., M. Kraemer, A. Luebke, P. Brown, et al., (2017). Cirrus clouds. Ice 1048 

Formation and Evolution in Clouds and Precipitation: Measurement and Modeling 1049 

Challenges. Meteorological Monographs., doi:10.1175/AMSMONOGRAPHS-D-16-1050 

0010.1. 1051 

Heymsfield, A. J., C. Schmitt, and A. Bansemer (2013), Ice cloud particle size distributions and 1052 

pressure-dependent terminal velocities from in situ observations at temperatures from 0 1053 

degrees to-86 degrees C, J. Atmos. Sci., 70, 4123–4154. 1054 

Heymsfield, A. J., Matrosov, S., & Baum, B. (2003). Ice water path-optical depth relationships 1055 

for cirrus and deep stratiform ice cloud layers. Journal of Applied Meteorology, 42, 1369-1056 

1390. 1057 

Hogan, R. J., S. A. K.Schäfer, C. Klinger,  J. C. Chiu, and B. Mayer (2016), Representing 3-D 1058 

cloud radiation effects in two-stream schemes: 2. Matrix formulation and broadband 1059 

evaluation, J. Geophys. Res. Atmos., 121, 8583–8599, doi:10.1002/2016JD02487. 1060 

Hogan, R.J. and A.J. Illingworth (2000) Deriving cloud overlap statistics from radar. Quarterly 1061 

Journal of the Royal Meteorological Society 126 (569), 2903-2909. 1062 

Hogan, R. J., and A. Bozzo (2018). A Flexible and Efficient Radiation Scheme for the ECMWF 1063 

Model. Journal of Advances in Modeling Earth Systems, 10(8), 1990-2008. 1064 

Holz, R. E., Platnick, S., Meyer, K., Vaughan, M., Heidinger, A., Yang, P., Wind, G., Dutcher, 1065 

S., Ackerman, S., Amarasinghe, N., Nagle, F., and Wang, C. (2016) Resolving ice cloud 1066 

optical thickness biases between CALIOP and MODIS using infrared retrievals, Atmos. 1067 

Chem. Phys., 16, 5075–5090, https://doi.org/10.5194/acp-16-5075-2016, 2016.  1068 

Hsu, J., Prather, M. J., Cameron-Smith, P., Veidenbaum, A., & Nicolau, A. (2017). A radiative 1069 

transfer module for calculating photolysis rates and solar heating in climate models: Solar-J 1070 

v7.5. Geoscientific Model Development, 10(7), 2525-2545.  1071 

Jin, Z. H., Qiao, Y. L., Wang, Y. J., Fang, Y. H., & Yi, W. N. (2011). A new parameterization of 1072 

spectral and broadband ocean surface albedo. Optics Express, 19(27), 26429-26443.  1073 

Jin, Z., Charlock, T. P., Smith, W. L., and Rutledge, K. (2004), A parameterization of ocean 1074 

surface albedo, Geophys. Res. Lett., 31, L22301, doi:10.1029/2004GL021180. 1075 

Joseph, J. H., Wiscombe, W. J., & Weinman, J. A. (1976). Delta-Eddington Approximation for 1076 

Radiative Flux-Transfer. Journal of the Atmospheric Sciences, 33(12), 2452-2459. 1077 

Kärcher, B. Dörnbrack A, Sölch I. (2014). Supersaturation variability and cirrus ice crystal size 1078 

distributions. Journal of Atmospheric Sciences, 71: 2905 – 2926. 1079 

Kato, S., S. Sun-Mack, W. F. Miller, F. G. Rose, Y. Chen, P. Minnis, & B. A. Wielicki (2010). 1080 

Relationships among cloud occurrence frequency, overlap, and effective thickness derived 1081 

from CALIPSO and CloudSat merged cloud vertical profiles. Journal of Geophysical 1082 

Research-Atmospheres., 115 D00H28, doi:10.1029/2009JD012277. 1083 



revised manuscript submitted to Journal of Advances in Modeling Earth Systems 

 

King, M.D., and Harshvardhan (1986) Comparative Accuracy of Selected Multiple Scattering 1084 

Approximations, J. Atmos. Sci. (1986) 43 (8): 784–801.  1085 

Lacis, A. A., & Oinas, V. (1991). A Description of the Correlated Kappa-Distribution Method 1086 

for Modeling Nongray Gaseous Absorption, Thermal Emission, and Multiple-Scattering in 1087 

Vertically Inhomogeneous Atmospheres. Journal of Geophysical Research-Atmospheres, 1088 

96(D5), 9027-9063 1089 

Li, J., & Ramaswamy, V. (1996). Four-stream spherical harmonic expansion approximation for 1090 

solar radiative transfer. Journal of the Atmospheric Sciences, 53(8), 1174-1186.  1091 

Li, J., H. Barker, P. Yang, and B. Yi (2015), On the aerosol and cloud phase function expansion 1092 

moments for radiative transfer simulations, J. Geophys. Res. Atmos., 120, 12,128–12,142, 1093 

doi: 10.1002/2015JD023632. 1094 

Li, J., Scinocca, J., Lazare, M., McFarlane, N., von Salzen, K., & Solheim, L. (2006). Ocean 1095 

surface albedo and its impact on radiation balance in climate models. Journal of Climate, 1096 

19(24), 6314-6333. 1097 

Lin, Z. Y., Chen, N., Fan, Y. Z., Li, W., Stamnes, K., & Stamnes, S. (2018). New Treatment of 1098 

Strongly Anisotropic Scattering Phase Functions: The Delta-M plus Method. Journal of the 1099 

Atmospheric Sciences, 75(1), 327-336. 1100 

Liou, K.-N. (1974) Analytic Two-Stream and Four-Stream Solutions for Radiative Transfer, J. 1101 

Atmos. Sci. 31: 1473-1475. 1102 

Logan, J. A., Prather, M. J., Wofsy, S. C., & Mcelroy, M. B. (1978). Atmospheric Chemistry - 1103 

Response to Human Influence. Philosophical Transactions of the Royal Society a-1104 

Mathematical Physical and Engineering Sciences, 290(1367), 187-234. D-10-05001.1 1105 

Lu, P., H. Zhang, J., Li (2011). Correlated k-Distribution Treatment of Cloud Optical Properties 1106 

and Related Radiative Impact. Journal Atmos. Sci, 68: 2671-2688   DOI: 10.1175/JAS-D-1107 

10-05001.1 1108 

Meador, W. E., and W. R. Weaver (1980) Two-Stream Approximations to Radiative Transfer in 1109 

Planetary Atmospheres: A Unified Description of Existing Methods and a New 1110 

Improvement, J. Atmos. Sci. (1980) 37 (3): 630–643. 1111 

Mishchenko, M. I., Videen, G., Babenko, V. A., Khlebtsov, N. G., and Wriedt, T.(2004) T-1112 

matrix theory of electromagnetic scattering by particles and its applications: a 1113 

comprehensive reference database, J. Quant. Spectrosc. Rad., 88, 357–406.  1114 

Mishchenko, M. I., Zakharova, N. T., Khlebtsov, N. G., Videen, G., & Wriedt, T. (2016). 1115 

Comprehensive thematic T-matrix reference database: A 2014-2015 update. Journal of 1116 

Quantitative Spectroscopy & Radiative Transfer, 178, 276-283.  1117 

Mlawer, E. J., Payne, V. H., Moncet, J. L., Delamere, J. S., Alvarado, M. J., & Tobin, D. C. 1118 

(2012). Development and recent evaluation of the MT_CKD model of continuum 1119 

absorption. Philosophical Transactions of the Royal Society a-Mathematical Physical and 1120 

Engineering Sciences, 370(1968), 2520-2556. 1121 

Mlawer, E. J., Taubman, S. J., Brown, P. D., Iacono, M. J., & Clough, S. A. (1997). Radiative 1122 

transfer for inhomogeneous atmospheres: RRTM, a validated correlated-k model for the 1123 

longwave. Journal of Geophysical Research-Atmospheres, 102(D14), 16663-16682. 1124 

Myhre, G., D. Shindell, F.-M. Bréon, W. Collins, J. Fuglestvedt, J. Huang, D. Koch, J.-1125 

Lamarque, D. Lee, B. Mendoza, T. Nakajima, A. Robock, G. Stephens, T. Takemura & H. 1126 

Zhang (2013). Anthropogenic and Natural Radiative Forcing. In: Climate Change 2013: The 1127 

Physical Science Basis. Contribution of Working Group I to the Fifth Assessment Report of 1128 



revised manuscript submitted to Journal of Advances in Modeling Earth Systems 

 

the Intergovernmental Panel on Climate Change [Stocker, T.F., et al., eds.]. Cambridge 1129 

University Press, Cambridge, UK.  1130 

 S. Neu, J. L.  and M. J. Prather (2012), Toward a more Naud, C.M., A. Del Genio, G.G. Mace,1131 

physical representation of precipitation scavenging in global chemistry models: cloud 1132 

overlap and ice physics and their impact on tropospheric ozone, Atmos. Chem. Phys., 12, 1133 

3289-3310, doi:10.5194/acp-12-3289-2012. 1134 

Neu, J. L., Prather, M. J., & Penner, J. E. (2007). Global atmospheric chemistry: Integrating over 1135 

fractional cloud cover. Journal of Geophysical Research-Atmospheres, 112(D11), D11306.  1136 

Olson, J., M. Prather, et al. (20 authors) (1997). Results from the IPCC photochemical model 1137 

intercomparison (PhotoComp), Journal of geophysical Research-Atmospheres, 102, 5979-1138 

5991. 1139 

Oreopoulos, L., Lee, D., Sud, Y. C., & Suarez, M. J. (2012). Radiative impacts of cloud 1140 

heterogeneity and overlap in an atmospheric General Circulation Model. Atmospheric 1141 

Chemistry and Physics, 12(19), 9097-9111.  1142 

Paynter, D., & Ramaswamy, V. (2014). Investigating the impact of the shortwave water vapor 1143 

continuum upon climate simulations using GFDL global models. Journal of Geophysical 1144 

Research-Atmospheres, 119(18), 10720-10737. <Go to ISI>://000344052800007. 1145 

PhotoComp (2010). Chapter 6 in  SPARC CCMVal Report on Evaluation of Chemistry-Climate 1146 

Models (V. Eyring, T. G. Shepherd, D. W. Waugh, eds.), SPARC Report No. 5, WCRP-1147 

30/2010, WMO/TD – No. 40.  https://www.spar-climate.org/publications/sparc-reports/. 1148 

Pincus, R., and B. Stevens (2013), Paths to accuracy for radiation parameterizations in 1149 

atmospheric models, J. Adv. Model. Earth Syst., 5, 225–233, doi:10.1002/jame.20027.--- 1150 

Pincus, R., Barker, H. W., & Morcrette, J. J. (2003). A fast, flexible, approximate technique for 1151 

computing radiative transfer in inhomogeneous cloud fields. Journal of Geophysical 1152 

Research-Atmospheres, 108(D13).  1153 

Pincus, R., Hannay, C., Klein, S. A., Xu, K. M., & Hemler, R. (2005). Overlap assumptions for 1154 

assumed probability distribution function cloud schemes in large-scale models. Journal of 1155 

Geophysical Research-Atmospheres, 110(D15).  1156 

Pincus, R., Mlawer, E. J., & Delamere, J. S. (2019). Balancing accuracy, efficiency, and 1157 

flexibility in radiation calculations for dynamical models. Journal of Advances in Modeling 1158 

Earth Systems, 11, https://doi.org/10.1029/2019MS001621. toolbox RTE-RRTMGP 1159 

Pincus, R., Mlawer, E. J., Oreopoulos, L., Ackerman, A. S., Baek, S., Brath, M., et al. (2015). 1160 

Radiative flux and forcing parameterization error in aerosol-free clear skies. Geophysical 1161 

Research Letters, 42(13), 5485-5492.  1162 

Platnick S, Meyer K, King MD, et al. (2017) The MODIS cloud optical and microphysical 1163 

products: Collection 6 updates and examples from Terra and Aqua, IEEE Trans Geosci 1164 

Remote Sens. 2017 January ; 55(1): 502–525. doi:10.1109/TGRS.2016.2610522. 1165 

Prather, M. J. (2015). Photolysis rates in correlated overlapping cloud fields: Cloud-J 7.3c. 1166 

Geoscientific Model Development, 8(8), 2587-2595. 1167 

Prather, M. J., and J. Hsu (2010), Coupling of Nitrous Oxide and Methane by Global 1168 

Atmospheric Chemistry, Science, 330, 952-954. 1169 

Prather, M.J.,  Xin Zhu, Clare M. Flynn, Sarah A. Strode, Jose M. Rodriguez, Stephen D. 1170 

Steenrod, Junhua Liu, Jean-Francois Lamarque, Arlene M. Fiore, Larry W. Horowitz, 1171 

Jingqiu Mao, Lee T. Murray, Drew T. Shindell, & Steven C. Wofsy (2017). Global 1172 

Atmospheric Chemistry – Which Air Matters. Atmos. Chem. Phys., 17(14), 9081-9102, doi: 1173 

10.5194/acp-17-9081-2017. 1174 



revised manuscript submitted to Journal of Advances in Modeling Earth Systems 

 

Prather, M.J., & J.C. Hsu (2019). A round Earth for climate models. P.N.A.S., 116 (39) 19330-1175 

19335; https://doi.org/10.1073/pnas.1908198116.   1176 

Radel, G., K.P. Shine, and I.V. Ptashnik (2015) Global radiative and climate effect of the water 1177 

vapour continuum at visible and near-infrared wavelengths, Q. J. R. Meteorol. Soc. 141: 1178 

727–738, April 2015 A DOI:10.1002/qj.2385 1179 

Räisänen, P. (2002). Two-stream approximations revisited: A new improvement and tests with 1180 

GCM data. Q. J. R. Meteorol. Soc., 128, pp. 2397–2416 doi: 10.1256/qj.01.161.  1181 

Räisänen, P., Barker, H. W., Khairoutdinov, M. F., Li, J., & Randall, D. A. (2004). Stochastic 1182 

generation of subgrid-scale cloudy columns for large-scale models. Quarterly Journal of the 1183 

Royal Meteorological Society, 130, 2047–2067. 1184 

Séférian, R., Baek, S., Boucher, O., Dufresne, J.-L., Decharme, B., Saint-Martin, D., & Roehrig, 1185 

R (2018). An interactive ocean surface albedo scheme (OSAv1.0): formulation and 1186 

evaluation in ARPEGE-Climat (V6.1) and LMDZ (V5A). Geoscientific Model 1187 

Development, 11, 321–338, https://doi.org/10.5194/gmd-11-321-2018, 2018. 1188 

Shonk, J. K. P., & Hogan, R. J. (2008). Tripleclouds: An efficient method for representing 1189 

horizontal cloud inhomogeneity in 1D radiation schemes by using three regions at each 1190 

height. Journal of Climate, 21, 2352–2370. 1191 

Shonk, J.K.P. and Hogan, R.J. (2010), Effect of improving representation of horizontal and 1192 

vertical cloud structure on the Earth's global radiation budget. Part II: The global effects. 1193 

Q.J.R. Meteorol. Soc., 136: 1205-1215. doi:10.1002/qj.646 1194 

Shonk, J.K.P., Hogan, R.J., Edwards, J.M. and Mace, G.G. (2010), Effect of improving 1195 

representation of horizontal and vertical cloud structure on the Earth's global radiation 1196 

budget. Part I: Review and parameterization. Q.J.R. Meteorol. Soc., 136: 1191-1204. 1197 

doi:10.1002/qj.647 1198 

Søvde, O.A., M. J. Prather, I. S. A. Isaksen, T. K. Berntsen, F. Stordal, X. Zhu, C. D. Holmes, & 1199 

J. Hsu (2012). The chemical transport model Oslo CTM3. Geoscientific Model 1200 

Development, 5, 1441-1469, doi:10.5194/gmd-5-1441-2012. 1201 

Spurr, R. & V.Natraj (2011). A linearized two-stream radiative transfer code for fast 1202 

approximation of multiple-scatter fields, Journal of Quantitative Spectropscoy, 1203 

112(2011)2630–2637. 1204 

Szépszó, G.V. Sinclair, G. Carver, Using the ECMWF OpenIFS model and state-of-the art 1205 

training techniques in meteorological education. Adv. Sci. Res. 16, 39–47 (2019). 1206 

Taylor, J.P., Edwards, J.M., Glew, M.D., Hignett, P. and Slingo, A. (1996), Studies with a 1207 

flexible new radiation code. II: Comparisons with aircraft short‐wave observations. Q.J.R. 1208 

Meteorol. Soc., 122: 839-861. doi:10.1002/qj.49712253204 1209 

Thornberry, T. D., A. W. Rollins,M. A. Avery, S. Woods, R. P. Lawson,T. V. Bui, & R.-S. Gao 1210 

(2017). Ice water content-extinction relationships and effective diameter for TTL cirrus 1211 

derived from in situ measurements during ATTREX 2014. Journal of geophysical Research-1212 

Atmospheres.,122, 4494–4507, doi:10.1002/2016JD025948. 1213 

Tompkins, A. M. & F. Di Giuseppe (2015). An Interpretation of Cloud Overlap Statistics. 1214 

Journal of the Atmospheric Sciences, 72(8), 2877-2889.  1215 

Tompkins, A.M. & F. Di Giuseppe (2007).  Generalizing cloud overlap treatment to include 1216 

solar zenith angle effects on cloud geometry. Journal of Atmospheric Sciences., 64, 2116–1217 

2125, doi:10.1175/JAS3925.1 1218 



revised manuscript submitted to Journal of Advances in Modeling Earth Systems 

 

Wild, O., Zhu, X., & Prather, M. J. (2000). Fast-J: Accurate simulation of in- and below-cloud 1219 

photolysis in tropospheric chemical models. Journal of Atmospheric Chemistry, 37(3), 245-1220 

282. 1221 

Wiscombe, W. J. (1977). Delta-M Method - Rapid yet Accurate Radiative Flux Calculations for 1222 

Strongly Asymmetric Phase Functions. Journal of the Atmospheric Sciences, 34(9), 1408-1223 

1422.  1224 

Wiscombe, W.J. and G. W. Grams, 1976: The backscattered fraction in two-stream 1225 

approximations. J. Atmos. Sci., 33, 2440–2451. 1226 

Wood, R. (2012).  Stratocumulus Clouds. Monthly Weather Review, 140, 2373–2423. 1227 

Yang, P., Bi, L., Baum, B. A., Liou, K.-N., Kattawar, G., Mishchenko, M., & Cole, B. (2013). 1228 

Spectrally consistent scattering, absorption, and polarization properties of atmospheric ice 1229 

crystals at wavelengths from 0.2 to 100 μm. Journal of the Atmospheric Sciences, 70(1), 1230 

330–347. doi: 10.1175/JAS-D-12-039.1 1231 

Yang, P., Hioki, S., Saito, M., Kuo, C. P., Baum, B. A., & Liou, K. N. (2018). A Review of Ice 1232 

Cloud Optical Property Models for Passive Satellite Remote Sensing. Atmosphere, 9(12). 1233 

Zhao, Wenjie & Peng, Yiran & Wang, Bin & Yi, Bingqi & Lin, Yanluan & Li, Jiangnan. (2018). 1234 

Comparison of three ice cloud optical schemes in climate simulations with community 1235 

atmospheric model version 5. Atmospheric Research. 204. 10.1016/j.atmosres.2018.01.004.  1236 

 1237 



 

 

1 

 

 1 

2 

3 

4 

5 

6 

7 

8 

9 

10 
Methods 11 
Figures S1 to S4 12 
Tables S1 to S3 13 
 14 

15 

 16 

Solar-J is based on Cloud-J (Prather, 2015) and has a long history of modeling and testing 17 

photolysis rates) for wavelengths 180-800 nm, which includes photolysis of O3 and NO3 18 

in the 400-800 nm range (e.g., Olson et al, 1997; Photo Comp, 2010).  For Solar-J, we 19 

adjusted the visible wavelength bands and adopted the RRTMG-SW spectral code for the 20 

infrared (see H2017).  For wavelengths > 778 nm SJ simply takes the RR model.  Since 21 

v7.5, SJ has shifted a wavelength boundary, 345-412-778 nm to 345-485-778 nm, to 22 

better separate the Rayleigh scattering region (345-485 nm) from the Chappuis ozone 23 

absorption (485-778 nm).  We use the g-point sub-bins as specified for the 9 IR bands 24 

and as adapted to our last visible band (485-778 nm). In some test cases using alternative 25 

spectral models LLNL and CLIRAD, we have further reduced this latter band to 485-700 26 

nm to match the IR bands of these two models.  27 

 28 

The solar heating codes Solar-J and RRTMG-SW are included as modules within the UC 29 

Irvine chemistry-transport model (UCI CTM, Prather et al., 2017).  The UCI CTM is 30 

coupled with meteorological fields from the European Centre Integrated Forecast System, 31 

open IFS cycle 38r1 run at T159N80L60 using the native Gaussian grid for atmospheric 32 

physics (about 1.1° horizontal with 60 layers).  We take the archived 3-hour averages of 33 

the atmospheric column data: pressure on the layer edges; temperature, water vapor, 34 

cloud fraction, cloud liquid water content, cloud ice water content in each layer.  A 35 



 

 

2 

 

standard ozone climatology is used.  Cloud effective radii (liquid and ice) and scattering 36 

phase function are as specified in the CTM photolysis code Cloud-J (Neu et al., 2007; 37 

Prather, 2015).  The heating rates reported here are calculated for the IFS fields of 38 

January 2015.  Cloud fields change every 3 hours, and the solar zenith changes every 39 

hour, giving 744 hourly data for January.  The OSA code generously provided by 40 

Séférian was modified slightly:  the diffuse albedo was not used as Solar-J calculates 41 

albedos specifically for each scattered stream; the albedo goes to a constant for SZA > 42 

90° in spherical atmospheres; and the parameter table for the white-cap variable 'XRWC' 43 

was reset from 0.0 to 0.2 for wavelengths <400 nm. 44 

 45 

 46 

 47 

 48 
 49 

Figure S1.  (left) January atmospheric absorption profiles (W m-2 hPa-1) over the Pacific Ocean 50 
at high sun (SZA > 40° at 00Z, area within green oval in Figure 4).  Liquid-water, but not ice-51 
water clouds are included.  The total heating rates (W m-2) for Solar-J with standard Mie phase 52 
function, Solar-J using a Henyey-Greenstein (HG) phase function, and RRTMG (standard δ-1 53 
scaling) are shown in the legend.  These values are averaged only over high sun.  (right) Profiles 54 
of the errors in atmospheric absorption caused by δ-scaling (0, 1, 2) and HG phase function for 55 
liquid-water clouds.  Same conditions as for left panel.  Total heating-rate and rms differences 56 
(both W m-2) are given in the legend. Also shown is the difference, RRTMG (δ-1) minus Solar-J 57 
(Mie).   58 
 59 
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 68 
 69 
 70 
           (a) SJ/2s–SJ(8s) clear sky        (b) SJ/2s/δ1–SJ/δ1  liq cld       (c) SJ/δ1ice–SJ  all+QCA 71 

 72 
Figure S2. Geographic map of model differences in solar radiative budget (W m-2) averaged over 73 
January, columns show (a) Solar-J’s 2-stream minus 8-stream under clear sky, (b) Solar-J’s 2-74 
stream minus 8-stream with averaged liquid-only clouds and δ-1 scaling for both, and (c) Solar-J 75 
with δ-1 scaling of ice clouds minus the standard SJ where both calculations use ICAs sorted by 76 
cloud quadrature (QCA) and MAX-COR cloud overlap scheme.  All calculations in this paper are 77 
aerosol-free.  The small wave-24 noise seen in many of these panels results from calling the 78 
radiation code every hour.    79 
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 80 
 81 
Figure S3. Frequency of occurrence for each of the four QCA bins using MAX-COR 82 

overlap for the January 2015 case study here. The QCAs are binned by 600 nm total 83 

cloud optical depth (liquid+ ice water: 0 – ½; ½ – 4; 4 – 30; >30.  For each time step, the 84 

fractional area assigned to each QCA is calculated and then averaged over the month to 85 

give a frequency that sums to 1.00 over the 4 QCAs.  86 
  87 
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 88 

 89 
 90 
Figure S4.  Ocean surface albedo (OSA, dimensionless) as a function of wavelength, shown for 91 
different incident angles (colors) and different wind speeds (solid, dashed or dotted).  Four 92 
different incident zenith angles used in Solar-J's 8-stream scattering code are identified by their 93 
cosine values, mu:  0.931 (orange), 0.670 (green), 0.330 (red), 0.069 (blue).  Three different wind 94 
speeds are shown: 0 m/s (solid), 10 m/s (dotted), 20 m/s (dashed). 95 
  96 
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Table S1.  Versions of Solar-J and RRTMG-SW codes used here.  

notation code description 

SJ The standard version of Solar-J version 7.6d as published here. It is a minor update of 

7.6c published in Prather and Hsu (2019, doi.org/10.7280/D1096P) to make the MAX-

RAN consistent with 7.6c changes.  SJ uses a standard 8-stream Feautrier RT solver.  

Solar-J uses Cloud-J data tables for heating by O2 (bins 1:11, <291 nm) & O3 (bins 1:18, 

<778 nm) and RRTMG-SW tables for other gas-phase absorption (H2O, CO2, CH4, O2) 

in IR bands 18:27 (83 sub-bin g-points with 5 in visible and 78 in IR).  Full cloud 

treatment includes vertical decorrelation length for cloud overlap (MAX-COR) to 

generate independent column atmospheres (ICAs) and then 4 cloud quadrature 

atmospheres (QCAs) to average over the ICAs.  SJ can also be run with clear-sky or 

averaged cloud (full cloud cover in each cell as the average of cloudy and clear 

fractions), which does not invoke cloud-overlap and ICAs.   SJ can be run in flat, 

spherical, refractive, and geometric options.  SJ by default uses a constant ocean surface 

albedo (OSA = 0.06) but can invoke OSA to be of function of wavelength, incident 

angle (including scattered light) and surface wind.   

SJ/RAN SJ run with MAX-RAN cloud overlap. 

SJ/RRX The 78 IR sub-bins are replaced with the RRTM-SW benchmark code’s 144 sub-bins. 

SJ/CLIRAD Solar-J with IR bands replaced with CLIRAD model: 0.70-1.22, 1.22-2.27, and 2.27-

10.0 m, each with 10 absorption sub-bins for each band (Chou and Suarez, 1996).  The 

edge of the IR transition is shifted from 778 to 700 nm and cross section in bin 18 are 

adjusted.  Only water vapor is included in the IR bands. 

SJ/LLNL The IR bands are replaced by the 3 large LLNL bands: 0.69–0.86, 0.86–2.27, and 2.27–

3.85 m, which include a total of 21 sub-bins.  The edge of the IR transition is shifted 

from 778 to 700 nm and cross section in bin 18 are adjusted.  Only water vapor is 

included in the IR bands.  (Chou, 1992; Grant & Grossman, 1998).  

SJ/hrv SJ with high-resolution-visible version (SJ/hrv), putting 18 bands in the VIS region. 

SJ/2S SJ with 2-stream RT solver. 

SJ/66b SJ with a very high wavelength resolution in the IR used to resolve ice- and liquid-water 

cloud absorption.  It is constructed using 0.05 to 0.10 μm wide bands, yielding 66 IR 

bands instead of the 9 in SJ.  Without sub-bins, it cannot calculate any IR gas absorption. 

SJ/Ray SJ with the standard Rayleigh gas scattering phase function (1 + cos2(Θ)) changed to 

isotropic (1). 

SJ/δ0 SJ with all cloud optical depths and phase functions changed to δ-0 scaling, see text and 

Table 2. 

SJ/δ1 SJ with all cloud optical depths and phase functions changed to δ-1 scaling, see text and 

Table 2. 

SJ/δ1/2S SJ/δ1 with 2-stream RT solver. 

SJ/δ1ice SJ standard, but with δ-1 scaling of ice clouds only. 

SJ/δ2 SJ with all cloud optical depths and phase functions changed to δ-2 scaling, see text and 

Table 2. 

SJ/HG SJ with all cloud phase functions changed to Henyey-Greenstein, see text and Table 2. 

SJ/OSA SJ with OSA a function of wavelength, incident angle (including scattered light) and 

surface wind.   

AER4.0 The standard RRTMG-SW version 4.0 code.  If there are fractional clouds, this code 

uses MAX-RAN cloud overlap and McICA sampling of the ICAs. 
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 99 
Table S2.  Global monthly mean SW radiation budget for labeled experiments in Table 1.  See Table 

S1 for the model version.  
name Table 1 

row 

code version conditions. Incident Reflected Atmos. Surface 

B0 1-6, 17 SJ (std) flat-atmosphere, clear sky 351.37 49.92 70.71 230.74 

B1 1 SJ/CLIRAD flat-atmosphere, clear sky 351.37 50.86 65.03 235.47 

B2 2 SJ/LLNL flat-atmosphere, clear sky 351.37 50.46 63.05 237.87 

B3 3 SJ/RRX flat-atmosphere, clear sky 351.37 49.95 70.47 230.95 

B4 5 SJ/hrv flat-atmosphere, clear sky 351.37 50.25 70.25 230.86 

B5 6 SJ/2S flat-atmosphere, clear sky 351.37 50.23 70.18 230.96 

MR 17 SJ/Ray flat-atmosphere, clear sky 

isotropic Rayleigh scattering 

351.37 49.91 70.72 230.74 

C0 7-8 SJ/66b sphere, QCA/MAX-COR 

overlap, no IR gases 

352.85 127.37 28.96 196.53 

C1 7 SJ/CLIRAD sphere, QCA/MAX-COR 

overlap, no IR gases 

352.86 125.23 32.80 194.83 

C2 8 SJ sphere, QCA/MAX-COR 

overlap, no IR gases 

352.89 126.23 30.64 196.02 

Mh 9 SJ/HG flat-atmosphere, averaged 

clouds, no ice clouds 

351.45 127.26 78.31 145.88 

M0 9-14 SJ flat-atmosphere, averaged 

clouds, no ice clouds 

351.45 127.31 78.17 145.97 

M1 10 SJ/δ0 flat-atmosphere, averaged 

clouds, no ice clouds  

351.41 127.04 77.95 146.41 

M2 11,15 SJ/δ1 flat-atmosphere, averaged 

clouds, no ice clouds  

351.42 126.98 78.40 146.04 

M3 12 SJ/δ2 flat-atmosphere, averaged 

clouds, no ice clouds  

351.42 126.99 78.22 146.20 

M4 13,16 SJ/δ1/2S flat-atmosphere, averaged 

clouds, no ice clouds 

351.42 126.30 76.66 148.46 

M5 20 SJ flat-atmosphere, averaged 

clouds (all) 

351.46 131.19   78.49 141.77 

MI 18 

 

SJ/δ1ice flat-atmosphere, QCA/MAX-

COR overlap 

351.43 111.57 76.88 162.98 

D0 18,19 SJ flat-atmosphere, QCA/MAX-

COR cloud overlap  

351.43 111.59 76.87 162.97 

D1 19,21 SJ/RAN flat-atmosphere, QCA/MAX-

RAN overlap 

351.43 110.24 76.81 164.38 

O0 22 SJ/OSA sphere, varied OSA 352.98 111.72 76.77 164.49 

O1 22 SJ sphere, fixed OSA at 0.06 352.98 112.40 76.93 163.65 

 

RR0 4 AER4.0 clear sky 351.38     51.22 70.24 229.92 

RR1 20 AER4.0 averaged clouds 351.38 130.82 75.82 144.74 

RR2 14-16 AER4.0 averaged clouds, liquid only   351.38 126.17 77.35 147.86 

RR3 21 AER4.0 McICA 351.38 108.14 74.45 168.79 
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 103 

 104 
Table S3.  Cross sections for ozone absorption and Rayleigh scattering in the 3 visible bands 

with different weighting functions 

 weighting 320-345 nm 345-485 nm 485-778 nm 

σRayleigh (cm2) Photons 3.644e-26 1.387e-26 3.136e-27 

Watts 3.645e-26  (+0%) 1.436e-26  (+4%) 3.367e-27   (+7%) 

τRayleigh  0.73 0.29 0.07 

 

σO3 (cm2, 298 K) Photons 6.520e-21 2.125e-22 2.325e-21 

Watts 6.522e-21  (+0%) 1.984e-22 2.427e-21   (+4%) 

τO3 (troposphere)  0.005 0.0002 0.002 
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