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Abstract

The solar corona, the outer atmosphere of the Sun, is heated to millions of degrees. This is several orders of magnitude hotter

than the photosphere, the optical surface of the Sun, below, and a mystery that has baffled scientists for centuries. The answer

to the question of how the solar corona is heated lies in the crucial magnetic connection through the atmosphere of the Sun. The

magnetic field that threads the corona extends below the solar photosphere, where the convective motions drag the magnetic

field footpoints, tangling and twisting them. The chromosphere is the atmospheric layer above the photosphere, below the

corona, and the magnetic field provides an important connection between these layers. The exchange of mass and energy

between the chromosphere and corona is an essential piece of this puzzle. The connection between the chromosphere and the

corona is a challenging piece of the puzzle both observationally and computationally, as it is highly complex in space and time.

We describe the history of the observations and theoretical understanding of the heating of the solar atmosphere, and end with

future prospects of the coronal heating problem.
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Abstract 

The solar corona, the outer atmosphere of the Sun, is heated to millions of degrees. This is several 

orders of magnitude hotter than the photosphere, the optical surface of the Sun, below, and a mystery 

that has baffled scientists for centuries. The answer to the question of how the solar corona is heated 

lies in the crucial magnetic connection through the atmosphere of the Sun. The magnetic field that 

threads the corona extends below the solar photosphere, where the convective motions drag the 

magnetic field footpoints, tangling and twisting them. The chromosphere is the atmospheric layer above 

the photosphere, below the corona, and the magnetic field provides an important connection between 

these layers. The exchange of mass and energy between the chromosphere and corona is an essential 

piece of this puzzle. The connection between the chromosphere and the corona is a challenging piece of 

the puzzle both observationally and computationally, as it is highly complex in space and time. We 

describe the history of the observations and theoretical understanding of the heating of the solar 

atmosphere, and end with future prospects of the coronal heating problem.    

 

1.0 Historical Viewpoint on the Coronal Heating Problem  
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The outer atmosphere of the Sun starts at the photosphere, the optical (light at visible 

wavelengths) surface of the Sun, followed by the chromosphere, a thin transition region, and a hot 

corona above. Understanding the heating of the solar atmosphere is important for understanding the 

fundamental physical processes governing our star, and also for the space weather effects on Earth’s 

atmosphere and ionosphere (Linton et al. 2002; Woods 2008). Planetary ionospheres in general are 

created by the ionization of their atmosphere by ultraviolet (UV) and X-ray emissions from their parent 

star. This makes the understanding of these emissions important for understanding stellar coronae and 

exoplanetary systems, as well as space weather at other planets in our solar system, including planetary 

atmospheric loss (Watson et al. 1981). Radiation at UV and X-ray wavelengths also heats the Earth’s 

mesosphere and thermosphere (Tobiska et al. 2008), impacting the drag on spacecraft orbiting at these 

altitudes. Solar emission at these wavelengths exhibit large changes over short timescales in the case of 

flares (see Chapter 4), or more slowly, as the solar atmosphere and its heating evolves over the 11-year 

sunspot cycle (see Chapters 2 and 3). Lastly, the acceleration of the solar wind (see Chapter 7) plasma 

that fills the solar system is closely tied to the physics of the heating of the solar atmosphere and the hot 

corona.  

The corona has been observed for millennia from total solar eclipses, such as the total solar 

eclipse observed from Svalbard, Norway on March 20, 2015, shown in Figure 1. Total solar eclipses occur 

when the moon crosses in between the Sun and the Earth, blocking the emission from the Sun’s 

photosphere, which is 10^5-10^6 times brighter in white light emission than the Sun’s corona.  

Amazingly, only in the last centuries was it realized that the corona belongs to the Sun, and not to the 

Moon. In 1605 Hannes Kepler speculated that the corona surrounded the Sun, and after a total solar 

eclipse in 1724, Giacomo Filippo Maraldi concluded that the corona was indeed part of the Sun, since 

the Moon was observed to traverse the Sun.  
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Figure 1 A total solar eclipse viewed in white light from Earth. Credit: S. Habbal, M. Druckmüller and P. Aniol, 

NASA/GSFC, taken on March 20, 2015 from Svalbard, Norway. 

 

With the advent of spectroscopy, important aspects of the solar atmosphere were revealed. 

Helium was identified in a yellow spectral line in the optical spectrum in a prominence observation in 

1868 by Joseph Norman Lockyer and Jules Janssen (Kochhar, 1991), 10 years before it was identified on 

Earth (Palmieri, Luigi, 1881). Lockyernamed the new element helium after Helios, the Greek god of the 

Sun (Physics Today, 2016). Also, a strong green emission line emerged in the optical spectrum, identified 

during the 1869 solar eclipse by Young and Harkness, which was of unknown origin. It was temporarily 

identified as a new element, Coronium, in analogy to Helium. Work by Grotrian (1939) and Edlén (1943) 

identified forbidden lines in the emission spectra of the corona, and recognized that these lines required 

highly ionized species. See Peter & Dwivedi (2014) for a review of these measurements and their 

historical context. It took nearly 60 years from the first observation of ‘Coronium’ for scientists to 

conclude that the corona is not made in the same way as the underlying chromosphere and 

photosphere: the green line was ultimately identified as a forbidden line of the highly ionized iron (Fe 

XIV). This highly ionized state of iron requires extremely high temperatures, and so it was then realized 

that the corona is extremely hot, at temperatures above 1 million degrees K, more than a hundred times 
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the temperature of the photosphere. Although the energy source must be the flows in the convection 

layer of the Sun (see Chapter 2, solar interior), the heat cannot be simply conducted from below.  

In Figure 2 we illustrate this extreme temperature gradient, by showing a typical temperature 

gradient as a function of height, adapted from Yang et al. (2009). Also plotted are several commonly 

used spectral bands and lines at their mean formation height. The photosphere is the lowest layer, 

where the gas transitions from optically thick to optically thin; most solar optical light is from this layer. 

The next layer is the solar chromosphere, followed by a thin transition region and finally, the solar 

corona, several orders of magnitude hotter than the chromosphere and photosphere below. 

 

Figure 2 From Yang et al. 2009. Shows a typical temperature as a function of height defining the different layers of 

the solar atmosphere. The mean formation heights of several commonly used spectral bands and lines are shown 

for reference.  

 

Thus, the problem of coronal heating was born. The questions became: what makes the corona 

so hot? What is the carrier that transports the solar energy to the corona, and once that energy reaches 

the corona, how is it dissipated? At temperatures above 1 million degrees K most of the energy is 
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radiated in the extreme ultra violet (EUV) and X-ray band, but these wavelengths cannot be observed 

from the ground, because they are absorbed by the terrestrial atmosphere. Before technology allowed 

the launch of telescopes with capabilities of observing these wavelengths into outer space, the first 

hypotheses for coronal heating were made. The transport and subsequent dissipation of energy by 

waves was first considered as a potential heating mechanism for the solar atmosphere. Both Biermann 

(1946) and Schwarzschild (1948) realized that the “noise” (acoustic waves) emitted by the convection 

zone would propagate into the solar atmosphere and could be a possible energy source to heat the 

chromosphere and corona (see e.g. Stein & Leibacher, 1974; Narain & Ulmnschneider, 1990; 1996 for a 

review). The idea was that acoustic waves coming up from the solar surface and generated by the solar 

granulation are similar to a field of pistons. According to this theory, the waves steepen into shock 

waves while traveling in the chromosphere, which eventually dissipate, releasing their energy in the 

corona. Detailed steady-state models were developed which treated the whole corona as a uniformly 

stratified medium, also known as a plane-parallel atmosphere. At this point, it was thought that the 

magnetic field had only the role to shape the visible structures because of preferential heat conduction 

along the field lines (See review by Kuperus, 1969). While it seems that acoustic waves do play a role in 

chromospheric heating, their energy is dissipated before they reach the corona and they do not directly 

contribute to coronal heating. Alfvén (1947), on the other hand, suggested that Magnetohydrodynamic 

(MHD), or Alfvén waves could be a prime candidate to supply energy to the solar atmosphere (see e.g. 

Wentzel 1974 or Hollweg 1978). MHD waves remain prime candidates for heating throughout the solar 

atmosphere and into the solar wind.   

The breakthrough for the coronal heating problem came from solar X-ray observations during 

the space age, when it first became clear that the Active Region (AR) and Quiet Sun (QS) corona is 

comprised of magnetically confined plasma, and that a plane-parallel atmosphere is not an accurate 

model. The first observations were made from rocket flights above the atmosphere. Pin-hole cameras 

had arcmin (arc minute = 1/60th of a degree) resolution and revealed that intense X-ray emission comes 

from localized and relatively small regions of activity. The localized regions of X-ray emission were 

observed to be correlated with H_alpha and Ca K plages, which themselves are chromospheric bright 

patches associated with concentrations of magnetic field, and also correlated with radio emission [See 

review by Peres and Vaiana, 1990]. The quantum leap occurred with the development of grazing 

incidence optics for X-ray astronomy by Riccardo Giacconi's group in the 1960s [e.g. Giacconi and Rossi, 
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1960]. X-ray photons were reflected by grazing metallic coaxial and confocal surfaces at very small 

angles of a few degrees. Grazing incidence observations improved continuously and in the late 1960s 

achieved a spatial resolution below the arcmin threshold to a few arcsec (1 arc second = 1/60th arc min). 

This was sufficient to localize the most intense emission between regions of opposite magnetic polarity, 

showing the crucial role that the magnetic field plays in coronal heating.  

Already from the early extensive rocket program, the morphology of the corona was firmly 

established: bright arch-like structures connecting regions of opposite photospheric magnetic polarity - 

called coronal loops- are the fundamental features of the corona [Vaiana et al. 1973]. However, coronal 

magnetic field measurements were not yet possible, and so this alignment could not be established 

directly. Later it was largely confirmed by models that extrapolate the photospheric field into the corona 

[Poletto et al., 1975]. With the extrapolation, it is clear that the magnetic pressure is much higher than 

the thermal pressure in the corona, high enough to confine the hot coronal plasma. (See Chapter 3, 

Solar Magnetism and Radiation). 

Further progress was made when the observations from telescopes on-board satellite missions 

allowed for temporal coverage in the X-ray and EUV beyond a few minutes. This was the case of the 

Skylab mission in 1973-1974, which allowed the study of the evolution of active regions, coronal holes, 

and very small bright points [Golub et al., 1975]. It was confirmed that the bright corona is entirely made 

by magnetic loops of all sizes confining hot plasma. Coronal holes correspond instead to unipolar regions 

in the photosphere, where the magnetic field opens to the interplanetary space, and are therefore the 

natural source of the high speed solar wind [Krieger et al.(1973), and see Chapter 7, Solar Wind].  

Figure 3 shows a comparison of an X-ray image taken in 3–60 Å on March 7, 1970 from an 

Aerobee rocket (VanSpeybroeck et al. 1970 ) with an X-ray image of the Sun taken with Hinode XRT 

(Golub et al. 2007) in the Al-mesh filter on February 26, 2014, to illustrate the advancement of X-ray 

imaging.  A first classification of loops was attempted to connect the maximum plasma temperature and 

the pressure at the base of the corona with the size of the loops, and underlying photosphere and 

chromosphere structures. It was determined that coronal loop heights are typically in the range 

between 1,000 km up to more than 100,000 km. With observations in different filters, it became 

possible to measure densities in the corona of 107 - 1010 cm-3, and temperatures of 1 to 4 million K, 

exceeding 10 million in flares. The intensity of the observed X-ray emission is directly correlated to the 

field complexity of the underlying magnetic field. These conditions determined the basis for a new 
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investigation of coronal heating. Although the energy from the mechanical motions in the convection 

zone below the photosphere is crucial the magnetically structured corona indicates that the key is the 

conversion of magnetic energy into heat. Indeed, estimates of the Poynting flux associated with 

photospheric magnetic footpoint motions indicate there is more than enough energy available to 

account for both the chromospheric and coronal energy requirements. For example, Parnell & De 

Moortel (2012) estimate the Poynting flux to be of the order of 2.5 x 107erg cm-2 s-1 to 2.5 x 109 erg cm-2 

s-1 in QS and AR corona, respectively (see also e.g. Klimchuk 2006).  

 

 

Figure 3 Left shows an X-ray image taken on March 7, 1970 from an Aerobee rocket (image from Van Speybroeck 

et al. 1970); right shows an X-ray image taken on Febuary 26, 2014, with Hinode XRT in the Al_mesh filter; image 

courtesy of Smithsonian Center for Astrophysics, JAXA, and NASA. X-ray observations of the solar corona opened a 

new scenario for the physics of the solar corona and the problem of coronal heating: modeling the atmosphere as 

individual loops. 

 

In coronal conditions the plasma is highly ionized and magnetized. Plasma particles spiral 

around the field lines with a typical gyration radius of about 10 cm, and their mean free path at 1 million 

degree and density of 109 cm-3 is about 100 km, both shorter than the typical length of coronal 

structures. The particles are therefore free to move only along the field lines, and the confined plasma 

can be described as a compressible fluid. At a million K, thermal conduction for a fully ionized gas is 
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strongly guided by the magnetic field, i.e., it is very efficient along the field lines, but strongly inhibited 

across them [Spitzer (1962)]. The thermal conduction coefficient has a steep dependence on the 

temperature (T5/2) and becomes extremely efficient above 1 million degrees. Therefore, if we consider a 

closed magnetic structure, the plasma confined in it moves and transports energy mostly along the 

magnetic field lines. Each loop is therefore dynamically and thermally insulated from the others. This 

was a radical change of view for the solar atmosphere: the corona is no longer described by a single 

stratified atmosphere, but it is structured into a collection of a myriad of independent atmospheres, 

each contained in single coronal loop flux tubes.  

Recent progress has been more gradual and extensively employed physical models of the loop 

atmosphere. One difficulty has been the inability to localize the heating. The efficient thermal 

conduction (possibly combined with mass flows) immediately redistributed energy along the magnetic 

field line, so evidence of localization is rapidly washed out. The coronal plasma is optically thin, its 

emission is a function of temperature times the density squared, so the bright regions are typically the 

densest regions, not necessarily the hottest, though the two parameters are related. Figure 4 shows a 

composite image of the solar corona taken by the Solar Dynamics Observatory’s Atmospheric Imaging 

Assembly. The images were taken at nearly the same time in the 211 Å (red), 193 Å (green) and 171 Å 

(blue) filters. The 211 Å channel peak sensitivity is to plasma around 2 MK; 193 Å channel peak 

sensitivity is around 1.5 MK; and 171 Å channel peak sensitivity is around 0.8 MK. Bright, dense active 

regions are visible, as well as darker, cooler coronal holes at the poles of the Sun. 
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Figure 4 Solar Dynamics Observatory composite images, courtesy of NASA/GSFC. Three images of the Sun taken at 

nearly the same time with the Atmospheric Imaging Assembly are superimposed. From hotter to cooler plasma, 

the 211 Å (red), 193 Å (green) and 171 Å (blue). Bright, dense active regions are visible, as are darker, cooler 

coronal holes at the poles of the Sun. 

 

As a starting point for modeling a coronal loop, long term X-ray observations showed that the 

life times of the X-ray bright coronal loops are generally significantly larger than the cooling times for 

radiation and thermal conduction. The implication is that the heating powering the loops must be rather 

continuous. As a result, coronal loops were systematically described with hydrostatic models, with each 

loop having unique parameters independent of the others. As a first approximation gravity can be 

neglected, so the loop internal structure is essentially dictated by the energy balance between the losses 
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by radiation and thermal conduction and the heating, which can be described as an empirical function of 

the coordinate along the loop. By solving the equation of energy conservation under the simplifying 

assumption of a heating distributed uniformly along the loop, it is possible to derive scaling laws 

connecting important loop parameters, i.e., the maximum temperature, the length, the pressure at the 

loop base, the heating rate per unit volume [Rosner et al. (1978)]. These so-called RTV scaling laws were 

checked against observations and have been a reference point for loop physics for decades.  

The first challenge to the RTV scaling laws was that they generally do not apply to the most 

highly impulsive coronal events: coronal flares. Flares are highly localized explosions where the plasma is 

heated above 10 million degrees for a few minutes and often reaches and even overtakes the brightness 

of the whole remaining corona (see Chapter 4). The observed evolution generally consists of a fast 

brightening followed by slower decay. Flares are often observed on many other stars, where they can be 

orders of magnitude more intense that on the Sun. Since their duration is generally small, and the 

physics is very complex, their investigation required the development of time-dependent hydrodynamic 

models of plasma confined in a single loop. This is the basis for one dimensional (1D) nanoflare models 

of coronal heating, described further in Section 3.2. 

 From theoretical considerations, Parker hypothesized that the same mechanism that produces 

solar flares, but with a factor of 10^9-less energy, could be responsible for heating the corona. In these 

‘nanoflares’, as they were named,  the X-ray corona is heated by dissipation at the many small current 

sheets forming in the bipolar magnetic regions, as a consequence of the continuous shuffling of the 

footpoints of the field in the photospheric convection (Parker, 1988). Rapid small-scale reconnection of 

the magnetic field across the discontinuities destroys them as fast as they are created by the motions of 

the footpoints. The critical angle the magnetic field must be at when reconnection occurs can be 

estimated by relating the Poynting flux associated with the photospheric footpoint motion of the 

magnetic fields with the energy budget of the corona (Klimchuk, 2006). If the reconnection occurs 

before this critical angle, then the corona would be cooler than observed, and if the reconnection occurs 

after this critical angle, then the corona would be hotter than observed. Much attention has then been 

devoted to studying coronal magnetic reconnection [Priest (1996)], through modeling with detailed 

magnetic treatment and simplified coronal atmosphere. After first attempts in 2D geometry it was soon 

realized that reconnection must be modelled in a 3D geometry to be realistic [Priest (1999)].  
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The other leading theory of coronal heating, as mentioned above, is through the dissipation of 

MHD waves. The presence of waves and oscillations of magnetic structures throughout the solar 

atmosphere has firmly been established by observational evidence. Indeed, recent high-cadence and 

high-resolution observations have revealed an abundance of waves, oscillations and other quasi-

periodic disturbances present in the solar atmosphere (see e.g. reviews by Nakariakov & Verwichte 

2005, Banerjee et al 2007; Zaqarashvili & Erdélyi 2009; Mathioudakis et al. 2011; Arregui et al 2012; De 

Moortel & Nakariakov 2012, Mathioudakis et al 2013, Arregui 2015, Jess et al 2015). In most instances, 

the perturbations have been interpreted in terms of MHD modes and in many cases, these observed 

waves are reported to contain a substantial amount of energy.  

In the next section we describe the evidence for different heating mechanisms in the 

chromosphere and corona and describe the observational diagnostics used.   

 

2. Observational Constraints on Chromospheric and Coronal Heating 

Currently, observations of the chromosphere and closed field corona are limited to remote 

measurements of the Sun. No current or planned mission will reach the predicted height of the closed 

corona (below ~2 solar radii) with in situ measurements. As described above, spectroscopic 

measurements and images taken in different wavelengths are the primary way that information of the 

chromosphere and corona is obtained. See Del Zanna & Mason (2018) for a thorough review on spectral 

diagnostics, especially in combination with imaging techniques, in the UV and X-ray for the solar 

atmosphere. Magnetic field measurements in the photosphere are regularly obtained, however 

chromospheric and coronal magnetic fields are more difficult, though radio observations provide a 

measure (Shibasaki et al. 2011). The standard practice is to extrapolate the magnetic field from the 

photospheric measurements into the solar atmosphere, either assuming a potential field source surface 

(PFSS), or a nonlinear force free (NLFF) model of the magnetic field (see Chapter 2 and review by 

Wiegelmann & Sakurai, 2012). Recently, the Coronal Multi-Channel Polarimeter (CoMP), instrument (see 

Tomczyk, et al. 2008) has been measuring the coronal magnetic field with a full latitudinal field of view 

(FOV) in the low corona (~1.03 to 1.5 Rsun), providing important constraints on the magnetic field. 

Modeling is still required to make a direct comparison between the 3D magnetic field structure and the 

plasma properties observed in the chromosphere and corona. 
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From observations it is clear that the chromosphere is highly complex, ultimately set in motion 

from the convection below. Figure 5, from Wiegelmann et al. 2014, Judge (2006) and Wedemeyer-Bohm 

et al 2009, shows the complexity in the atmosphere of a quiet-region of the Sun. The convection zone 

drives granulation and supergranulation flows that concentrate the magnetic field into network lanes. 

The plasma beta (ratio of the plasma pressure to the magnetic pressure, indicated with labels on the 

right vertical axis) shows that the photosphere and chromosphere are dominated by plasma pressure, 

while the corona is dominated by magnetic pressure. Finally, much of the magnetic field in the 

chromosphere closes in low lying loops, and does not connect up into the corona. So, while the 

connection to the chromosphere is crucial for understanding the corona, there are regions of the 

chromosphere where the opposite is not always true.  

 

 

Figure 5 Adapted from Wiegelmann et al. 2014, Judge (2006) and Wedemeyer-Bohm¨ et al. (2009). This cartoon 

shows the atmospheric layers of the Sun. Large-scale, supergranular cells concentrate magnetic field in the 

network, and smaller granulation cells stirs up the internetwork fields. The strongest concentrations of magnetic 

field in the network expand outward into the corona, while the weaker fields close below the corona. The labels on 

the right vertical axis indicates the plasma beta at the different heights.  

 

 Withbroe G.L., Noyes R.W. (1977) estimated the energy required to sustain the chromosphere 

and corona in the quiet Sun, active regions, and coronal holes, based on their typical observed 
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emissions. These are the baseline requirements for the solar atmosphere. It is what observers and 

theorists have been working to explain for decades. In Table 1, we show these estimates of energy in erg 

cm−2 s−1 from the chromosphere and the corona. 

In much of the chapter we differentiate ‘wave’ heating from ‘reconnection’ heating. The division 

between the two is determined by the timescale of driving and whether the loop experiences that 

driving as a wave or as a slow buildup of energy. The relevant time scale for the loop is the length of the 

loop divided by the Alfven speed in the loop. Energy build up and dissipation that is shorter than this 

timescale is an ‘AC’ mechanism, while energy build up and dissipation on longer timescales is ‘DC’ (e.g. 

Zirker 1993, Cranmer 2009). This is a simplified version of the complex physics that occurs on the actual 

Sun, as we will see in much of the discussion that follows. Namely, the two concepts are not mutually 

exclusive, as magnetic reconnection launches waves, and waves can bring field lines together, forcing 

the onset of reconnection. Many of their observational signatures are not easily distinguishable, which is 

one reason progress has been difficult. Nevertheless, it is still a useful conceptual tool to separate waves 

from reconnection, and so, where useful, we have done so in what follows.    

 

2.1 Observations of Chromospheric Heating  

 

The first thing that is immediately obvious from the Withbroe and Noyes (1977) result is that the 

chromosphere has a much greater energy requirement than the corona, even though the corona is 

strikingly hotter.  The chromosphere is partially ionized making ion-neutral effects important, and 

radiates strongly in Lyman alpha, CaII, MgII, and the H- continuum.  

 

In a more complex version of Figure 5, in Figure 6, we show a Figure adapted from Wedemeyer 

Bohm et al. (2008). This version has the addition of many of the complex observational aspects of the 

chromosphere.  See Wedemeyer Bohm et al. (2008) for an excellent summary of these phenomena. An 

important takeaway is that the zoo of phenomena and dynamics that occur in the chromosphere is 

largely a function of magnetic domain. For example, fibrils and spicules are associated with the 

concentrated network fields and intergranular lanes, while the wave dynamics and small, weak magnetic 

loops are associated with the internetwork. Wave propagation connects the different regions in ways 

that aren’t immediately clear when looking at the magnetic field connections of Figure 5 alone.  
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Figure 6 Adapted from Wedemeyer Bohm et al. 2008. Similar to Figure 5, with observed complexity added. 

 

 

2.1.1. Observations of Chromospheric Waves 

In the chromosphere, magneto-acoustic waves arising from convective flows propagating 

upwards into the solar atmosphere are expected to shock readily, which would lead to strong brightenings 

and heating as demonstrated, for example, by Carlsson & Stein (1992, 1997). Using Interface Region 

Imaging Spectrograph (IRIS) and Swedish Solar Telescope (SST) observations of bright grains in 

internetwork regions in the quiet chromosphere, Martinez-Sykora et al (2015) suggested that such 

upwards propagating acoustic waves can even reach the transition region as, on occasion, the 

characteristic saw-tooth shock signature can be found in the IRIS Si IV spectra. 

In addition to the acoustic mode shocks, observations have revealed a multitude of both 

compressive and incompressive waves in photospheric and chromospheric structures (see e.g.  Carlsson 

et al (1997), Wikstøl et al (2000) or Judge et al (2001) for early examples using TRACE and SUMER). Here, 

we will focus on examples which provide direct evidence relevant to heating rather than an exhaustive 

review of waves observations.  
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Chromospheric spicules and dynamic fibrils have been widely reported to support a variety of 

different and complex wave modes. For example, using Hinode data, De Pontieu et al. (2007) reported 

transverse oscillating (‘swaying’) spicules with amplitudes of around 10-25 km/s and periods of the order 

of 100-500s. These “Alfvénic” waves contain a substantial amount of energy flux, potentially sufficient to 

heat the Quiet Sun corona and/or accelerate the solar wind (assuming a transmission coefficient of energy 

from the chromosphere to the corona of about 3%). Numerical simulations by Martinez-Sykora et al. 

(2017) show a natural association between (type II) spicules and transverse waves from the rapid release 

of magnetic tension, and De Pontieu et al. (2009) estimates that individual type II spicular events have 

energies of the order of nanoflares (~10^23 erg).  Analyzing transverse motions along a large number of 

spicules, Okamoto & De Pontieu (2011) found a complex interplay between upward and downward 

propagating waves as well as standing waves, where it is suggested that the upward propagating waves 

are produced near the solar surface and the downward propagating waves are the result of reflection off 

the transition region. Analyzing Rapid Oscillations in the Solar Atmosphere (ROSA) data of chromospheric 

mottles, Kuridze et al. (2013) also report a combination of propagating and standing transverse 

oscillations, where they suggest the sudden decrease in phase speed and transverse velocity could be due 

to the waves becoming non-linear near the canopy. Morton et al. (2014) analyzed the evolution of the 

transverse wave properties for a spicule observed with Hinode/SOT and found a rapid initial increase in 

the wave amplitude, due to the large changes in density and magnetic field strength, followed by a 

decrease in amplitude at larger heights, which the authors attributed to wave damping.  

Figure 7 shows an example of transverse waves observed in Hinode SOT Ca II H 3968 Å, adapted 

from De Pontieu et al. 2007.  Panel A is an image of the limb of the Sun showing that the spicules dominate 

the chromosphere. B and D show space-time plots of the Ca intensity at the slits marked ‘1’, and ‘2’, 

respectively, in panel A. Swaying back-and-forth motions are clear in the plots. Panels C and E show the 

results of a Monte Carlo simulation of spicules carrying Alfven waves.  
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Figure 7, From De Pontieu et al. 2007, showing Alfven waves in the chromosphere. A) Spicules in Hinode SOT Ca II H 

3968 Å image B) A space-time plot of the Ca intensity at the slit marked ‘1’ in panel A. D) Same as B, but at slit location 

‘2’. C and E show Monte Carlo simulations in which spicules carry Alfven waves.  

As well as the incompressive (transverse) waves and oscillations described so far, compressive 

modes have been observed in photospheric and chromospheric structures, usually by combining 

observations of modulations in intensity and variations in the width of the observed structures. For 

example, using ROSA observations of magnetic pores in the photosphere, Morton et al (2011) interpreted 

out of phase periodic variations in pore size and intensity in terms of compressive MHD sausage modes, 

with periods ranging from 30 s to 450 s. Due to the similarity in periods, these authors suggested that the 

observed sausage modes could be driven by the global acoustic modes of the solar interior. Analyzing 

Dunn Solar Telescope (DST) observations in wavelengths covering the photosphere to the base of the 

Transition Region, Grant et al. (2015) found evidence of damping of sausage modes in a magnetic pore. 

Keys et al (2018) again analyzed sausage modes in magnetic pores and found that surface modes were 
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present more frequently in the data and that the sausage modes appeared to carry more energy than 

body modes. Frequencies were found to be in the range of 2-12 mHz (although the authors find no 

evidence of surface modes above 10 mHz).  

Morton et al (2012) provided observational evidence of concurrent compressive (sausage) and 

incompressive (kink) modes in chromospheric fibrilar structures. Estimating that 4-5% of chromospheric 

magnetic flux tubes penetrate into the corona, the total energy flux able to reach the corona is estimated 

to be of the order of 1.7 x 10^5 ± 1.1 x 10^5 erg cm-2 s-12 for the incompressible, transverse waves and 

about 4.6  x 10^5 ± 1.5 x 10^5 erg cm-2 s-1 for the compressive motions. Jafarzadeh et al 2017 and Gafeira 

et al (2017) similarly report on ubiquitous transverse and compressive waves in slender Ca II H fibrils in 

SUNRISE data. Jafarzadeh et al 2017b also find compressible and incompressible (transverse) waves in 

small-scale magnetic features observed with SUNRISE. 

Although harder to observe, torsional perturbations have also been reported in the lower solar 

atmosphere from analyzing line width and Doppler velocities. For example, based on variations in line 

width in Ha, Jess et al (2009) suggested the presence of torsional Alfvén waves in a large photospheric 

bright point group. The global average energy associated with these oscillations was estimated to be of 

the order of 2.4  x 10^5 erg cm-2 s-1.  Such torsional motions could be associated with surface vortex 

motions (e.g. Bonnet et al 2008, Wedemeyer-Böhm et al 2009), propagating up into the solar atmosphere. 

Spicules (and dynamic fibrils) have also been found to undergo rotational motions (e.g. De Pontieu et al 

2012, 2014; Rouppe van der Voort et al 2015; Skogsrud et al 2015), further increasing the wave energy 

budget associated with spicules. Detailed analysis of the spectra revealed evidence of heating, potentially 

associated with the rapid torsional motions. Analyzing SST observations, Srivastava et al (2017) found 

evidence for high-frequency (~12–42 mHz) torsional motions in thin spicular structures in the 

chromosphere. Combining the observations with numerical modelling, they suggest that even after partial 

reflection off the transition region, a substantial amount of energy (~10^5 erg cm-2 s-1) is transferred to 

the overlying corona, providing sufficient Poynting flux to both heat the overlying corona and accelerate 

the solar wind. Again using SST observations, Stangalini et al (2017) find evidence for the presence of 

helical perturbations in chromospheric small-scale magnetic elements which the authors interpret as kink-

like oscillations with an elliptic polarization. 
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The (selective) examples described above provide a flavor of the many types of observations of 

waves and oscillations in the lower solar atmosphere. For a more comprehensive overview, we refer the 

interested reader to Jess et al (2015) and the excellent introductions in many of the papers cited above. 

However, even from the small selection of observational examples presented here, it is clear that many 

of the observed waves and oscillations are reported to contain substantial amounts of energy. Given the 

ubiquitous nature of some of the described waves and oscillations, observations have now established 

that the chromosphere is a reservoir of wave energy contained in compressive, incompressive and 

torsional motions. Although gravitational stratification is expected to lead to a ‘cut-off’ frequency, the 

inclination of the magnetic field reduces the effect of gravity and hence allows for a broader spectrum of 

waves to propagate from the photosphere into the atmosphere (e.g. Bel & Leroy 1977; De Pontieu et al 

2005, Jefferies et al 2006). Analyzing the energy contained in different parts of the wave spectrum, Fossum 

& Carlsson (2005) and Carlsson et al (2007) found that the energy contained in the low-frequency part of 

the spectrum (< 5mHz) was substantially larger than in high-frequency waves (see also more recent work 

by Rajaguru et al 2019 who estimate the acoustic energy flux in the 2-5 mHz frequency range to be of the 

order of 2.25-2.6x10^6 erg cm-2 s-1between the upper photosphere and lower chromosphere).  

There is plenty of wave energy to play a significant role in heating of the chromosphere. The next 

question is whether or not that wave energy is dissipated, and if so, where. A number of authors have 

looked at the change in wave energy in height by comparing observations of waves and oscillations in 

different wavelengths. For example, Grant et al. (2015) interpreted the gradual decrease in energy flux 

with height in upward propagating sausage modes in a magnetic pore as evidence of wave damping. 

Looking at Hinode and IRIS observations in a sunspot umbra, Kanoh et al (2016) estimate upward energy 

fluxes associated with slow magneto acoustic waves of the order of 2 x 107 erg cm-2 s-1 at the photosphere, 

decreasing to 8.3 x 104 erg cm-2 s-1 at the level of the lower transition region. If all of this ‘missing’ wave 

energy is dissipated, it would be more than what is required to maintain chromospheric temperatures in 

the sunspot umbra. The remaining upward energy flux in the transition region however is too small to 

make a significant contribution to coronal heating. Similarly, Prasad et al (2017) study the damping 

characteristics of slow magneto acoustic waves at multiple heights in a sunspot umbra and find an energy 

flux ~1.3 x 107 erg cm-2 s-1 at the photosphere, decreasing to about 40 erg cm-2 s-1 at a height of about 2 

Mm (observed in IRIS 1330 Å), again indicating significant damping. These authors also find a frequency 

dependence in the energy decrease, with shorter damping lengths observed for oscillations with higher 
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frequencies. A similar dependence on frequency was found by Morton et al (2014) for the damping of 

chromospheric kink waves when comparing ROSA and CoMP data. Complexities and uncertainties such as 

line formation heights, opacity and wave mode identification, amongst others, make estimating the 

changes in wave energy fluxes with height less than straightforward. Despite this, these examples 

highlighted here clearly show a significant decrease in wave energy flux with height where the ‘lost’ energy 

could make a substantial contribution to heating the local plasma.  

Sunspots are known to exhibit myriads of waves and oscillations. The above were instances where 

energy estimates show compelling evidence that the waves contributed to the heating in the umbra. See 

reviews by Khomenko 2015 and Bogdon and Judge, 2005 on sunspot waves. Penumbra and umbra have 

different wave properties and propagation, related to the highly inclined magnetic field of the penumbra, 

and largely vertical field of the umbra. There is also a connection between dynamics in each, with a 

possible connection between umbral flashes and running penumbral waves (van der Voort et al. 2003).  

There are global oscillations with periods as long as hours to days, but the dominant modes are several 

minutes. The atmosphere above umbra, from the chromosphere up to the corona, all exhibit the 3-minute 

oscillations.  

Directly associating the damping of observed wave energy with dissipation and heating remains 

elusive though. The observations of wave modes in spicules cited above come tantalizingly close, as do 

the observations and modelling of prominence oscillations by Okamoto et al (2015) and Antolin et al 

(2015). There is a very rich literature of observations of oscillations in prominences with a comprehensive 

review provided by Arregui et al (2012). Okamoto et al (2007) reported on transverse waves in Hinode 

observations of prominences with a significant Poynting flux but with no direct evidence of heating. Using 

IRIS observations in multiple wavelengths and numerical modelling, Okamoto et al (2015) and Antolin et 

al (2015) combined the measurements of transverse (plane of the sky) displacements with line-of-sight 

(Doppler) measurements in multiple wavelengths to show evidence of significant heating from 

chromospheric to transition region temperatures. The authors suggest that the observed phase 

differences of about 180° between transverse motions in the plane-of-sky and line-of-sight velocities of 

the oscillating prominence threads are consistent with resonant absorption and the triggering of the 

Kelvin–Helmholtz instability (KHI) at the boundaries of the oscillating threads, where the instability creates 

thin current sheets, allowing the wave energy to be dissipated. Further evidence of wave-based heating 
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is presented by Grant et al (2018), who interpret DST IBIS observations in terms of Alfvén wave dissipation 

in the form of shock fronts close to chromospheric umbra boundaries, consistent with observed local 

temperature enhancement of about 5%. 

 

2.1.2 Observations of reconnection heating in the chromosphere 

As seen in the previous section and Figure 6, the chromosphere is highly complex with many 

different types of waves and shocks that heat the chromosphere. In this section, we discuss compelling 

observations that magnetic reconnection is likely playing a role in the heating of the chromosphere too.  

One of the most striking observations of reconnection heating of the chromosphere are the 

observations of jets. We refer the reader to Chapter 5 for a full discussion of these phenomena, and 

discuss here the resulting atmospheric heating that is observed. Hinode observations have revealed that 

almost all parts of the active region chromosphere are covered by numerous tiny jets or jetlike features, 

which are thought to be caused by magnetic reconnection. Shibata et al. (2007) presented observations 

of chromospheric anemone jets, which are observed abundantly in Hinode Solar Optical Telescope (SOT) 

measurements. The average energy flux of anemone jets is 7 × 103 erg cm–2 s–1. Observations suggest 

that anemone jets contribute to heating the chromosphere, but that not much of the associated energy 

heats the corona. Other types of jets observed to heat the atmosphere that are thought to be associated 

with magnetic reconnection include penumbral microjets (Katsukawa et al. 2007) and jets  in the 

network regions observed with IRIS (Tian et al. 2014). Many jets are observed to heat up to at least 105 K 

in IRIS, confirming that they are involved in heating the chromosphere and transition region, and 

possibly even contribute to the solar wind.  

Another striking observation that is highly suggestive of magnetic reconnection is the 

observation of flux cancelation in photospheric magnetic field measurements.  The very high-resolution 

Imaging Magnetograph eXperiment (IMaX) instrument on two flights of the SUNRISE balloon Mission 

(Solanki et 2010, 2017) show photospheric flux cancellation, and therefore reconnection, is happening 

at a much higher rate than previously thought. IMaX has a factor of six times the resolution of the HMI 

measurements on SDO. The quiet sun flux emergence and cancellation rate was recently shown by 

Smitha et al. (2017) to be 1100 Mx cm−2 day−1 which is an order of magnitude larger than previously 

thought, and parasitic polarities in nearby active region footpoints have a flux cancellation rate of 1015 
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Mx cm−2 s−1 (Chitta et al. 2017b). Following these observations, Priest et al. (2018) showed analytically 

that magnetic reconnection driven by such photospheric flux cancelation releases heat in the 

chromosphere and that the reconnection heights they model are consistent with those from magnetic 

field extrapolations for the observed chromospheric bursts (e.g., Chitta et al. 2017a; Tian et al. 2018). 

Chitta et al. (2019) studied plages in the vicinity of active regions with the Swedish 1-m Solar Telescope 

(SST) and AIA. Using their 3D radiation MHD simulation of magnetoconvection, they estimate that the 

flux emergence and cancellation events observed are associated with a transfer of energy in excess of 

1x10^9 erg cm-2 s-1 through the photosphere.  

Another place where reconnection occurs is in the photospheric network and internetwork 

magnetic fields. Gošić et al. (2018) provides a nice discussion of recent attempts to determine whether 

flux cancellation events of magnetic field in the photospheric network and internetwork fields provide 

enough energy to heat the chromosphere. Determining whether there is enough energy is only the first 

step; estimates of how much energy is transferred to chromosphere and corona is extremely difficult 

and typically involves data-model comparisons. Wiegelmann et al. (2013) and Chitta et al. (2014) used 

temporal evolution of the magnetic connectivity extrapolated from IMaX observations and concluded 

that there is not enough energy released in the chromosphere from photospheric network and 

internetwork fields of the quiet Sun. Gošić et al. (2018) used coordinated IRIS and SST observations of 

cancellations of internetwork magnetic fields to make another estimate of chromospheric heating from 

reconnection. They found that the cancelation events are associated with clear evidence of local heating 

in the atmosphere, with chromospheric temperature increases of more than 10^3 K. However, the 

global estimate based on the cancellation events averaged over time and area is  ≈ 1 × 10−2 erg cm−3 s 

−1 , which is an order of magnitude too low to power the global chromosphere. 

It is now believed that chromospheric ‘bombs’ and ‘bursts’ are due to magnetic reconnection as 

well. Ellerman bombs were the first of such events observed. They are brightenings at temperatures of ~ 

10,000 K that seem to be due to reconnection events from emerging flux. Ellerman bombs are estimated 

to release between 10^23 and 10^26 ergs of radiative energy per event (Reid et al. 2016). Georgoulis et 

al. (2002) studied the statistical properties of Ellerman bomb and found that they generally exhibit power-

law distribution functions. They occur preferentially near the magnetic neutral line and are associated 

with photospheric down flows. Georgoulis et al. (2002) estimated Ellerman bombs to have total energies 
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(not just the radiated energy) in the range (10^27, 10^28) ergs, and temperature enhancements of 

~2×10^3 K. 

 With IRIS, bomb and burst events are now observed low in the solar atmosphere in the UV with 

temperatures up to 8x10^4 K. Peter et al. (2014) present an event observed with IRIS that they compare 

to an Ellerman bomb. These bombs are also believed to be due to magnetic reconnection, however, the 

IRIS bombs are much hotter than Ellerman bombs, and are observed to heat to at least chromospheric, 

and even transition region temperatures.  The plasma in the photosphere is observed to be heated to 

almost 100,000 K, and there is a bidirectional flow channeled by the magnetic field. The normal 

temperature stratification (a very hot corona above a hot transition region gas above the chromosphere) 

is turned upside down. Figure 8 shows a cartoon representation of the reconnection event and plasma 

heating, adapted from Peter et al. (2014).  

 

Figure 8 Adapted from Peter et al. 2014. A Cartoon representation of the magnetic reconnection generating hot 

plasma embedded in cooler material in the chromosphere.   

In addition to the similarity to Ellerman bombs, chromospheric bombs and bursts in UV show 

additional evidence for intermittent magnetic reconnection. Rouppe van der Voort et al. (2017) used the 

CHROMIS instrument Ca II K line at the SST and found blob-like features at Alfvénic speeds followed by 

the heating of plasma to transition region temperatures in IRIS, consistent with predicted signatures of 
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reconnection (Innes et al. 2015). A unifying picture is coming together. Hansteen et al. (2017) showed 

with a 3D radiative MHD simulations of magnetic flux emergence that reconnection between emerging 

bipoles triggers Ellerman bombs in the photosphere, UV bursts in the mid and low chromosphere and 

small nano/microflares that occur in upper chromosphere but produce 10^6 K plasma. Depending on 

where the reconnection occurs, the energy released through flux cancelation can produce a range of 

‘bomb’ and ‘burst’ signatures, such as Ellerman bomb in the wings of Hα in the quiet sun and around 

sunspots (Rouppe van der Voort et al. 2016; Hansteen et al. 2017), ultraviolet (UV) bursts in the 

chromosphere (Peter et al. 2014) and explosive events in the transition region (Brueckner & Bartoe 1983; 

Innes et al. 2011).  

The transition region is a layer where thermal conduction is a heating term, in contrast to the 

corona where it is a cooling term. Although it is geometrically thin, it spans temperatures from 

chromosheric (~ 104 K) to coronal (~ 106 K). A long-standing problem has been that the observed 

emission at temperatures below about 105 K is much greater than that predicted simply through thermal 

conduction from the hot corona (Gabriel 1976). Feldman (1983) proposed that this excess ‘transition 

region’ emission could be due to structures that were not resolvable at that time, ‘unresolved fine 

structures’ or UFS. This emission is not ‘transition region’ emission in the thermal conduction definition 

of transition region, rather these would be structures whose peak temperatures were of order 

100,000K. Figures 5 and 6 show that, in the quiet Sun, a large amount of magnetic flux is expected to 

close back to the surface of the Sun before reaching coronal heights. Trujillo et al. (2010) showed that 

modeling of observations taken with the Chromospheric Lyman-Alpha Spectro-Polarimeter (CLASP) are 

indeed consistent with highly corrugated magnetic field structure in the transition region.  Antiochos & 

Noci (1986) showed that loops with heights above the chromosphere that are lower than 5000 km have 

static solutions with a temperature maximum of less than 100,000 K. An alternate explanation is 

required for the large unipolar areas (plage) in active regions, where the small UFS loops do not exist. 

Type II spicules are another possibility (Klimchuk 2012). 

Though there has been observational evidence that these low lying structures contribute to the 

emission at these temperatures for years, (e.g. Dowdy et al. (1986); Feldman et al. 1999; Vourlidas et al. 

2010), it was the high resolution IRIS observations that confirmed low lying structures that are likely the 

UFS. Magnetic reconnection is likely involved in their heating (Hansteen et al. 2014). These IRIS low lying 
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loops are highly dynamic, with heating and cooling observed. They are heated to hundreds of thousands 

of K, but never reach coronal temperatures, and have scales of only about 2–6 Mm.  Hansteen et al. 2014 

demonstrated that their high densities cause very rapid radiative cooling, and hence these loops cool 

before they reach coronal temperatures. Interestingly, Pereira et al. (2018) used SST and showed a lack 

of chromospheric heating associated with the IRIS low lying loops. They argued that magnetic 

reconnection created the loops based on the observations of Y-shaped jets above the loop.  

As described earlier, waves and reconnection are not mutually exclusive, and in fact there seem 

to be very compelling examples where magnetic reconnection results in waves, and where waves drive 

magnetic reconnection. Song et al. (2017) concluded that magnetic reconnection events in a light bridge 

triggered oscillations in the nearby sunspot umbra. Tian et al. (2014) presented IRIS observations of 

magnetic reconnection jets that launched upward propagating waves. With causality going the other 

direction, many explosive events are observed to occur at intervals of 3-5 minutes, close to the 

periodicities produced by solar granulation (Doyle et al. 2006; Chae et al. 1998; Ning et al. 2004). Heggland 

et al. (2009) simulated wave-induced magnetic reconnection in the solar atmosphere and reproduced 

many aspects of the observations of periodic reconnection in chromospheric jets.  

 

2.2 Observations of Coronal Heating 

 

Coronal heating cannot be understood without understanding of the coupling from the 

photosphere through the chromosphere and transition region into the corona (see review by 

Wedemeyer-Böhme et al. 2008). The complexity of this connection is illustrated in Figure 6. The 

atmosphere is dynamic on many spatial and temporal scales, and therefore the coupling is dynamic too. 

The exchange of mass between the chromosphere and corona through chromospheric evaporation is 

crucial to understanding the coronal observations. Most coronal heating occurs on spatial scales that are 

not resolved by current instrumentation. The corona is optically thin, so even with perfect resolution, 

there would still be line-of-sight effects that makes heating events that are physically separate appear to 

overlap.  As with the chromospheric studies described above, images and spectroscopy in the X-ray and 

UV are the primary observational tools for understanding coronal heating.   
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2.2.1 Observational Constraints on Coronal Heating 

Both waves and reconnection are predicted to produce impulsive heating. As reviewed in 

Klimchuk (2019), there are several independent lines of evidence that point to the existence of impulsive 

heating events. TRACE data combined with the extensive X-ray observations with the Yohkoh mission 

were among the first to show that many coronal loops are not in a steady state. In particular, many coronal 

loops are diagnosed in the EUV to be denser than predicted by scaling laws of hydrostatic equilibrium 

conditions for their temperature. Presumably, this means that they are observed while they are cooling, 

and therefore the heating of each strand is not continuous, but rather irregular, or impulsive (Klimchuk 

2006). Other evidence for impulsive heating includes that loop intensities as a function of height are not 

in agreement with the hydrostatic scale height, emission measure distributions with shallow slopes 

coolward of their peak, time lags between emissions formed at different temperatures, asymmetries in 

the distribution of intensity fluctuations, footpoints (transition region) not sufficiently bright, and the 

existence of very hot (> 5 MK) plasma. A review of these observational aspects is found in Reale 2014, 

Klimchuk 2006, and Klimchuk 2015.  

However, as we will show in the descriptions of observational coronal heating constrains that 

follow, many observations are consistent with steady heating too. Since impulsive and steady heating 

both seem to be consistent with observations at certain times and locations, current research focuses on 

the frequency distribution of the heating events, requiring a range of frequencies, rather than either 

steady heating or impulsive heating (e.g. Cargill 2014; Bradshaw & Viall 2016; Reep et al. 2013). Low 

frequency heating events occur at cadences that allow plasma cooling and evolution between them, and 

high frequency heating is effectively steady heating in terms of the plasma evolution (see discussion in 

section 3.2 on modeling), and produces observations consistent with steady heating, though they too are 

impulsive. Note that much of the current literature uses ‘impulsive heating events’ and ‘nanoflares’ 

interchangeably, even in situations where the mechanism is not necessarily magnetic reconnection, 

though we only use ‘nanoflare’ in the reconnection sense in this chapter. 

 Direct evidence of wave heating or reconnection heating is the exception, not the rule. Due to 

the unresolved nature of the events, most observations of coronal heating do not conclusively or 

immediately point to either waves or reconnection. Rather, they put constraints on the characteristics of 

the mechanisms’ timing and spatial distribution, which then must be compared to forward-modeled 
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simulations of coronal heating (Section 3). Also, as described for the chromosphere, magnetic 

reconnection and waves in the corona are observed and predicted to occur in concert, complicating the 

observations further. Due to these limitations, the current state of the art is to use observations to 

determine the spatial and temporal distribution of coronal heating. We describe next such observational 

constraints that do not yet point conclusively to waves or reconnection. 

 

Individual Brightenings 

One observational constraint are transient brightenings observed in the UV and X-ray. The 

nanoflare concept introduced first by Parker (1988) was the result of these observed properties of the X-

ray, UV corona and transition region, showing a space and time variability at small scales. Typical events 

that Parker considered are those with an X-ray illumination variation between 20% and 100% over a 

characteristic timescales of 20-60 seconds.  Such observations suggested a “heat input composed of 

many localized impulsive bursts of energy”. By this time there was already observational evidence that 

brightenings from larger events were less frequent than the smaller ones.  Parker proposed the name 

nanoflare for any of these events having an associated inferred energy below the microflare value (≤1027 

ergs). Already in his paper Parker introduced concepts such as, impulsive, unresolved events, clusters of 

nanoflares, statistics of nanoflares, with the idea that the corona is the result of a large number of 

nanoflares happening all the time. He showed that quantitatively they could roughly explain the 

existence of the corona.  However, it is still unclear how many of these brightenings are indeed 

reconnection events.   

  Observations of individual brightenings show that they have power law distributions. This has 

been measured in the Fourier spectra of the radiance (Ireland et al., 2015), the spatial and temporal 

scales of the brightenings, and the inferred thermal energy. In particular, the index of the slope in the 

energy distribution remains close to -2. Table 1 of Benz et al. (2002) summarizes estimated slopes from 

several studies range from -1.35 to -2.59. One important aspect to keep in mind is that soft X-ray and 

EUV observations infer the amount of energy of each event from the observed radiance. This is the 

plasma response to the injected energy. The hypothesis behind studying the plasma radiation is that all 

the energy injected in the loop in the form of heating by the magnetic field is radiated away to cool the 

system and that the plasma response to this heating preserves the heating statistical properties. 

However, Parenti et al. (2006; 2008) have tested these two hypotheses and they showed that in general 
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they do not hold: only the very high temperature emission (~10 MK) keeps memory of the statistical 

properties of the energy heating the system, while at lower temperature, including the average 1-3 MK 

corona, such information is washed out. See also Benz et al. (2002), Buchlin et al. (2005) and Jess et al. 

(2019) for a description of the difficulties in estimating the geometry and energies associated 

brightening, and therefore estimating power law slopes from them. It is clear that the direct relation 

made from radiance to heating properties is not straightforward, and other diagnostic methods should 

be used to investigate small scale heating. 

 

Loop Fine Structure 

When subarcsec monitoring of the solar corona in the extreme UV (EUV) was made with the 

TRACE mission, it was clear that the coronal loops observed with prior instrumentation consist of 

bundles of even thinner coronal loops, or strands (Lenz et al. 1999). The data arising from high 

resolution instruments in the soft-X (HINODE/XRT) and EUV-UV (TRACE, AIA/SDO and IRIS), as well as 

the few observations from sounding rocket (Hi-C, pixels of about 75 km) have confirmed that loops have 

substructure at least down to less than 1000 km (e.g. Reale et al. 2007, see discussion in Klimchuk 2015 

). Such detected strands may contain even finer structure.  

There is a long history of literature concerning observational results of the thermal structure of 

loops, which is an indication of the elemental cross-scale heating scale. If an observed coronal loop 

shows isothermal plasma, then this could be evidence that the heating mechanism deposited energy 

over the entire width of the loop at the same time, while multithermal plasma indicates heating events 

occurring on substructures within the loop. The results are controversial, particularly concerning warm 

loops (see delzanna et al. 2003, cirtain et al. 2007, triphati et al. 2009 and Reale 2014 for a full review). 

Some observations indicate that even a single observed coronal loop is typically a compilation of many 

subresolution magnetic field strands, each independently undergoing heating and cooling cycles and are 

multithermal (Schmelz et al. 2001), while other observations indicate monolithic, resolved, or almost-

resolved loops (Aschwanden & Nightingale, 2005; Brooks et al. 2012; Aschwanden & Peter, 2017 ). Some 

of these differences comes from the different diagnostic techniques used, instrumental limitations and 

the uncertainties in the data. There is also a possibility that there exist different classes of loops subject 

to different heating mechanisms and/or different frequency of heating events. Warm, ~1 MK loops have 
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been found to be nearly isothermal or multithermal at a given time, but quite time variable. Hotter, ~3 

MK loops in AR cores are multi-thermal but more stable in time.  

Spectroscopic filling factors measured in the EUV are another indication of substructures. They 

are a measure of how much the observed structure is filled with plasma at the temperature of the 

emission, and are another indication of substructure. Warren et al. (2008) measured filling factors in 

active region coronal loops, and Hahn & Savin (2016) measured quiet Sun and coronal hole filling 

factors; both papers found filling factors of around 10%, a strong indication of substructure.   

 

Differential Emission Measure (DEM) 

Differential emission measure (DEM) is a measure of the amount of plasma at a given 

temperature. In ARs in general, the DEM has a triangular shape (in log-log scale), with the two sides of 

the peak being fitted with power law functions that can change depending on the AR. Figure 9 shows 

one example of DEM in the core of an AR derived from Hinode/EIS. On the low temperature part, the 

power law index (α) was found to vary between 1.6 ≤ α ≤ 5.2 (e.g. Bradshaw12 for full review). This 

range is likely due to physical variations between different ARs, with some AR cores having slopes more 

consistent with high frequency heating (Warren et al. 2011), and a possible dependence on the AR age 

(Ugarte-Urra & Warren, 2010). Warren et al. (2012) surveyed 15 ARs, and found that steeper slopes are 

correlated with the total unsigned photospheric magnetic flux as well as the relative amount of hot 

plasma along the line of sight. Note however that there are also instrumental uncertainties in the 

calculation of DEMs (guennou et al. 2013), and in general, the DEM inversion problem is ill-posed, in that 

it may be without a unique solution, there may be no solution, or it may be an unstable solution (see 

Craig and Brown, 1976; 1986, Cheung et al. 2015 for discussion of approaches for addressing these 

limitations). 

 



29 
 
 

 

 

Figure 9. Active region differential emission measure curve. The emission measure distribution is the red curve. 

The black curves are solutions that use perturbed intensities. The parameters α and β are the unsigned slopes of 

the emission measure below and above log T = 6.6  (Warren 2014).  

 Models of impulsive heating (i.e. where the heating as a function of space and time is assumed, 

but a particular mechanism is not, see section 3.2) have shown that the cross-field thermal structure 

(represented by a DEM, for instance) carries important information in how the heating energy is 

distributed and released within a flux tube. Figure 10, shows an example where many flux tubes are in 

the simulated observation, which would result either due to line-of-sight effects and/or because the flux 

tubes are below the resolution of the instrument. The plasma temperature of many flux tubes changes 

depending on the frequency of the heating events, assuming a constant total injected energy. High 

frequency events produce an almost isothermal plasma along the line of sight. As the heating frequency 

decreases, the plasma becomes more multithermal. It is important to note that in simulations of 

impulsive heating, such as this one the coronal emission is dominated by plasma in its cooling phase 

(Klimchuk 2006).  
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Figure 10. Emission measure as a function of temperature for nanoflare trains with constant energy nanoflares. 

The 20 curves are associated with different delay times between the nanoflares (between 250 and 5000 s). The 

lowest curve corresponds to delay time of 250 s and the highest to 5000 s. Each curve is shifted vertically by 0.2 on 

a log scale with respect to the previous one as the delay time increases. The four line styles indicate delay time up 

in groups of 1000 s. From Cargill 2014.  

Light curves  

Another way to understand the properties of the heating in loops is to characterize their life 

cycle through their light curves, or emission at different wavelengths as a function of time. These can 

give an estimate of the temporal distribution of the heating. The temporal stability over a few hours of 

the emission and temperature of hot loops in the core of AR has suggested the compatibility with high 

frequency heating which prevents the plasma from cooling down (e.g. Porter and Klimchuk 1995; 

Schrijver et al. 2004, Warren & Winebarger 2006, Warren11).  

In contrast, the cooling of loops has been detected through light curves since, at least, the 

Yohkoh and Skylab era (see Reale 2014 for a full review}, but only until recently was it possible to fully 

cover the lifecycle temperature range (from few MK to chromospheric temperatures), which provides a 
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better constraint on the theories. Some of coronal loops are seen to be cooling from hot loops (e.g. 

Winebarger et al. 2005, Ugarte-Urra et al. 2009, Viall& Klimchuk 2011). The observation of a stable 

emission over several hours together with the associated small, but detectable fluctuations (~15%), are 

compatible with a loop made of a substructures where each substructure is heated and cools fully, but 

the loop in aggregate is continuously heated (e.g. sakamoto et al. 2008, terzo et al. 2011). In support of 

this general picture has been the arrival of the SDO/AIA high spatial and temporal resolutions EUV data. 

Viall & Klimchuk 2012; 2014; 2015} have developed and used a time lag method (a delay in the peak of 

emission seen in the different AIA channels) to highlight the full cycle of plasma cooling, both in 

observable loops and in the diffuse surrounding unstructured areas. The spatial resolution was of 0.6” 

pixel. Analyzing the same 15 ARs dataset used by Warren et al. (2012), Viall & Klimchuk (2017) measured 

different classes of cooling cycles that could be explained using trains of impulsive heating events with a 

range of different frequencies, high and low. Combining forward modeling (Bradshaw & Viall 2016) with 

the observations suggested that the majority of the plasma was heated by impulsive heating events with 

typical frequency of several thousand seconds.  

 

Non-thermal broadening 

Another observational signature expected from impulsive heating is spectral line broadening 

due to the high speed plasma evaporating from the chromosphere into the coronal loop. High velocities, 

of the order of 100 km/s or more are predicted in the early phase of the cooling cycle, when the strand 

is still weakly filled by plasma. In this respect, Patsourakos (2006) showed that a signature could be 

obtained observing the profiles of hot lines, such as Fe XVII, while cooler lines are not much affected by 

the heating. However, when looking at the observations, no clear evidence has been found until now 

(e.g. brooks16). It is possible that the present instrumentation does not have enough spectral resolution 

and sensitivity to isolate such weak signature from the bulk coronal emission. Wave motion, even in the 

absence of heating, will also contribute to non-thermal line widths, with broadening of the non-thermal 

line width attributed to unresolved wave motions instead of flows. Brooks & Warren (2016) investigated 

non-thermal line broadening in Hinode/EIS observations in the core of 15 non-flaring active regions and 

find that their results are inconsistent with all current models of heating: Alfvén wave turbulence, 
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reconnection jets in the corona, and chromospheric evaporation induced by coronal nanoflares. It is not 

straightforward to make a conclusion of non-thermal broadening from the current model predictions.  

Coronal rain 

Another observational constraint on coronal heating is coronal rain. Coronal rain consists of 

cool, chromospheric temperature plasma observed to fall down from the corona along magnetic field 

lines (Muller et al. 2005; Antolin & Rouppe van der Voort 2012; Auchere et al. 2014; Froment et al. 2015, 

2017). When it is observed outside of flaring regions, coronal rain seems to require a condition called 

thermal non-equilibrium, which requires high frequency heating that is concentrated towards the 

footpoints (see section 3.2 for a discussion of the theory of thermal non-equilibrium and how it is 

constrained by observations). Theoretically, thermal non-equilibrium is described with steady heating, 

however the heating that produces coronal rain can also be impulsive, provided that the heating is at a 

high enough frequency relative to the plasma cooling time (Karpen & Antiochos 2008). Antolin & 

Rouppe van der Voort (2012) measured the statistical properties of coronal rain outside of flares using 

the CRisp Imaging Spectro Polarimeter (CRISP) instrument on the Swedish Solar Telescope. They find 

that, on average, they are 310 km wide, 710 km long, and at temperatures of below 7000 K. It is 

estimated that the fraction of coronal volume with coronal rain is between 7% and 30%. A final 

observational constrain on their formation is that sometimes coronal rain occurs periodically and in 

conjunction with periodic intensity enhancements (Auchere et al. 2018). 

Doppler shifts 

Observed Doppler shift patterns generally show that lower temperature plasma is redshifted, 

while higher temperature plasma is blue shifted. The Doppler-shifts show center-to-limb variations 

consistent with a cosine (theta) variation (Peter & Judge, 1999), and the general interpretation of the 

red shifts is that they are down flows from a hotter corona on the flux tube (Chae et al. 1998). The 

transition between up and down flowing plasma is measured to be somewhere between 0.5-1.0 MK 

(e.g. Chae et al. 1998, Peter & Judge 1999; Dadashi et al. 2011). 

Elemental fractionation 

Spectral observations show that elements with a low first ionization potential – below 10 eV - 

are enhanced in abundance in the closed-field corona relative to their photospheric abundances. The 
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chromosphere, where these low FIP elements would be ionized while higher FIP elements remain 

neutral, is thought to be the location where this difference in relative abundance is set, due to forces 

acting on ions but not on neutral elements. FIP abundance is an important tracer for solar wind 

formation because it is ‘frozen’ into the solar wind plasma, and does not evolve in the solar wind as it 

travels away from the Sun. See review by Laming (2015) for a thorough review of the topic, and Chapter 

7 for using solar wind FIP measured in situ to make a connection with the solar atmosphere.  

Footpoints and moss 

Due to the crucial chromosphere-transition region-corona connection, the footpoints of coronal 

field lines can be an important diagnostic of coronal heating. Diagnostic techniques include comparing 

emission formed at different temperatures, and therefore connections between different heights (e.g. 

Vourlidas et al. 2001), as well as its time variability, which is an indication of heating frequency 

(Antiochos et al, 2003; Testa et al. 2014). Moss, an example of footpoint emission, is low height (3000 

km), 1 MK plasma identified with the TRACE imager. Moss is now known to be the footpoints of hotter, 

3-10 MK loops, with brightness that scales with loop pressure and filling factor (e.g. Schrijver et al. 1999; 

Berger et al. 1999; Fletcher & De Pontieu 1999; De Pontieu et al. 1999; Martens et al. 2000).  

2.2.2 Observations of Coronal Wave Heating 

Although periodic variations were detected in early observations (see e.g. Rosenberg 1970, 

Vernazza et al 1975, Trottet et al 1979, Antonucci et al 1984, Aschwanden 1987, Deubner & Fleck 1989 

or Tsubaki 1988 for an overview), it was the increased spatial resolution and wavelength coverage of 

SOHO and TRACE that provided spatially resolved observations of waves and oscillations in the solar 

atmosphere.  Observations of standing and propagating waves were discovered in a wide range of 

coronal structures such as, for example, intensity (density) variations in coronal (fan) loops (e.g. De 

Moortel 2009 for an overview), transverse loop oscillations (e.g. Aschwanden et al 1999, Nakariakov et 

al 1999) and perturbations in coronal plumes (e.g. Ofman et al 1997, DeForest & Gurman 1998). 

Present day observations by a range of imaging and spectroscopic instruments have allowed us 

to establish the presence of waves and oscillations in almost all parts of the solar corona and out into 

the solar wind. We have been able to directly measure the oscillatory displacement of coronal loops, 

intensity variations in magnetic structures, variations in Doppler velocities and line widths and periodic 
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radio signatures. The study of MHD waves has two major applications within solar physics, namely, 

coronal (or magneto) seismology (Uchida 1970, Roberts et al 1984 – see e.g. Nakariakov & Verwichte 

2005 or De Moortel & Nakariakov 2012 for a review on coronal seismology) and as a potential coronal 

heating mechanism (see reviews by e.g. Walsh & Ireland 2003, Klimchuk 2006, 2015, Parnell & De 

Moortel 2012, De Moortel & Browning 2015; Arregui 2015) and for comprehensive overviews of 

observations of waves and oscillations we refer the reader to the reviews listed above. We will restrict 

ourselves here to looking at a few particular examples and their potential relation to coronal heating.  

Early observations by SOHO and TRACE revealed the presence of (quasi-)periodic intensity 

perturbations propagating along coronal fan loops, mostly at the edges of active regions (see e.g. 

Berghmans & Clette 1999, Schrijver et al 1999, De Moortel et al 2000, Robbrecht et al 2001). These 

propagating coronal disturbances (PCDs) were found to have amplitudes on the order of a few percent 

compared to the background intensity, periods of a few minutes (typically 2-10 mins although periods of 

the order of 15 minutes have been reported in polar plumes) and propagation speeds ~100 km/s (when 

observed in wavelengths such as 171 A, i.e. around 1MK). The combination of these properties, and in 

particular the propagation speed close to the local sound speed, gave rise to interpreting PCDs as 

propagating slow magneto-acoustic waves (De Moortel et al 2002a,b) although others suggested an 

alternative interpretation in terms of flows. Combining the imaging observations with spectroscopic 

measurements (e.g. from Hinode/EIS) led to a more complicated picture than was first apparent. The 

spectroscopic observations showed that the low-amplitude, periodic PCDs were not only present in the 

intensity but also in the Doppler velocity measurements and both the waves (e.g. Banerjee et al 2009, 

Kitagawa et al 2010, Mariska & Muglach 2010, Krishna Prasad et al 2011, Marsh et al 2011) and flows 

interpretation (e.g. Sakao et al 2007, Doschek et al 2007, Hara et al 2008, He et al 2010, Guo et al 2010, 

Peter 2010, Bryans et al 2010, Ugarte-Urra & Warren 2011) became abundant in the literature. The 

ambiguous interpretation was highlighted by two papers analyzing the same dataset but putting 

forward a different interpretation (Wang et al 2009 and De Pontieu & McIntosh 2010).  Wang et al 

(2009) compare the intensity and Doppler shift perturbations and, finding that these are approximately 

in phase, interpret the PCDs as slow magneto-acoustic waves. However, De Pontieu & McIntosh (2010) 

additionally look at the line widths and line asymmetries and, comparing with modelling, suggest that 

the in-phase oscillations in intensity, Doppler velocity, line widths and line asymmetries are consistent 

with an interpretation in terms of quasi-periodic upflows.  
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Distinguishing between the interpretations in terms of propagating slow magneto-acoustic 

waves and quasi-periodic upflows is less straightforward than it perhaps might seem.  When looking at 

the asymmetries in the spectral line profiles, PCDs are often accompanied by quasi-periodically 

occurring enhancements of the same order of magnitude in the blue wing of the spectral line. De 

Pontieu & McIntosh (2010) and Tian et al (2011) show that fitting line profiles that exhibit such an 

enhancement in the blue wing with a single Gaussian (rather than a double Gaussian) mimics the 

properties of the intensity perturbations in the imaging data. However, Verwichte et al (2010) argue that 

the periodically varying double-Gaussian fit could be composed of an oscillating dominant (core) 

component and an additional small, stationary blue-wing component, consistent with an interpretation 

in terms of slow magneto-acoustic waves. De Moortel et al (2015) used forward-modelling to derive 

observational signatures associated with simple models of a propagating slow magneto-acoustic wave 

or periodic flows. Although there were a number of (observational) differences between the flow and 

wave scenarios, it was not possible to establish clear, robust observational characteristics that can be 

used in isolation (i.e. without needing a like-for-like comparison between the models). The identification 

problem is further exacerbated by the fact that any distinguishing characteristics require extensive 

analysis of the spectroscopic data, which is non-trivial with the low signal-to-noise levels of these small 

amplitude perturbations.  

Recent work by De Pontieu et al (2017), based on the numerical simulations by Martinez-Sykora 

et al (2017), demonstrates that the interpretation of PCDs as either propagating slow waves or episodic 

flows might be too simplistic. Similarities in properties have previously hinted at a close relationship 

between PCDs and (type II) spicules (De Pontieu et al 2005, De Pontieu & Erdélyi 2006), which was firmly 

established by De Pontieu et al (2017) by combining IRIS and AIA observations with numerical modelling. 

It was found that PCDs in plage region loops are not simply a signature of slow waves or flows but are 

part of a complex set of events linking the generation of spicular flows with shock waves that propagate 

into the corona as well as plasma heating through the dissipation of electrical currents and magnetic 

waves. Here, PCDs are not just a small-amplitude perturbation of the background intensity but the result 

of the formation of new coronal strands (an aspect missed by the often-used running difference analysis 

of PCDs). The complexity naturally explains the wide range of PCD propagation speeds reported in the 

literature, as the observed speeds are the result of a mixture of real flows, remnants of shock waves and 

dissipation of currents in the coronal volume (i.e. local heating followed by thermal conduction). In 
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addition, this model also resolves the ambiguous interpretations in terms of periodic flows (usually 

observed lower down in the loops) and slow magneto-acoustic waves (observed along a greater extent 

of the loops). Despite their small energy budget (~ 300 erg cm-2 s-1  - see e.g. De Moortel et al 2002a), 

their omnipresence in the solar atmosphere and their close link with spicule-driven heating imply that 

PCDs potentially play an important role in the mass and energy flow in the solar corona.  

The increased spatial and temporal resolution of TRACE also gave us the first imaging 

observations of (standing) transverse loop oscillations induced by a nearby impulsive event 

(Aschwanden et al 1999, Nakariakov et al 1999). Since then, transverse oscillations have been reported 

in many of the solar atmosphere’s magnetic structures such as prominences (e.g. Okamoto et al. 2007), 

magnetic bright points and inter granular lanes (Jess et al. 2012), chromospheric spicules (e.g. De 

Pontieu et al. 2007) and mottles (e.g. Kuridze et al. 2012), coronal loops (e.g. McIntosh et al. 2011), 

coronal rain (e.g. Antolin and Verwichte 2011) and jets (e.g. Cirtain et al. 2007). Similar transverse 

perturbations were reported in Doppler shift observations of large, off-limb, coronal loops by Tomczyk 

et al. (2007) and Tomczyk and McIntosh (2009). Many other examples can be found in the literature. We 

will focus on the potential relevance of these perturbations for coronal heating.  

Estimates of the energy associated with the observed (propagating) transverse waves vary 

substantially. For example, McIntosh et al (2011) analyze SDO/AIA and report on small-amplitude 

transverse displacements in a coronal hole region, quiet-Sun and active-region loops. They suggest that 

these ubiquitous low-amplitude oscillatory displacements are footpoint driven and contain sufficient 

energy to account for the heating requirements of the Quiet Sun and coronal holes (~ 1–2 × 105 erg cm−2 

s−1). In the active region loops however, the energy is estimated to be about 105 erg cm−2 s−1 which is at 

least two orders of magnitude too small (where Withbroe & Noyes estimate about 2 × 107 erg cm−2 s−1 is 

needed to account for the heating of active regions). In contrast to the energy budget reported by 

McIntosh et al (2011), Tomczyk et al (2007) report a much smaller energy budget estimated from CoMP 

(Coronal Multi-channel Polarimeter) observations of propagating disturbances in off-limb coronal loops. 

However, McIntosh & De Pontieu (2012) find that the off-limb line-of-sight superposition of Doppler 

velocities ‘hides’ most of the wave energy flux, which is instead present in the large, observed non-

thermal line broadening. Using 3D numerical simulations of oscillations in cylindrical fluxtubes, De 

Moortel & Pascoe (2012) demonstrated that the superposition of randomly directed oscillating 
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transverse displacements does indeed result in ‘observed’ line-of-sight integrated Doppler velocities 

with an energy budget that is at least an order of magnitude smaller than the energy present in the 

three-dimensional coronal (numerical) volume. Therefore, the energy budget estimated by McIntosh et 

al (2011) in the active regions loops is likely to be a lower limit due to the superposition of a large 

number of oscillating loop strands. Off-limb, one would also expect a large number of loops with 

randomly directed transverse displacements along the line-of-sight which could account for the low 

energy budget reported by Tomczyk et al (2007). In addition, mode identification further complicates 

deriving an estimated energy budget from observed waves and oscillations (Goossens et al 2013).  

To be relevant in the context of coronal heating, observed waves and oscillations not only need 

to contain a substantial amount of energy, but this energy needs to be dissipated on the appropriate 

time scales and in the right places. It is important to note here that damping (of the perturbation 

amplitudes) and dissipation are not necessarily the same. For example, waves can undergo ‘damping’ 

due to a change in the background medium or by transferring energy to a different wave model. The 

standing transverse loop oscillations induced by impulsive events (see e.g. Aschwanden et al 1999 and 

Schrijver et al 1999 for an early overview) are observed to undergo very rapid damping, within a few 

oscillation periods, but their contribution to (local) heating, if any, remains unclear. They do not occur 

frequently enough to really be relevant for coronal heating and in addition, their rapid damping is likely 

due to resonant absorption (see e.g. Ruderman & Roberts 2002, Goossens et al 2006, Ruderman & 

Erdélyi 2009, Goossens et al 2011) which transfers energy from the observed transverse loop oscillation 

to azimuthal Alfvén waves in the loop boundary. Although subsequent phase mixing of the Alfvén waves 

in the loop boundary region could lead to local heating, this is unlikely to sustain the loop at coronal 

temperatures (Cargill et al 2016). Aschwanden & Terradas (2008) find that the timescales on which the 

oscillating loops cool through the EUV passbands are compatible with heating and subsequent cooling, 

but this heating cannot necessarily be attributed to wave heating from the transverse loop oscillation. 

The situation is different however for the propagating transverse (Alfvénic) waves observed by, 

for example, Tomczyk et al (2007) and McIntosh et al (2011).  The CoMP observations not only show 

that these perturbations are ubiquitous through the solar corona, Tomczyk & McIntosh (2009) suggest 

that the waves must undergo rapid, in-situ damping to explain the observed disparity between outward 

(propagating upward towards the loop apex) and inward (propagating down from the loop apex) wave 



38 
 
 

 

power. The rapid damping of the transverse perturbations can be explained by mode coupling, again 

transferring energy from the observed oscillating displacements to small-scale azimuthal Alfvén waves in 

the tube boundary (see e.g. De Moortel et al. 2016 for a review) but the contribution to local heating 

from the subsequent phasemixing in the loop boundary has so far not been found to be viable (Pagano 

& De Moortel 2017, 2019). However, Morton et al (2015) reported on the observation of counter-

propagating Alfvénic waves which could lead to the development of turbulence and enhanced wave 

dissipation, which was not included in the model by Pagano et al. Morton et al (2016) suggested that 

regardless of local topology, the CoMP spectra reveal the presence of enhanced power around 3 mHz, 

suggesting a global link between the observed coronal transverse perturbations and the global p-modes. 

In addition, analyzing CoMP data from a number of different dates during 2012-2015, Morton et al 

(2019) recently suggested the possible presence of a basal Alfvénic flux throughout the solar cycle. On 

the other hand, Morton & McLaughlin (2013) exploit the high resolution provided by Hi-C to try and 

confirm the ubiquitous nature of wave activity in the solar corona but find that low-frequency (50-200 s) 

wave activity in the coronal loops is generally of low energy and that some structures do not show any 

(periodic) transverse displacements at all.  

The observations of waves and oscillations in the solar corona described so far are all direct 

measurements of periodic variations in observables such as intensity or Doppler velocity. Indirect 

evidence of the presence of waves can also be derived from observations of non-thermal line widths, 

with broadening of the non-thermal line width attributed to unresolved wave motions.  For example, 

McClements et al. (1991) demonstrated that if Alfvén waves are present, there should be a centre-to-

limb broadening of the observed line widths, a concept which was used to suggest the presence of 

Alfvén waves based on observed changes in the line broadening by e.g. Hassler et al (1990) or Erdélyi et 

al. (1998). As pointed out by McIntosh & De Pontieu (2012), a considerable amount of wave energy 

could be ‘hiding’ in the non-thermal line widths. Changes in observed line widths could therefore be 

indicative of changes in the wave amplitude. Such variations have been analyzed by, for example, 

Harrison et al. 2002 who found a decrease in EUV line width with height above the limb, which they 

suggested could be due to wave damping (see also e.g. Sakurai et al. 2002; O’Shea et al. 2003; 

Zaqarashvili 2003, Wilhelm et al. 2004). A similar decrease in the non-thermal line widths was found by, 

for example, Hahn et al (2012), Bemporad & Abbo (2012) and Hahn & Savin (2013) in polar coronal 

holes, which these authors also attribute to damping of Alfvén waves (see also e.g. Banerjee et al 1998, 
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2009b). In coronal holes, dissipation of wave energy is not only relevant for coronal heating but also for 

the acceleration of the fast solar wind (see review by e.g. Banerjee et al 2011; Cranmer 2009). Hahn et al 

(2012) suggest that the observed rapid decrease in line-width could account for up to 70% of the energy 

required to heat the polar coronal hole and drive the solar wind acceleration (where Hahn & Savin 2013 

estimate the initial energy flux density present as 6.7 ± 0.7 × 105 erg cm−2 s−1). Hahn & Savin 2014 find 

that the spatial profile of the wave damping is correlated with the loop length, suggesting that the 

mechanism responsible for the damping of the waves depends on the global loop properties. Oscillating 

transverse displacements have also been measured directly in coronal plumes from SDO/AIA 

observations by e.g. Thurgood et al (2014) who find that the energy budget contained within these 

resolved oscillations is insufficient to account for the acceleration of the solar wind.  

 

2.2.3 Observations of Coronal Heating from Magnetic Reconnection  

Parker proposed that the origin of nanoflares is the dissipation of tangential discontinuities 

(reconnections) which are created by the photospheric random motion of a bundle of magnetic field 

footpoints. Hard X-ray observations shows that the detected events in the flare-microflare energy range 

(≥1027 ergs, over about three decades) are distributed in energy following a power law with an index 

greater or close to, -2 (see for instance, lin84, crosby93 and references therein). Similar studies have also 

been addressed observing small impulsive transients in the soft-X ray (using Yohkoh/SXT), EUV 

(SOHO/EIT, SUMER and TRACE data) both in quiet Sun and Active regions (Berghmans98, Krucker98, 

Parnell00, aletti00, Aschwanden02, Buchlin06 , Benz 2004; Pauluhn & Solanki 2007; Bazarghan et al. 

2008). hudson91} pointed out that a power law steeper than -2 is required for nanoflares to be 

energetically important (compared to proper flares). This requires extrapolation from the observed 

events, which are much more energetic. There are two problems in this extrapolation. First, as 

mentioned previously, there are large uncertainties in the measured power law slope. Second, an 

extrapolation from flare energies to nanoflare energies may not be appropriate. Yashiro et al. (2006) 

have found that the slopes for flares that are and are not associated with CMEs are different, with the 

confined flare slope being steeper than -2. Nanoflares are more likely related to confined flares than to 

eruptive flares.  
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Even in resolved flares, it is the consequences of reconnection on the plasma that is observed, 

such as bi-directional jets (Innes et al. 1997). Such signatures are expected to be especially difficult to 

detect in nanoflare-associated jets. For example, reasons that it may be difficult to detect nanoflare jets 

are if jet energy is converted to thermal energy rapidly, if the jet interacts with the surrounding plasma, 

if the filling factor is <<1, 3D effects, tearing islands, and if thermal conduction cools the associated 

shocks rapidly (e.g. see Cargill 1996; Klimchuk 1998 for discussion of these effects). 

As with chromospheric heating, one way to estimate the amount of reconnection is through the 

change of the magnetic field and estimated flux cancellation. Using a potential field model calculated 

from Sunrise/IMaX data, Wiegelman et al. (2013) found that the connectivity in the upper solar 

atmosphere changes rapidly, suggesting magnetic reconnection. However, both Wiegelman et al. (2013) 

and Chitta et al. (2014) estimated an upper limit of the free magnetic energy that would be available to 

magnetic reconnection, and found that it was too small to explain the coronal heating in the quiet Sun. 

We note that the above estimates do not take into account the free magnetic energy associated with 

tangling and twisting of the field on small scales. Such energy could easily be enough to power the quiet 

Sun (Klimchuk 2006, 2015). 

Evidence and theory suggest that X-ray bright points are produced by flux cancellation (e.g., 

Martin et al. 1985; Falconer et al. 1999; Priest et al. 1994; Parnell & Priest 1995; Longcope 1998; Parnell 

& Galsgaard 2004; Archontis & Hansteen 2014, and review by Priest et al. 2018). Flux cancellation has 

been associated with coronal loop brightenings, also implicating magnetic reconnection (Tiwari et al. 

(2014); Huang et al. (2018)). Chitta et al. (2018) observed fluctuations in the footpoint of a coronal loop 

observed in 171 A, concurrent with flux cancelation. They concluded that the flux cancellation could 

provide energy to heat the corona to temperatures over 5 MK.  Braiding, followed by reconnection has 

been observed recently with the Hi-C sounding rocket. Figure 11 shows the Hi-C, high resolution 

observations of an active region taken in the EUV, (Cirtain et al. 2007). The event observed was a C1.7 

flare, which might share similar physics to smaller nanoflares.  
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Figure 11 Adapted from Cirtain et al. 2007 showing magnetic reconnection after braiding in Hi-C for a C1.7 flare. A, 

b, d, and f show the event viewed in different SDO/AIA passbands. E showed the Hi-C image, and c shows an 

unsharp mask version of the Hi-C.   

 

One important observation that is unique to magnetic reconnection is very hot, >5MK plasma. 

The DEM of ARs generally decreases quite sharply above the peak at 3MK, and it is difficult to quantify 

the highest detectable temperature emission, though attempts have been made. The very hot plasma is 

emitted in the very early phase of the cooling (e.g. Cargill 1994;1995). For this reason, it can possibly 
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preserve more information on the heating properties (Parenti 2006}). In the recent decade, several 

efforts have been made to detect such plasma. It has been identified in on disk ARs using EUV, soft-X ray 

and hard  X-ray measuerments ( e.g. Patsourakos 2009, Testa 2011, Reale 2006, Reale 2009a, Reale 

2009b, Warren 2012, Hannah 2016, Schmelz 2016, Brosius et al. 2014, Marsh et al. 2018, Figure 12), 

though the quantification with respect to the background, 3 MK plasma, has been a very difficult task. 

EUV data rely in the detection of Fe XVIII-XIX emission (formed around logT=6.9) in deep exposures. The 

general agreement is that it is present in an amount consistent with nanoflares. Most recently (Parenti 

2017) quantified the hot plasma in off-limb active region data using very deep exposures of Fe XIX: 

about 0.1% of the plasma from the bulk corona could reach about 10 MK. For the first time it was shown 

that this was persistently present almost everywhere in the core of the active region up to about 9 Mm 

above the limb (Figure 13).  A smaller amount of hot plasma was detected on the disk by the rocket 

FOXSI-2 in hard X-ray (Ishikawa 2017).  

 

Figure 12. Results from the DEM inversion for different areas (indicated by Mask letter) in an off-limb AR. 

Only the Mask B does not reach very high temperature. From Parenti at al. 2017. 
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Figure 13. Map of temperature in an AR. The Green scale refers to an average of 3MK, the blue scale localizes the 

plasma above 5MK.  From Reale et al 2009. 

Parenti et al., 2017 summarizes from the literature the index (β) of the inferred power law slope 

above 5 MK, which shows quite an important variability (-14 < β < - 4.4). At high temperatures, the EUV 

and X-ray emissions become weak, and inferring the slope becomes very difficult and the uncertainties 

in the measure increase. In some cases, the power law shape has not been confirmed (barnes16). It is 

also possible that changes in the DEM shape (and so in the power law index) may occur during the AR 

lifetime (e.g. Ko16}). More work has to be done in this respect. Indeed, the properties of this very high 

temperature plasma are not yet completely understood. The physics involved may be more complex as 

at the very high temperature this tenuous plasma can be in non-equilibrium conditions (Bradshaw 2009; 

ionization non-equilibrium, as well as departures from Maxwellian distributions in general, are 

important to consider in the interpretation of observations (Dudík et al. 2019). 

More generally, the presence of hard X-rays (HXR) indicate hot >5MK plasma and can be used to 

identify nanoflares. HXR emission can also be used to test whether nanoflares have similar physical 



44 
 
 

 

processes as larger flares, namely magnetic reconnection that results in particle acceleration. 

Microflares are observed to have HXR, hot plasma. RHESSI observations (review Hannah et al. 2011) 

show that microflares resemble more energetic flares in many respects, including that they occur only in 

AR, have high temperatures, and nonthermal emission, and nonthermal energy deposition for 

microflares was confirmed with Nuclear Spectroscopic Telescope Array NuSTAR (Wright et al. 2017; 

Glesener et al. 2017). While the amount of energy in microflares do not account for the global coronal 

heating budget, the observations show that they supply substantial coronal heating in the locations 

where they occur. 

 Since microflares are part of a distribution of flares, it is possible that flares smaller than 

microflares could supply the energy for the global coronal. In order to see if even smaller events, that 

could explain coronal heating, exist, data from the Focusing Optics X-ray Solar Imager (FOXSI) rocket and 

the Nuclear Spectroscopic Telescope Array (NuSTAR) have been used. (Marsh et al. 2018) showed that 

these HXR data were consistent with nanoflares and ruled out steady heating. Kuhar et al. 2018 showed 

evidence of three `flares’ in NuSTAR that are eight orders of magnitude fainter than flares- smaller than 

microflares. However, even these smaller flares are larger than the canonical nanoflare. Furthermore, 

they had substructure within them, indicating that they were comprised of many smaller fundamental 

magnetic elements.  

A final piece of evidence of magnetic reconnection and coronal nanoflares is beams of 

nonthermal electrons. Such particles are observed in association with larger flares. Type III radio 

emission is a possible diagnostic of electron beams that may be associated with nanoflares (e.g. Saint-

Hilaire et al. 2013; Alissandrakis et al. 2015; Bouratzis et al. 2016; James & Subramanian, 2018). Chen et 

al. (2013) showed with larger flares that Type III emission can even be used as a diagnostic to localize 

the magnetic reconnection site. It is even possible that nanoflare accelerated electron beams leave 

signatures in solar wind electron velocity distribution function (e.g. Che & Goldstein 2014). High 

resolution IRIS observations also shows evidence of nonthermal electrons.  IRIS observed intensity and 

velocity variability at the footpoint of a hot, dynamic coronal loop, which Testa et al.  2014 concluded 

were consistent with beams of nonthermal electrons in a nanoflare. The beams were estimated to have 

deposited ≲1025 erg of energy into the chromosphere and TR. Indeed, the energy deposited by the 
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nonthermal particles in the chromosphere could be an important contribution to the coronal plasma 

response in a nanoflare (Brown et al. 2000). 

 

 

3 Modeling of the Solar Atmosphere  

 The ultimate goal of theory and modeling is to understand the fundamental physics well enough 

to quantitatively predict the observables described above. Modeling the relevant physics for the entire 

solar atmosphere is not possible with current computational resources. For example, it is not possible to 

resolve the thin current sheets and their dissipation regions up through the global corona scales or even 

active region scales simultaneously. Within these computational limitations and the available 

observations, there are three main modeling strategies for studying coronal heating, each with its 

strengths and weaknesses. The important point is that they all must approximate or represent some 

aspects of the physics. In some, it is immediately apparent, and in some the approximations are more 

subtle. In all cases, there are situations and interpretations that are appropriate, and conclusions and 

applications that are not.  

The first modeling approach is to perform detailed simulations of the energy release process 

(broadly categorized as magnetic reconnection or waves, though as we have outlined above, they are not 

mutually exclusive). To do this accurately requires zooming in on a very small region of the solar 

atmosphere, such as an individual current sheet. Resistive MHD is generally adequate for coronal 

conditions, though kinetic effects may become important as smaller and smaller structures develop. A key 

requirement is achieving high enough resolution, since the numerical resolution affects the dissipation 

and heating (e.g. Galsgaard & Nordlund 1996). The disadvantage of this approach is that coupling to larger 

scales and to the lower atmosphere cannot be easily included. Such coupling can affect the energy release 

itself, since there is often a feedback between large-scale stresses and the reconnection that allows the 

field to evolve. Equally important is the energetic and dynamic coupling between the corona and 

transition region/chromosphere, which dramatically impacts the plasma properties and radiative output 

of the corona.  This can cause serious problems when comparing predicted and actual observations to 

evaluate the models. 
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 The second approach to studying coronal heating is to treat the heating in an ad hoc manner by 

simply specifying its spatial and temporal dependencies. Then, the response of the plasma, including the 

crucial coupling with the lower atmosphere can be simulated with great accuracy. These are the so-called 

hydrodynamic loop models discussed in Section 1. The advantage here is that meaningful comparisons 

with observations can be made. The spatial and temporal dependence of the heating can be changed to 

determine which ones give the best agreement. Since they are computationally less expensive than global 

models (type three) the massive parameter space of the possible heating mechanisms and their 

associated spatial and temporal dependencies can be investigated efficiently. The disadvantage is that the 

properties of the heating are assumed and not necessarily motivated by a particular physical mechanism. 

Nonetheless, the observationally derived properties place valuable constraints on any theories for the 

mechanism, current or future.  

 The third approach attempts to combine the first two by treating both the energy release process 

and the response of the plasma, including the production of observational signatures. This is sometimes 

called ab initio or first principles modeling. Impressive models of active regions and even the global corona 

have been obtained. However, present day computers are not capable of accurately simulating 

simultaneously the energy release process and the coupling to the lower atmosphere and the global 

scales. The dominant heating mechanism in these simulations is ohmic dissipation of relatively large-scale 

currents, and it is not yet understood if this is a reasonable proxy for what is heating the solar atmosphere.  

Measurements of kG elemental flux tubes in the photosphere lead to the conclusion that an individual 

active region contains of the order of 100,000 current sheets or more (Klimchuk 2015). Simulations of the 

range of physical effects relevant for the reconnection of even a single current is highly challenging 

(Daughton et al. 2011; Huang & Battacharjee  2016), let alone for 100,000. The actual heating mechanism 

operating on the Sun (fundamentally involving small-scale structures and viscosity, according to models 

of type 1) has not yet been established. A crucial aspect is the onset of reconnection. As discussed by 

Klimchuk (2015), reconnection must remain switched off to allow magnetic stresses to build, and switch 

on to release the stored energy only after a sufficient level of stress has been reached. If reconnection 

were to happen too soon, the corona would be cooler than observed. 

 All three approaches to the coronal heating problem provide useful information. Eventually they 

will converge on a common solution. But the limitations of each approach must be recognized at all times.  
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3.1 Approach One: Local MHD Models   

Wave Heating  

As is evident from the observations described above, the key question for wave-based heating 

of the solar atmosphere is no longer whether waves and oscillations are present but whether they 

contain sufficient energy and whether wave dissipation occurs on the right timescales and in the right 

locations.  Alfvén(ic) waves in particular are seen as a highly effective way to transport energy from 

below the Sun’s surface out into the solar atmosphere and the suggestion of Alfvén-wave based heating 

of the solar atmosphere was already made by Alfvén (1947) (see also e.g. Wentzel 1974, Wentzel 1976 

or Hollweg 1978). However, classical resistive or viscous dissipation of the Alfvén wave energy is slow, as 

it is proportional to the viscous and magnetic Reynolds numbers (both >>1). For example, Porter et al. 

(1994) pointed out that even though observed non-thermal line broadenings might imply sufficient 

wave fluxes, this does not necessarily mean that this wave energy is readily converted into heat. Arregui 

(2015) argued that given the rapid damping of many of the observed (standing) transverse loop 

oscillation (generally within a few oscillation periods), it is not at all clear that the time scales involved 

even allow for heating to occur during the actual oscillations. 

To enhance the dissipation rate of Alfvén waves, mechanisms such as resonant absorption 

(Tataronis & Grossman 1973, Ionson 1978) and phase mixing (Heyvaerts & Priest 1983) were proposed. 

Both resonant absorption and phase mixing depend on the presence of a variation in the local Alfvén 

speed and the fact that individual field lines can oscillate with their own Alfvén frequency. Resonant 

absorption occurs when, on a specific magnetic surface, a ‘global’ mode (reflects the large-scale plasma 

and magnetic structure) is in resonance with local oscillations which will lead to the transfer of energy 

from large-scale perturbations to small length scales at a rate which is independent of the diffusion 

coefficients, giving effective damping of the large-scale mode (see e.g. Hollweg & Sterling 1984, Poedts 

et al 1989, Poedts et al 1990, Ofman et al 1995 or Goossens et al 2011 for a review of resonant 

absorption).  Resonant absorption itself is a damping rather than a dissipation mechanism; to provide 

heating, dissipation of the wave energy must still occur within the resonant layer, which is often 

implicitly assumed to happen on timescales similar to the damping of the original global perturbation.  
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Phase mixing occurs when Alfvén waves gradually move out of phase on neighboring field lines 

with different Alfvén speeds (due to a transverse inhomogeneity in the density and/or the magnetic 

field strength), generating increasingly large transverse gradients, again leading to more efficient 

dissipation. This leads to a significant enhancement of the dissipation, which under the assumption of 

strong phase mixing becomes proportional to the cube root of Rm (the magnetic Reynolds number) and 

Re (the viscous Reynolds number) (Heyvaerts & Priest 1983). Although theoretical models of the 

individual mechanisms are usually presented, there is a natural close interplay between resonant 

absorption and phase mixing, where the small-scale oscillations in the resonant layer are expected to 

undergo phase mixing due to the local variation in the Alfvén speed (see e.g. Ruderman et al 1997a,b). 

Apart from resonant absorption and phase mixing, other mechanisms such as mode conversion (to 

modes which might more readily dissipate) and ion-cyclotron resonance have also been proposed (see 

reviews by e.g. Aschwanden 2004, Goedbloed & Poedts 2004, Klimchuk 2006, Erdélyi & Ballai 2007 and 

references therein). Ion-cyclotron waves in particular are likely important for heating coronal holes and 

the acceleration of the fast solar wind (see Cranmer et al. 2017, and Chapter 7 on the solar wind).  

There is a very substantial body of literature on the theoretical and numerical development of 

wave-based heating models, particularly in the 1980s and early 1990s (see e.g. Aschwanden 2004, 

Goedbloed & Poedts 2004 or Goossens et al 2011 for more detailed reviews). For resonant absorption 

and/or phase mixing to occur, a gradient in the Alfvén speed has to be present. Also implicit in the 

models is the presence of an ignorable coordinate, where Parker (1991) argues that this might not 

readily be the case in the solar atmosphere, leading to coupling to other modes. The most often used 

equilibrium configuration for wave heating models is a straight (and uniform) magnetic field with a 

transverse density gradient (balanced by a change in temperature to maintain cross-field pressure 

balance), although see e.g. Poedts et al (1990) for resonant absorption in a sheared magnetic field. Most 

modelling then injects waves into this equilibrium (either through imposing a perturbation on the 

equilibrium or through boundary driving) and investigates the heating through dissipation of the wave 

energy. However, this is where wave-based heating mechanisms face a fundamental problem. In 

magnetically closed loops, the density is related to the magnitude of the heating (see e.g. Klimchuk 2006 

or Reale 2014) which immediately begs the question, can wave heating self-consistently sustain the 

assumed (equilibrium) density profile or is an additional (alternative) heating mechanism needed to 

sustain the high-density region and prevent draining (e.g. Bradshaw & Cargill 2010). If the former, then 
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the imposed density structure must be compatible with the spatial profile of the wave heating. If the 

latter, then what is the required (background) heating mechanism, how does it affect the wave-based 

heating and does this automatically imply that the contribution from wave-based heating must be 

small?  

Cargill et al (2016) assessed the self-consistency of assuming a fixed (pre-existing) density 

gradient by examining the evolution of the coronal density when wave-heating takes place. They find 

that heating due to phase mixing of Alfvén waves cannot sustain the assumed density. Conceptually, this 

is relatively easy to understand. Phase mixing leads to enhanced dissipation (local heating) where the 

gradient in the Alfvén speed, i.e. in the density, is largest. However, cooling and draining are 

proportional to the density (not the gradient of the density) and therefore will occur faster where the 

density is highest. In other words, the imposed density profile (which leads to phase mixing) cannot be 

sustained self-consistently by the wave heating. The same basic conclusion holds for resonant 

absorption (Ofman et al 1998). Cargill et al (2016) also look at the related question of whether density 

changes induced by the wave heating affect the imposed (equilibrium) density profile sufficiently to 

alter the wave propagation and dissipation (see also Ofman et al 1998). It is found that including 

feedback of the heating on the density gradient can lead to significant local structuring but that this only 

occurs on timescales longer than the thermal evolution of the loop (i.e. the changes to the density 

profile due to cooling and draining are more significant that the local structuring due to the wave 

heating). In addition, the authors point out again that transport coefficients need to be substantially 

enhanced to obtain effective heating. Pagano & De Moortel (2017) study heating due to phase mixing in 

3D MHD simulations where transverse footpoint displacements trigger kink modes that mode couple to 

torsional Alfvén modes in the boundary shell of the cylindrical flux tube. As expected, the Alfvén waves 

phase mix in the boundary layer of the loop but even using (excessively) high values of magnetic 

resistivity and strong footpoint drivers the heating due to phase mixing is insufficient to be relevant for 

coronal heating. Further work by Pagano et al (2018) and Pagano & De Moortel (2019) extends this 

study to include multi-harmonic loop oscillations and an observed power spectrum but the basic 

conclusion remains unchanged.  

So, can the slow dissipation rate of the Alfvén wave energy that seems to be inherent to the 

basic phase mixing and resonant absorption models be increased? One possibility is the development of 

the Kelvin–Helmholtz instability and/or the onset of turbulence (see e.g. Browning & Priest 1984, Lee & 
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Roberts 1986, Hollweg 1986, Hollweg & Yang 1988 or Hollweg & Johnson 1988 for early discussions). A 

turbulent cascade of wave energy down to smaller length scales where dissipation becomes efficient 

might address the problem of the slow dissipation rate of Alfvén waves. A frequently studied model is 

turbulence induced by the (internal) reflection of waves (e.g. Matthaeus et al 1999, Suzuki & Inutsuka 

2005, Verdini & Velli 2007). Numerical modelling by van Ballegooijen et al (2011) showed that 

reflections of the transition region could lead to such a turbulent cascade of Alfvén waves in the 

chromosphere down to dissipative lengthscales and could account for the required chromospheric 

heating rate (see also Asgari-Targhi et al 2013, 2014; van Ballegooijen et al 2014), though the present 

Alfven wave turbulence modeling currently does not satisfy observational constraints (van Ballegooijen 

et al. 2017). However, the model uses reduced MHD and hence compressive effects such as the coupling 

between Alfvén waves and slow modes or the formation of (compressive) shocks cannot be evaluated 

(see also e.g. Tu & Song 2013). In the chromosphere, compressive effects are expected to be important 

with several authors showing that shock heating might in fact be the dominant mechanism (e.g. Hollweg 

et al 1982, Kudoh & Shibata 1999, Matsumoto & Suzuki 2012, 2014; Arber et al 2016). In the corona 

however, the compressive effects might be less significant. A cascade of Alfvénic turbulence is also 

present in the global models of coronal heating and solar wind by e.g. Sokolov et al (2014) and van der 

Holst et al (2014), though it is parameterized (see section 3.3). A recent paper by Magyar et al (2017) 

looked at the development of turbulence-like behavior for unidirectionally propagating Alfvénic waves, 

i.e. without internal reflections, in a perpendicularly inhomogeneous plasma. The authors find that this 

generalized phase mixing model can lead to “uniturbulence” with complex, ribbon-like current 

structures throughout the 3D volume. Enhanced dissipation can also be associated with the presence of 

an instability such as the Kelvin–Helmholtz instability (KHI) and the strong shear motions at the edges of 

transverse oscillating loops have been shown to lead to the rapid development of the KHI (e.g. Browning 

& Priest 1984, Uchimoto et al. 1991; Ofman et al. 1994; Terradas et al. 2008, Antolin et al 2014). 

However, whether this is sufficient to make wave-based heating significant is still under debate (e.g. 

Howson et al 2017a,b; Karampelas et al 2017, Guo et al 2019). 

If wave-induced turbulence (or unresolved Alfvénic motions) makes a viable contribution to 

heating of the solar atmosphere, this contribution should be evident in observed line broadening (see 

also e.g. De Moortel et al 2014, Liu et al 2014, Morton et al 2015) for indirect evidence for the possible 

presence of Alfvénic turbulence). For example, Carlsson et al (2015) find that the width of the 
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chromospheric O I 135.6nm line implies non-thermal velocities less than 10 km/s whereas De Pontieu et 

al (2015) find that non-thermal line broadening at the transition region (IRIS Si IV) footpoints of coronal 

loops is limited to about 20 km/s. Such observations place constraints on the amount of unresolved 

Alfvénic turbulence in the (lower) solar atmosphere and so far, it is not clear that sufficient power is 

present to play a significant role in coronal heating.  

We note here that we have so far only described wave heating based on dissipation in a fully 

ionized plasma. Whereas this assumption is most likely valid for the solar corona, in the chromosphere, 

dissipation due to ion-neutral collisions becomes important (e.g. Khodachenko et al. 2004; Khomenko & 

Collados 2012) and several authors have shown this can lead to efficient chromospheric heating (e.g. De 

Pontieu et al. 2001; Leake et al. 2005; Goodman 2011; Song & Vasylunas 2011; Tu & Song 2013).  

Modelling can establish whether wave heating can be sufficiently efficient to obtain viable 

heating rates and observations can place limits on the available wave energy flux. However, to assess 

whether any particular (wave) heating model is indeed operating in the solar atmosphere, observational 

signatures need to be established through forward modelling. For such observational characteristics to 

be meaningful, the full thermodynamic response of the plasma (including thermal conduction and 

radiation) needs to be included in the modelling.  

So far, it has not proven easy to establish unique observational signatures associated with wave- 

based heating mechanisms (see, Taroyan and Erdélyi 2009, for a review of heating diagnostics with MHD 

waves). For example, it is not clear whether wave-based heating would appear near-continuous or 

episodic (“bursty”) and hence, difficult to distinguish from reconnection-based heating models (e.g. 

Ofman et al. 1998; De Groof and Goossens 2002; Moriyasu et al 2004; Mendoza-Briceño et al. 2005; 

Mendoza-Briceño & Erdélyi 2006; Klimchuk 2006; Antolin & Shibata 2010). If resonant absorption and/or 

phase mixing leads to drifting of the heating layers (Ofman et al 1998; Cargill et al 2016), heating may 

appear impulsive (depending on resolution) and could resemble a nanoflare storm. Indeed, based on 3D 

reduced-MHD numerical models of Alfvén wave propagation, van Ballegooijen and collaborators (van 

Ballegooien et al. 2011, 2014; Asgari-Targhi et al 2013, 2014) found that the spatial and temporal 

distribution of heating events was similar to the profile of a nanoflare storm. Although these authors 

pointed out that the wave-based coronal heating rate was dependent on the loop parameters (with an 

increase in heating rate with coronal field strength and a decrease with loop length), this does not 

provide a robust, observational characteristics that can be used in isolation as it relies on being able to 
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make a direct comparison between different loops (as well as being able to reliably measure the field 

strength) – a limitation which is likely to be true for any parameterization of heating mechanisms in 

terms of loop parameters such as field strength or length. On the other hand, investigating the different 

observational signatures of heating by nanoflares or Alfvén wave dissipation, Antolin et al (2008, 2010) 

suggested that coronal rain could provide insight into coronal heating mechanisms. Comparing observed 

estimated heating profiles with analytically and numerically obtained profiles, Van Doorsselaere et al 

(2007) suggest that any wave-heating mechanism should be dominated by a resistive rather than a 

viscous phenomenon. Taroyan et al (2007) demonstrated that the power spectrum of Doppler shift 

oscillations can be used to distinguish between uniform and footpoint heating of coronal loops and to 

estimate the average energy of a single heating event.  

 

Magnetic reconnection 

The other type of simulations that fall under the heading of this first modeling approach are 

those that study dissipation during magnetic reconnection. The time-dependent nature of reconnection 

was hypothesized from the current sheet tearing mode instability (Furth et al. 1963), well before 

detailed numerical simulations demonstrated their existence. The Parker idea of nanoflares is that 

photospheric motions that twist and tangle the fields result in the formation of tangential 

discontinuities, which correspond to currents. Though braided fields are not often observed, elementary 

magnetic fields are not resolved by current instruments, and, given their aspect ratios, misalignments 

are not expected to be obvious in existing instrumentation (Wilmot-Smith 2015). The process by which 

these field lines relax back into a force-free equilibrium has been the focus of many recent experiments. 

See Wilmot-Smith 2015 and Cargill et al. 2010 for excellent reviews on reconnection experiments. A 

general result is that thin current layers form, and a highly dynamic, but statistical steady state is 

achieved where the Poynting flux and dissipation are coupled on long timescales, but decoupled on 

short timescales. In the numerical models, dissipation can be both ohmic and viscous, and is bursty and 

spatially localized.  

An important advance occurred in moving to theory and numerical simulations of magnetic 

reconnection in 3D. In particular (Hornig and Priest 2003, Priest et al. 2003 and Pontin et al. 2005) 

demonstrated that it is not possible to follow individual field lines through the diffusion region. Instead 

the reconnection in 3D takes a finite volume and amount of time and involves many field lines at any one 
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instant (not just two). The coronal tectonics framework with driving from the magnetic carpet was 

advanced by Priest et al. (2002), with dissipation at the separatrix surfaces. Currents can form and 

reconnection can take place both at the central reversal and current sheets, but also separatrices (Priest 

and Forbes 2000). These separatrix surfaces happen because of the motion and localization of the 

magnetic field (Schrijver et al. 1999). Related, quasi-separatrix layers (QSLs; Priest and Demoulin, 1995; 

Demoulin et al., 1997; Titov et al., 2002), are locations where the magnetic connectivity has steep 

gradients, rather than being truly discontinuous. Current sheets can also form at QSLs (Titov, 2007), and 

electric currents may dissipate there as well (Aulanier et al., 2005; Bellan, 2006; Pariat et al., 2009). 

Simulations have advanced to the point of applying the tectonics framework to loop models of magnetic 

reconnection. They model the magnetic field line as straight and occurring between two parallel plates, 

with velocities applied at the boundaries. There is no flux emergence or cancellation in these models; 

instead they investigate how footpoint motions of different types (rotation, shears) result in reconnection 

and dissipation (Mellow et al 2005; De Moortel and Glasgaard 2006 a and b; Wilmot-Smith & De Moortel 

2007).  

Boundary shears, or flows oppositely directed across a neutral flow line, were applied first in a 

loop simulation by Van Ballegooijen (1988). They found that shear driving produced quasi-separatrix 

layers (Titov et al. 2002), locations where magnetic reconnection is likely to occur. Resistive 3D MHD 

models show that shearing causes electric currents, and the strength of the currents grow exponentially 

[Galsgaard & Nordlund 1996]. The current sheet fragments, the magnetic structure is complex, and the 

dissipation is bursty.  

Moving on from simple shear motions, others have approximated solar granulation with 

rotational motions (e.g. Longcope et al 1993; Gomez et al. 2000; Rapazzo et al. 2007), based on the 

principle that twisting the photospheric footpoints should produce dissipation at many current sheets 

(Tucker 1973). Random circulation patterns at small scales can be linked to energetic heating events 

occurring with power-law frequency distributions (Knizhnik et al. 2018), and such experiments inform us 

on how the coronal heating problem may be related to the helicity injection and condensation processes 

that shape the large-scale corona (Antiochos 2013). The kink instability (Hood and Priest 1979) can also 

result in line tied coronal field lines if they are twisted past a certain threshold. Once this threshold is 

reached and the kink instability sets in, strong current sheets develop and energy is dissipated by 

magnetic reconnection (Browning et al. 2008; Hood et al. 2009).  
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In contrast to these footpoint-driving motions, loop simulation can begin with a braided loop. 

The conclusion of the braiding experiments is that the nature of the photospheric tangling and flows will 

impact the resulting heating (Wilmot-Smith AL, Pontin DI, Yeates AR& Hornig G. 2011). Recent 

advancements have included braiding with footpoint motions, and have produced models that account 

for the connection of the corona with the chromosphere and the important mass and energy exchanged 

between the two, through the transition region. These have resulted in predictions of realistic coronal 

temperatures that result from the energy dissipation of magnetic field stresses from rotating the 

magnetic footpoints (Reale et al. 2016) and from random footpoint motions (Dahlburg et al. 2016). Both 

cases produce EUV emission from hot, multi-million temperature plasma, which is crucial for testing 

theories with observations, and both find the heating rate in the loops to be highly structured in space 

and time. 

 Flux emergence and cancellation is another way for footpoint motions to generate magnetic 

reconnection (e.g., Parnell & Priest 1995; Welsch 2006). Priest et al. (2018) recently expanded the flux 

cancellation concept analytically in 3D for the case of coronal heating, though flux emergence and 

cancellation had been studied extensively for larger flares. Syntelis et al. (2019) modeled flux cancellation 

and showed that hot ejections with temperatures of coronal loops and /or cool ejections can be formed 

depending on the height of the reconnection. Chen et al (2014) modeled flux emergence in the formation 

of a solar active region, and showed that footpoint braiding can be an inherent feature of flux emergence. 

The simulated emergence-braiding results in currents that dissipate and can heat the corona to 

temperatures of 1 MK. In a quiet Sun example, Meyer et al. (2013) estimate flux cancellation rates using 

the Helioseismic and Magnetic Imager (HMI)/ SDO and showed that there is enough energy to maintain 

the radiative losses of the QS corona, with a lower limit of 8.7 × 10^4 erg cm−2 s −1. 

Under wave models, we described the onset of turbulence from waves. MHD turbulence can also 

be set in motion by slow footpoint motions under the same ‘DC’ regime of magnetic reconnection (e.g. 

Mikic et al. 1989). The turbulence converts energy to ohmic heating, i.e. it is the dissipation of electric 

currents (Hendrix & van Hoven 1996), and again, the results show an intermittent distribution of events 

in space and time (e.g. Einaudi et al. 1996, Dmitrk et al. 1998; Georgoulis et al. 1998; Rappazzo et al. 2008), 

with well-developed power laws in energy spectra are found in the simulations (Rapazzo et al. 2010; 

Georgoulis et al. 1998), even when driven by simple shear motion (Dahlburg et al. 2009). For a general 

background on MHD instabilities, turbulence and magnetic reconnection, see Biskamp (1997), for a review 



55 
 
 

 

of the impact of turbulence in the solar environment on reconnection and heating, see Matthaeus & Velli 

(2011), and for a review on MHD of magnetic reconnection in a turbulent media see Browning & Lazarian 

(2013). Since particle acceleration may occur with nanoflare reconnection it is an important aspect to 

capture in reconnection simulations as well. Particle acceleration is highly dependent on the nature of the 

current sheet, or current sheet fragments (Cargill et al 2012), so turbulence may be an important path to 

accelerating non-thermal particles (Browning & Lazarian 2013 and Vlahos et al. 2016). Baumann & 

Nordlund (2012) discuss results from particle-in-cell simulations that couple the kinetic scales with MHD 

scales, which is an important advancement in linking particle acceleration with coronal heating. 

Theories of avalanches and self-organized-criticality may also prove important for explaining 

nanoflare storms. They provide a useful description of larger solar flares (Lu et al. 1993; Vlahos et al. 1995), 

and extrapolating the application to nanoflares shows promise (Georgoulis et al. 1998). See Charbonneau 

et al. (2001) for a nice review on avalanche models. Detailed 3D MHD simulations of avalanches show that 

an individual unstable magnetic thread (elemental field line) can start an avalanche, triggering other 

threads to go unstable, even when they are below marginal stability (Tam et al. 2015; Hood et al 2016). 

 

3.2 Approach two: Field Aligned Hydrodynamic Modeling 

We now discuss the second approach in more depth. It has received the most attention through the years. 

 Our discussion concerns the atmosphere in an individual magnetic flux tube for which the plasma 

is approximately uniform over the cross section. We refer to this as a strand. It is the fundamental building 

block of the magnetically-closed corona. Observationally distinguishable loops in coronal images are 

bundles of unresolved strands.  The diffuse component of the corona, which contains more plasma and 

produces more emission than distinct loops (Viall & Klimchuk 2011), is also made up of strands. Because 

the plasma beta is large and thermal conduction is highly efficient along the magnetic field but inhibited 

across it, we can treat each strand as a rigid thermally-insulated pipe. Strands are rooted in the 

photosphere at both ends and are often treated as semi-circular. The shape has little influence as long as 

the maximum height is less than the gravitational scale height, which is usually the case in active regions.  

 We first consider steady (time-independent) heating. If both the heating and the cross-sectional 

area are symmetric about the loop mid-point, the loop atmosphere will be in static equilibrium. (An 
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important exception is when the heating is highly concentrated at low coronal altitudes, which we discuss 

below). Roughly one-third of the energy deposited in the coronal portion is radiated directly to space. The 

remaining two-thirds is thermally conducted down to the transition region at the footpoints and radiated 

to space from there. Although the transition region is very thin, its emissivity (ergs cm-3 s-1) is far stronger 

than in the corona, so it can accommodate the downward energy flux. The equilibrium corona is thus 

characterized by a balance between the energy input from coronal heating and cooling from radiation and 

thermal conduction. Energy balance in the transition region is primarily between heating from thermal 

conduction and cooling from radiation. There may also be some direct heating that occurs locally, but it 

is usually thought to be small owing to the thin nature of the transition region. If we define the top of the 

transition region to be the place where thermal conduction switches from a cooling term above to a 

heating term below (Klimchuk, Patsourakos, & Cargill 2008), then it occurs at a temperature of roughly 

60% of the maximum temperature in the strand. If the maximum is 3 MK (where the emission measure 

distribution peaks in active regions), the transition region will extend to 1.8 MK. Thus, much of the 

emission from active regions that is normally thought of as ‘coronal’ actually comes from the transition 

region of the hot coronal loops.   

 Since both wave and magnetic reconnection heating are unlikely to be steady (Klimchuk 2006), 

an important question concerns the frequency with which nanoflares repeat in a given strand. If they 

repeat on a time scale that is short compared to a cooling time, the state of the plasma is similar to what 

it would be if the heating were truly steady. This is called high-frequency heating. We now discuss the 

opposite case of low-frequency heating, where the plasma has time to cool fully between successive 

events. 

 When a heating event occurs in a strand that is otherwise experiencing minimal heating, the 

temperature rises suddenly. It can reach values approaching or even exceeding 10 MK. Thermal 

conduction is very strong at these elevated temperatures, and the coronal plasma cools quickly. The 

intense downward conduction flux heats the plasma in the transition region and top of the chromosphere, 

raising its pressure and causing it to expand rapidly into the corona. This is the well-known process of 

chromospheric evaporation.  

 As the coronal temperature falls and its density increases from evaporation, thermal conduction 

becomes less effective and radiation takes over as the dominant cooling mechanism. The plasma 
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continues to cool after evaporation ceases completely and it begins to drain back down to the surface as 

the pressure support declines. This is known as chromospheric condensation, the inverse process of 

evaporation. Eventually the strand reaches a final state characterized by low temperature and density.  

 Since the thermodynamic variables (temperature, pressure, and density) are reasonable uniform 

along the coronal portion of the strand at any given time, it is meaningful to consider their field-line 

averages. The evolution of the average values can be well described by considering the effect of enthalpy 

(the flux of internal energy carried by flowing plasma). During evaporation, the excess of the downward 

thermal conduction flux compared to transition region radiation drives an upward enthalpy flux. During 

condensation, the radiation from the transition region exceeds the downward thermal conduction flux, 

and a downward enthalpy flux makes up the difference. This is the basis of the “0D” hydrodynamics code 

EBTEL (Klimchuk, Patsourakos, & Cargill 2008; Cargill, Bradshaw, & Klimchuk 2012). 

 Observations seem most consistent with heating events that occur with a distribution of 

frequencies and for which the distribution is centered roughly on a frequency corresponding to an inverse 

cooling time (~ 1000 s). Some heating events have higher frequency, giving rise to quasi-steady conditions, 

and others have lower frequency, giving rise to the very hot, though faint, plasma that is often called the 

smoking gun of nanoflares (Cargill et al 1994). 

 As mentioned above, symmetric steady heating does not always produce an equilibrium state. If 

it is concentrated at low coronal altitudes, a fascinating situation called thermal non-equilibrium (TNE) 

can occur (Antiochos & Klimchuk 1991). With TNE, no solution to the steady state fluid equations exists. 

The strand atmosphere is constantly evolving even though the heating is not. The strand is essentially 

searching for a non-existent equilibrium, and as it does so it periodically undergoes a thermal runaway. 

This usually results in the formation of a cold condensation of chromospheric temperature high in the 

corona. The condensation slides down the loop leg to the solar surface, and the cycle repeats. This is the 

generally accepted explanation of coronal rain (Schrijver 2001; Muller, Peter, & Hansteen 2004; Antolin, 

Shibata, & Vissers 2010). If there is a dip in the magnetic field, i.e., a region of upward concavity, the 

condensation may settle in the dip and grow. This is believed to be the process by which prominences 

form (Antiochos et al. 1999; Karpen, Antiochos, & Klimchuk 2006; Luna, Karpen, & DeVore 2012). Long-

period (multi-hour) loop pulsations (Auchere et al. 2014; Froment et al., 2015, 2017) and periodic 

reconnection events at null point topologies have also been attributed to TNE (Mason, Antiochos & Viall 
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2019). It is possible that TNE is even more widespread than just these relatively isolated phenomena, 

perhaps playing an important role in the diffuse component of the corona (Downs et al. 2016; Winebarger 

et al. 2016; Yung et al. 2016).  

 It has recently been recognized that asymmetries in the heating and/or cross sectional area affect 

TNE (Mikic et al. 2013; Froment et al. 2018). If the asymmetries are modest, a cold condensation may not 

form. A thermal runaway begins, but the plasma reheats before it drops significantly below 1 MK. This is 

sometimes called incomplete condensation. However, if the asymmetries are larger than roughly a factor 

of 3, TNE is prevented from occurring altogether (Klimchuk & Luna 2019). A steady state end-to-end flow 

develops instead. The essence of TNE is that heating is too weak at high altitudes to balance the radiation, 

which is set by the strong heating at low altitudes. If the asymmetry-driven flow is fast enough, a gradient 

in the enthalpy flux is able to balance the excesses radiation, preventing TNE from occurring. 

 Before moving on to discuss models of the third type, we point out the existence of what might 

be called hybrid models. These take information on heating from “MHD based” models that cannot 

accurately predict the plasma response and radiation signature, and feed that heating information into 

the hydro models that can. Examples include (e.g., Walsh & Galtier, 2000; Reale, et al. 2005; Parenti, et 

al. 2006; Buchlin et al. 2007; Gontikakis et al., 2013; López Fuentes & Klimchuk, 2015; Moraitis, et al., 

2016)  

 

3.3 Approach three: Global Models of the Solar Atmosphere  

 

 One of the more challenging aspects of studying the coronal heating problem stems from the 

inherently multi-dimensional nature of the corona itself. This is somewhat paradoxical, considering how 

the dominance of the magnetic field and the great efficiency of field aligned electron heat conduction has 

traditionally led to the corona being thought of as a collection of independent, stratified atmospheres 

collimated along flux-tubes. It is precisely this character, however, that ensures a litany of magnetic 

conditions are simultaneously present in the coronal volume and baked into our remote sensing 

diagnostics. From the hot plasma threaded by strong magnetic fields in active regions, to the warm, diffuse 

plasma in the meandering weak-field regions of the quiet-sun, to the cold, outflowing plasma that 
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becomes the solar wind along open flux-tubes, each system presents a different set of heating conditions 

and field geometries, each defining its own unique piece of the coronal heating puzzle. 

As mentioned previously, we typically observe coronal plasma via optically thin emission lines. In 

this case, any intensities measured by a detector represent the integrated emission along the line-of-sight 

and thus include contributions from the entire coronal (and transition region) volume along it. Because 

the governing equations are strongly linked to the magnetic field geometry (loop length, areal expansion, 

and inclination), changes in the hydrodynamic character of coronal plasmas become particularly 

important as the magnetic field properties change along a given line-of-sight or from region to region. In 

this light, extending our intuition gleaned from analytic theory and single flux-tube modeling to the myriad 

complex and inherently three dimensional (3D) conditions present in the corona is a nontrivial task. 

One way to tackle this problem in models is to consider the ‘realistic’, 3D nature of the coronal 

magnetic field by incorporating information from observations. Typically, this falls into two categories, 

employing 3D coronal magnetic field extrapolations, or using full 3D magnetohydrodynamic (MHD) 

computations, the latter of which capture the hydrodynamic and magnetic evolution simultaneously. In 

either case, such models typically incorporate measurements of the magnetic field in the photosphere as 

the inner boundary condition, enabling one to study the entire corona (or a sub-region) at a particular 

point in time. 

A popular use of magnetic field extrapolations in coronal heating studies, has been to test 

empirical scaling laws of coronal heating, in particular the relationship between the coronal heating rate 

and the magnetic field strength, field stratification, and loop length. As illustrated by Mandrini et al. 

(2000), one can relate the scaling of loop properties in a 3D magnetic field model with the predicted 

scaling of various coronal heating theories, narrowing the plausible range of theories. Furthermore, simple 

hydrostatic loop modeling along selected loop bundles can be combined with forward modeling of EUV 

and soft X-Ray emission to test which (if any) heating formulation may be most consistent with 

observations (e.g. Schrijver et al. 2004; Lundquist et al. 2008). A modern take on this technique is to 

simulate the hydrodynamic evolution of hundreds to thousands of loop bundles within a given field model 

using either 1D hydrodynamic models or a more efficient ‘0D’ approach that captures the average 

evolution of loop plasma in response to a specified heat input (i.e. the EBTEL model; Klimchuk et al. 2008). 

In this way, the time-dependent evolution of a given sub-region of the corona can be studied in the 
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context of realistic geometries and observables, greatly extending our ability to characterize and 

contextualize coronal heating models (e.g. Bradshaw & Viall 2016; Ugarte-Urra et al. 2017; Nita et al. 

2018). 

That being said, solving simplified 0D or 1D hydrodynamic loop models along realistic magnetic 

loop bundles is not without its disadvantages. Lines-of-sight passing through the corona will include 

emissivity contributions over a range of heights and loop bundles, therefore, it becomes a matter of art 

to select loop bundles in a way that sufficiently sample the variety of loop properties in the 3D volume 

that contribute to the emissivity. Often a result of selecting how to fill the loop bundles results in empty 

voxels between filled loops, which is unphysical. At a certain point, if the spatially resolved hydrodynamic 

evolution is to be simulated accurately for many thousands of loop bundles, it may make more sense to 

do the calculation in 3D, where the full dynamic range of the magnetic field and volume-filling nature of 

the corona can be properly accounted for. The utility of doing so is nicely illustrated by Mok et al. (2016), 

which still uses a realistic magnetic field extrapolation but efficiently solves for the parallel hydrodynamic 

transport, including gradients and expansion in the magnetic field. In this case, they illustrated how a 

steady, but stratified coronal heating profile (concentrated at loop footprints) could lead to rich heating 

and cooling signatures, exciting thermal non-equilibrium and coronal rain cycles in a significant portion of 

an active region. 

Moving towards increasing sophistication, the standard approach for modeling the coupled 

hydrodynamic and magnetic evolution of astrophysical plasmas on large, macroscopic scales is to use 

some variant of the magnetohydrodynamic equations (MHD) in a numerical model. For capturing coronal 

heating in realistic field contexts, the ideal MHD equations must be extended (at a minimum) to include 

the relevant thermodynamic terms in the energy equation: coronal heating, optically thin radiative losses, 

and field aligned electron heat conduction, a variant sometimes referred to as ‘thermodynamic’ MHD (e.g. 

Lionello et al. 2009). Solving for these terms allows the plasma density and temperature to be computed 

with realistic thermodynamic energy balance along various magnetic structures in the corona. Solutions 

can also be benchmarked by the forward modeling of EUV and X-ray observables (including SDO/AIA 

bandpasses) allowing the solution to be compared directly to observations. Some more specialized 

‘radiative’ MHD models are expressly designed to connect the dynamics of the convection zone directly 
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to the low corona, incorporating prescriptions for radiative transfer in the chromosphere and below (e.g. 

Abbett 2007; Gudiksen et al. 2011). 

It should be mentioned that solving for electron heat conduction substantially increases the 

difficulty of a given hydrodynamic or MHD computation. This is because of the stiff, parabolic nature of 

the term itself and the extremely small conduction length-scales that are present in the transition region 

(dictated by the steep dependence of the conductivity with temperature). Resolving the conduction 

length scales in the transition region can be essential for describing the hydrodynamics of coronal plasmas 

(Bradshaw & Cargill 2013), and this requirement implies strict limitations on the grid size and/or feasibility 

of multi-dimensional simulations. Various practical solutions include treating the transition region as an 

unresolved discontinuity (Johnston et al. 2017), broadening the conduction length scale in a manner that 

preserves the coronal hydrodynamics (Lionello et al. 2009, Johnston et al. 2019), or using an alternate 

form of the conduction term itself (Rempel 2017) 

For our purposes, it helps to divide MHD models that study coronal heating further into two broad 

categories 1) Local, ‘ab initio’ models that attempt to capture all or some of the physical mechanisms that 

cause heating on small scales, and 2) Global models that capture both the large and small scales of the 

magnetized corona. The first category includes models that attempt to capture the connection between 

surface flows in the photosphere (where the plasma β is large) and energy dissipation in the corona. 

Seminal 3D simulations by Gudiksen & Nordlund (2005) illustrated how footpoint motions of the magnetic 

field in the photosphere could lead to Joule (resistive) dissipation in the coronal volume, and forming 

plasma structures that resemble the cool loop-like structures observed in EUV. Other simulations have 

further elucidated the Joule heating mechanism (Bingert & Peter 2011), as have complimentary scenarios 

involving Alfvénic fluctuations powering the corona and solar wind (De Pontieu et al. 2007). Simulations 

capturing the complete convection-zone to corona connection are also crucial for detailing the way in 

which the local convective dynamo continually stresses the corona, and how the relevant energies convert 

and vary as a function of height in the solar atmosphere (Abbett 2007). 

As computational power grows, and methods for approaching this problem become more 

sophisticated, new details are emerging on exactly how such braiding or ‘DC’ heating mechanisms 

dissipate energy and how we observe it. For example, recent work by Rempel (2017) shows when the 

magnetic Prandtl number of the simulation grows, viscous heating by strong Lorentz force induced flows 
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may dominate over direct Joule dissipation. Similarly, forward modeling of line-of-sight integrated plasma 

emissivities from high-quality, high-resolution simulations (e.g. Kanella & Gudiksen 2019) are increasingly 

able to test and challenge our assumptions of how DC heating mechanisms should manifest 

observationally. Results from Kanella & Gudiksen (2019) are shown in Figure 14. In particular, these efforts 

inform us on how impulsively heated plasma structures in 3D relate to our nominal, simplified notions of 

loop geometry and cross-sections. 

 

Figure 14 High resolution radiative MHD simulation spanning the convection zone and corona for a 24x24 Mm patch 

of quiet-sun (from Kanella & Gudiksen 2019). In such a setup, Joule heating can be systematically characterized in 

space and time and connected to the evolution of plasma quantities and observables. Here, forward modeled 

SDO/AIA 193˚A images are computed for the total volume (left) and sub-volumes with clearly identified heating 

events (right). The emission measure distributions (EM vs. T) are plotted for specific lines-of-sight, illustrating how a 

background of diffuse multi-thermal plasma may conceal individual heating events. 

 

The second broad category of MHD models capture the 3D, global volume of the solar corona, 

and provide a complimentary and powerful tool for studying the coronal heating problem. Because it is 

not yet feasible to simultaneously capture the full volume of the corona (∼ 1 −20 Rs) and the scales where 

dissipation occurs in a single numerical model (∼ 200 km and smaller), global models will generally specify 

the heating term directly, using either empirical scaling laws (Lionello et al. 2009; Downs et al. 2010) or a 

by solving an additional set of equations that encapsulate the macroscopic effects of an unresolvable 

heating mechanism (van der Holst et al. 2014; Mikić et al. 2018). 
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Including the global structure of the corona has a number of key advantages. First, by including 

the full spherical volume of the solar corona, one naturally captures a large dynamic range of magnetic 

field strengths, loop geometries, and plasma β regimes. This ensures that a wide parameter space can be 

explored with a given heating formulation. Assessing the influence of a heating model on all morphological 

regions in the corona at the same time (active regions, quiet-sun, coronal holes) helps build a complete 

perspective on coronal heating and identify the missing or problematic aspects of a given approach. 

Second, by including the thermodynamic heating and transport processes, such models naturally provide 

a realistic background of temperatures and densities in the corona, providing a starting point for studying 

dynamic, large-scale phenomena such as CMEs, where forward modeling coronal observables is an 

essential piece of connecting theory to observations (Downs et al. 2012; Jin et al. 2016). 

Third, an oft overlooked but important aspect of the coronal heating problem, is the way in which 

the plasma heating and acceleration can directly influence the coronal magnetic field structure and 

morphology. Although active regions are typically thought of as magnetically dominated, this is not 

generally true in the extended corona and solar wind. In fact, it is the interplay between the thermal and 

ram pressures of the heated plasma with the overlying magnetic field that opens the corona in the first 

place, creating bipolar helmet streamers and unipolar pseudostreamers (and perhaps continually 

modulating them;  e.g. Mason   et al. 2019). Assessing how and where a given heating model can affect 

the global coronal morphology in EUV (Downs et al. 2010) and white light (Mikić et al. 2018), can provide 

complimentary information and constraints to the overall magnitude and scaling of coronal heating 

mechanisms. 

Along these lines, it is now possible to explore the unification of coronal heating and solar wind 

acceleration in such models. It has long been postulated that the turbulent fluctuations we observe in the 

solar wind have a low coronal origin (at least in part), and a number of theories exist that link them (see 

review by Cranmer et al. 2015, and Chapter 7, on the solar wind). There has been a recent trend to develop 

tractable formalisms that capture the macroscopic propagation, reflection, and dissipation of low 

frequency Alfvénic turbulence, which is used to specify coronal heating and solar wind acceleration in 

global models (van der Holst et al. 2014; Usmanov et al. 2018; Mikić et al. 2018). An example from Mikic 

et al 2018 is shown in Figure 15. Although specific implementations vary, the key concept is to leverage 

the natural scaling of the Poynting flux of waves injected into the corona with the magnitude of the 
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magnetic field at the base of a given flux-tube. Nicely articulated by Sokolov et al. (2013), this provides 

the large dynamic range of heating required for the different morphological regions of the corona, and 

such formalisms have reasonable scaling properties for both open (Lionello et al. 2014), and closed field 

regions of the corona (Downs et al. 2016). Exploring the extent to which phenomenological modeling can 

capture the basic properties of the corona and solar wind is key for delineating when or where the small-

scale or stochastic aspects of coronal heating are (or are not) essential for describing the global state of 

the corona and inner heliosphere. 

 

 

Figure 15 Diagnostics from a thermodynamic MHD model of the global corona and their comparison to observations 

(fromMiki´c et al.2018). a) Radially filtered K-Corona brightness in visible light, which is sensitive to electron density. 

b) Average electron temperatures, determined by fitting EUV intensities off of the limb. c) EUV emission in three of 
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the SDO/AIA imaging bandpasses. d) The underlying magnetic field, visualized with traces near the plane-of-sky and 

a map of the open (blue/red) and closed (gray) flux at the inner boundary. 

Ultimately, whether using extrapolations for hydrodynamic modeling, conducting sophisticated 

ab initio experiments, or simulating the global corona, all of these varied approaches incorporate the 

realistic multi-dimensional nature of the coronal magnetic field in some way. Perhaps the most important 

commonality of these multi-dimensional approaches is that they enable the forward modeling of coronal 

observables, and their interpretation in direct observational contexts. This latter aspect is key for 

characterizing heating mechanisms, and is becoming even more important as our remote sensing 

diagnostics become more sensitive and varied. 

For example, while static EUV and soft X-Ray morphologies have been the prime focus of a 

number of coronal heating studies, it is now clear that the time-dependence of coronal emission may pose 

an additional set of constraints on how, when, and where coronal heating is deposited. Capturing how 

certain formalisms may or (may not) explain the predominant heating and cooling cycles observed in line-

of-sight integrated emission from active regions (e.g. time-lags; Viall & Klimchuk 2012), is an important 

next step in vetting competing heating scenarios (Bradshaw & Viall 2016; Winebarger et al. 2016).  

 

4 Future Prospects for Modeling and Observations  

The understanding of the heating and energization of the solar atmosphere has come a long way 

from the initial approximation of a plane parallel atmosphere with three static layers: chromosphere, 

transition region and corona. The magnetic field is fundamental to the heating. Spatial and temporal 

dynamics on multiple scales resulting in impulsive heating seem to be unavoidable.  Many improvements 

in understanding small-scale, impulsive heating have been made in the past two decades, but there is 

plenty of space for further development.  

Observations have now clearly established that waves and oscillations are prevalent throughout 

all structures of the solar atmosphere and many of the observed oscillations are reported to contain a 

substantial energy budget, comparable to, for example, the Quiet Sun heating requirements. However, 

establishing the actual contribution of the observed waves and oscillations to heating of the solar 

atmosphere remains an open challenge, as there are still substantial difficulties to be addressed for wave-

based heating mechanisms to be viable, particularly in the corona of magnetically closed regions such as 
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active region loops. Likewise, it is clear that magnetic reconnection provides heating to the solar 

atmosphere, but there are still issues that need to be addressed before definitive conclusions can be 

made. A more accurate characterization of the very hot emission is also needed, as the hot, >5MK 

temperature plasma seems to be a unique indication of magnetic reconnection. The connection between 

the layers of the atmosphere is crucial, and further quantitative observational constraints on the relation 

between the chromosphere and corona are needed, as the new high-resolution IRIS results seem to be 

just the tip of the iceberg.  It is clear now that in the highly structured and dynamical solar atmosphere, 

multiple heating mechanisms will be at work (most likely simultaneously) and the true “coronal heating 

question” is to determine the relative contribution of different mechanisms in different structures and 

under different circumstances. 

New telescopes and instrumentation that are poised to provide new and/or high-fidelity 

measurements of the solar atmosphere now or in the near future include Solar Orbiter (to be launched in 

February 2020), and the ground based telescopes Daniel K. Inoue Solar Telescope (DKIST), the European 

Solar Telescope (EST), and The Atacama Large Millimeter/submillimeter Array (ALMA). The SPICE 

spectrometer on Solar Orbiter will provide measurements of electron temperatures in the outer corona; 

DKIST has been designed to make polarimetric measurements in the off limb low coronal at 1’’ spatial 

resolution, which will be an important advancement in the understanding of the AR magnetic 

configuration; and ALMA primarily probes chromospheric temperatures and heating at high spatial, 

temporal, and spectral resolution (Wedemeyer et al. 2016).  

Coordinating these synergistic observations with each other and with models is crucial for further 

advancement and understanding. For example, since the DKIST magnetic field diagnostic involves line-of-

sight convolutions of the temperature and density as well as the magnetic field strength and/or 

orientation, interpreting such measurements will increasingly require context provided by models that 

capture both realistic coronal heating mechanisms and magnetic field geometries. 

Solar Orbiter has the unique characteristics of approaching the Sun down to 0.3 AU and moving 

out of the ecliptic. Measurements of the photospheric magnetic field (instrument PHI), together with the 

UV-EUV imaging (full sun at medium resolution with EUI/FSI and high resolution with EUI/HRI) and 

spectroscopic data (SPICE) from a unique point of view will be made. For the first time ARs will be observed 

outside of the ecliptic, providing additional information on their topology, magnetic field and plasma flow 
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directions. Occasionally, depending on the spacecraft-Sun-Earth angle, coordinated observations will be 

made with other observatories. These include, for instance, DKIST and SDO. Different LOS measurements 

of photospheric magnetic field (PHI, DKIST and SDO/HMI), combined with UV imaging (SDO/AIA and 

EUI/FSI) will provide important constraints to the 3D geometry of ARs (if still available, STEREO could also 

contribute with different orbit configurations with Solar Orbiter). For the first time it will be possible to 

perform stereo-spectroscopy using, if still available, HINODE/EIS and IRIS and DKIST, with SPICE. We could 

achieve a more precise diagnostics of plasma flow and constrain the line-of-sight effects on the density 

and temperature measurements. 

Looking towards the near future for modeling, the potential unification of models that 

simultaneously describe heating and solar wind acceleration opens up new ways to study the coronal 

heating problem. It has been known for some time that the relative charge-states, elemental 

abundances, fluctuation content, and bimodality of the solar wind (measured in-situ by spacecraft) 

encode key details of the underlying heating mechanism. Enforcing that a given model satisfies not only 

remote-sensing diagnostics but in-situ measurements as well, provides tighter constraints on the models 

(e.g. Oran et al. 2015) and forces us to broaden our perspective beyond the low corona when studying 

this classic problem. The in situ plasma measurements made with Parker Solar Probe and Solar Orbiter 

compared with the remote sensing spectral diagnostics with the SPICE spectrometer on Solar Orbiter 

will provide important constraints in this way (Del Zanna & Mason 2018). Likewise, the connection 

between coronal heating solar wind & particle acceleration could be also probed with spectroscopic 

observations. 

 In summary, the heating of the solar atmosphere involves universal, fundamental physical 

processes such as waves, magnetic reconnection, turbulence and particle acceleration. Additionally, it is 

important for understanding the solar wind that fills the solar system, and space weather interactions 

with Earth and other solar system planets, as well as for understanding stellar atmospheres and how they 

create and modulate the space environment around their exoplanets.  
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Table 1 Adapted from Withbroe and Noyes 1977, the coronal temperature and energy requirements of the solar atmosphere.  

Location Quiet Sun Coronal Hole Active Region 

Coronal Temperature 

(K) 

1.1-1.6 x 10^6 10^6 2.5 x 10^6 

Coronal energy loss 

(erg/cm2s) 

3x10^5 8x10^5 10^7 

Chromospheric energy 

loss (erg/cm2s) 

4x10^6 4x10^6 2x10^7 

 

 


