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Abstract

A large-eddy simulation (LES) tool is developed for simulating the dynamics of atmospheric boundary layers using lattice

Boltzmann method (LBM), which is an alternative approach for computational fluid dynamics and proved to be very well suited

for the simulation of low-Mach flows. The equations of motion are coupled with the global complex physical models considering

the coupling among several mechanisms, namely basic hydro-thermodynamics and body forces related to stratification, Coriolis

force, canopy effects, humidity transport and condensation. Mass and momentum equations are recovered by an efficient

streaming, collision and forcing process within the framework of LBM while the governing equations of temperature, liquid and

vapor water fraction are solved using a finite volume method. The implementation of wall models for atmospheric boundary

layer, subgrid models and interaction terms related to multiphysic phenomena (e.g. stratification, condensation) is described,

implemented and assessed in this study. An Immersed Boundary approach is used to handle flows in complex configurations,

with application to flows in realistic urban areas. Applications to both wind engineering and atmospheric pollutant dispersion

are illustrated.
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Key Points:5

• An efficient large-eddy simulation tool within framework of lattice Boltzmann method6

is developed for simulating the dynamics of atmospheric boundary layers and urban7

flows;8

• Immersed Boundary approach coupled with wall models is introduced to handle9

flows in complex configurations, with application to turbulent flows in realistic ur-10

ban areas;11

• The basic core, wall models, subgrid models and interaction terms are described,12

implemented and assessed in various micro-meteorological flows and urban flows;13
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Abstract14

A large-eddy simulation (LES) tool is developed for simulating the dynamics of atmo-15

spheric boundary layers using lattice Boltzmann method (LBM), which is an alternative16

approach for computational fluid dynamics and proved to be very well suited for the sim-17

ulation of low-Mach flows. The equations of motion are coupled with the global complex18

physical models considering the coupling among several mechanisms, namely basic hydro-19

thermodynamics and body forces related to stratification, Coriolis force, canopy effects,20

humidity transport and condensation. Mass and momentum equations are recovered by an21

efficient streaming, collision and forcing process within the framework of LBM while the22

governing equations of temperature, liquid and vapor water fraction are solved using a fi-23

nite volume method. The implementation of wall models for atmospheric boundary layer,24

subgrid models and interaction terms related to multiphysic phenomena (e.g. stratification,25

condensation) is described, implemented and assessed in this study. An Immersed Bound-26

ary approach is used to handle flows in complex configurations, with application to flows27

in realistic urban areas. Applications to both wind engineering and atmospheric pollutant28

dispersion are illustrated.29

Plain Language Summary30

We have described a new tool for LES of atmospheric flows in this paper. Large-31

eddy simulation (LES) with the lattice Boltzmann method (LBM) was used to simulate32

dry and cloudy atmospheric boundary layers (ABL), along with flows in complex urban33

areas. To validate our LBM-LES solver, we first simulated the four basic ABL cases com-34

ing from the previous intercomparison of LES codes. These were the neutral, convec-35

tive, stable, and cloudy convective boundary layers. Then three extra cases for ABL with36

canopy effects were performed by our solver. The altitude-dependent drag force and heat37

release source term were introduced and assessed in the present solver compared reference38

data. At last, the ProLB tool was successfully assessed considering two urban flow config-39

urations: wind prediction in Shinjuku district in Tokyo, and gaseous pollutant dispersion40

in the Champs Elysées district in Paris. In both cases, very satisfactory comparisons with41

experimental data were recovered.42

—————————————-43
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1 Introduction44

The atmospheric boundary layer (ABL) ranges from hundreds of meters to several45

kilometers depending on meteorological conditions, mainly wind, temperature and hu-46

midity. Thus, structure of ABL is modified by the daily cycle of heating and cooling over47

Earth’s surface producing three canonical types of boundary layers: convective or unstable,48

neutral, and stable boundary layers. Convective boundary layer is commonly observed dur-49

ing day when the surface is heated by the sun resulting in a positive buoyancy force, while50

stable boundary layer occurs during night when surface is cooled by radiation producing51

a negative buoyancy force, and neutral boundary layer is the case between the former two52

with little or no buoyancy.53

The structure of ABL has an important effect on anthropic activities such as mesoscale54

weather forecasting or pollutant dispersion in urban areas [Fernando et al., 2001]. To bet-55

ter understand ABL and related urban processes, numerical simulation is a good com-56

plement to field measurements and wind tunnel experiments [Blocken, 2015]. In the past57

much attention has been paid to the accurate CFD modeling of the atmospheric boundary58

layer (ABL), both using Reynolds averaged Navier-Stokes (RANS) and Large-eddy Simu-59

lation (LES) approaches.60

Large-eddy Simulation (LES) [Sagaut, 2006], which is a high-fidelity approach for61

the unsteady simulation of turbulent flows, has been successfully applied to simulation62

of ABL [ e.g. Andren et al., 1994; Nieuwstadt et al., 1993; Beare et al., 2006; Siebesma63

et al., 2003]. Among the key issues raised in the development of LES, one must mention64

the development of i) subgrid models to account for the influence of unresolved scales of65

motion on the resolved ones, ii) wall models when the grid is too coarse to allow for the66

use of the no-slip boundary condition at solid walls and iii) well suited numerical schemes67

that ensure stable simulations without masking the physical subgrid model effects.68

Most of numerical tools for simulation of atmospheric boundary layer flows are69

developed in the framework of conventional finite difference or finite volume methods,70

e.g, UCLA-LES [Stevens et al., 2005], PALM [Maronga et al., 2015], ICON [Dipankar71

et al., 2015], MicroHH [Heerwaarden et al., 2017], PyCLES [Pressel et al., 2015], EU-72

LAG[Prusa et al., 2008]. The lattice Boltzmann method (LBM) is an alternative approach73

to simulation of complex fluid dynamic problems, which is a recast the Navier-Stokes74

equations in a form of simplified kinetic equations for the time evolution of distribution75
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function of designer particles, with the basic rules of propagation on a regular space-76

filling lattice and collision at the lattice nodes. Thanks to its advantages for massively par-77

allel computing as well as its high computational efficiency and low numerical dissipation78

for unsteady flows, the LB methods quickly extended to large scale and spread towards79

exascale applications: automatic shape optimization of full-scale vehicles [Cheylan et al.,80

2019], urban scale environment flows [Ahmad et al., 2017; Jacob and Sagaut, 2018], mete-81

orological flows [Feng et al., 2019a], and complex biological flows [Chateau et al., 2017]82

have been successfully addressed, often with outstanding results.83

Large-eddy simulation has been implemented within the lattice Boltzmann frame-84

work using mainly the eddy viscosity model [e.g. Hou et al., 1994; Eggels, 1996; Teixeira,85

1998; Yu et al., 2006; Premnath et al., 2009a,b; Bartlett et al., 2013]. The main idea in this86

approach is that subgrid scale dynamics can be parameterized via a turbulent or eddy vis-87

cosity that is added to the molecular viscosity giving a total viscosity to be used in the88

LBM algorithm. Two approaches has been used to calculate the turbulent contribution.89

Several extensions have been proposed for compressible flows of low-speed thermal flows90

but, to the knowledge of the authors, a LBM-based LES approach for atmospheric flows91

including stratification/buoyancy effects, humidity, condensation effects and complex media92

such has forest canopy has not been proposed up to now.93

This paper describes a lattice Boltzmann tool for large-eddy simulation of turbulent94

flows and thermal convection in atmospheric boundary layers, including neutral, stable,95

convective, and cloudy convective atmospheric boundary layers as well as urban flows.96

The paper is organized as follows. Section 2 reviews governing macroscopic equations97

along with condensation and subgrid model. Section 3 presents the lattice Boltzmann98

method, the finite difference method for water transport, and wall model implementation99

in boundary conditions. Section 4 investigates and discusses simulations on neutral, sta-100

ble and convective ABL with canopy effects, as well as cumulus convection with phase101

change. The LBM-LES tool is then assessed considering two urban flow configurations in102

Sec. 5. Finally, Section 6 summarizes the capabilities and assessment of the present tool103

and draws perspectives.104
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2 Equations of motion105

The atmosphere is assumed to be a mixture of dry air, water vapor, and liquid water,106

with respective mass fractions qd , qv and ql (qv being often referred to as specific humid-107

ity). A well-known approximation in the study of atmospheric and oceanic flows is the108

so-called Boussinesq approximation, which basically assumes that density variations due109

to buoyancy forces are small compared to a reference state. The reference state is taken110

to be a hydrostatic state (ρ0, p0, T0). Commonly, hydrostatic pressure p0 and T0 decrease111

with height by112

dp0
dz
= −ρ0g,

dT0
dz
= −

g

cp
(1)

Instead, one often uses the potential temperature θ113

θ = T
(

p0(0)
p0(z)

)Rd/cp

(2)

Since dθ0 = 0 in the isentropic reference state, one find that the reference potential temper-114

ature is constant, θ0 = Θ0.115

2.1 Navier-Stokes equations116

The governing equations of turbulent flows in atmospheric boundary layers are the117

filtered Navier-Stokes equations under the Boussinesq approximation.118

∂ui
∂xi
= 0 (3a)

∂ui
∂t
+
∂u jui
∂xj

= −
1
ρ0

∂p′′

∂xi
+

∂

∂xj

(
ν
∂ui
∂xj
− ui ′u j

′

)
+ Fb,i + Fc,i (3b)

where ui denotes the components of the velocity vector (ux , uy , uz) and xi represents the119

components of the position vector (x, y, z). The hydrodynamic pressure p′′ = p − p0(z)120

represents the departure of the pressure p from reference state pressure p0(z). Fb,i is the121

buoyancy term due to the gravity. Fc,i is the Coriolis term due to the Earth’s rotation. The122

turbulent stress ui ′u j
′ denotes the subgrid momentum flux, which is responsible for the123

complicated chaotic nonlinear nature of turbulent flows.124

2.2 Temperature and water125

Associated prognostic conservation equations for the temperature liquid and vapor126

mass fractions are (the air mass fraction being deduced as qd = 1 − qv − ql)127
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∂θ

∂t
+ ui

∂θ

∂xi
=

∂

∂xi

(
Dθ

∂θ

∂xi
− θ ′ui ′

)
+

Lvθ

cpT
ÛQ (4a)

∂qv
∂t
+ ui

∂qv
∂xi
=

∂

∂xi

(
Dq

∂qv
∂xi
− qv ′ui ′

)
− ÛQ (4b)

∂ql
∂t
+ ui

∂ql
∂xi
=

∂

∂xi

(
Dq

∂ql
∂xi
− ql ′ui ′

)
+ ÛQ (4c)

Here, cp is the mass heat capacity of dry air; Dθ and Dq are the temperature and water128

diffusion coefficients. ÛQ is the mass transfer rate between the liquid and gas water phases129

and Lv is the mass latent heat of water. θ ′u j
′, qv ′u j

′ and ql ′u j
′ are subgrid fluxes of heat,130

vapor and liquid water fractions. The subgrid terms are closed in the next section using131

the eddy-viscosity paradigm.132

2.3 Phase transition modelling133

It is assumed in the present model (see [Sommeria, 1976] for details) that the rate134

of phase transition is infinitely fast, or equivalently, that the liquid and gas phases are in135

thermo-chemical equilibrium at every time. Under this assumption, saturation properties136

provide additional relations between qv and ql . The saturation specific humidity is137

qsat
v =

εpsat
p0(z) − (1 − ε)psat

, (5)

in which the saturation pressure can be approximated as138

psat(T) = 610.78 exp
[
17.269

T − 273.16
T − 35.86

]
. (6)

and where ε = Rd/Rv is the molecular mass ratio of dry air to that of water.139

Under the infinitely fast relaxation approximation, the source term ÛQ in Eq. (4) can140

then be computed from141

ÛQ =


−ql/∆t if qv < qsat

v and ql < ˜∆qv

˜∆qv/∆t otherwise
(7)

with [Grabowski and Smolarkiewicz, 1990; Sommeria, 1976]142

˜∆qv =
cpRd(θ0Π)

2(qv − qsat
v )

cpRd(θ0Π)2 + εqsat
v L2

v (
θ0
θ −

θ0
θ

Rdθ0Π
εLv
)
. (8)

Let us now define the virtual temperature θv in the buoyancy term as143

θv = θ

[
1 −

(
1 −

1
ε

)
qv − ql

]
, (9)
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2.4 Buoyancy and Coriolis forces144

The external force terms like the buoyancy term in Eq. (3b) are incorporated through145

a body force Fi = Fb,i + Fc,i . Under the Boussinesq approximation, the buoyancy term is146

given by,147

Fb,z =
g

Θ0
(θv − Θ0) (10)

The effects of a rotating reference frame on an f plane can be included through the Cori-148

olis force. The acceleration due to the Coriolis force Ff ,i is computed for the two horizon-149

tal velocity components as150

Fc,x = − f (Vg − uy) (11)

Fc,y = f (Ug − ux) (12)

where Ug and Vg are related to the geostrophic wind. A similar approach is used for all151

additional force terms considered in the present study, e.g. canopy drag Fc,i in Eq. (3b).152

Specific components canopy drag are discussed in Section 4.5.153

2.5 Subgrid modeling154

The governing equations of turbulent flows, thermal convection and humidity trans-155

port in atmospheric boundary layers are the filtered Navier-Stokes equations. The sub-156

grid terms ui ′u j
′, θ ′u j

′, qv ′u j
′ and ql ′u j

′ are closed in the present work using the eddy-157

viscosity paradigm. Therefore, the subgrid fluxes are expressed as158

ui ′u j
′ = −νt

(
∂ui
∂xj
+
∂u j

∂xi

)
, (13a)

θ ′u j
′ = −Dh,t

∂θl
∂xj

, (13b)

qv ′u j
′ = −Dq,t

∂qv
∂xj

, (13c)

ql ′u j
′ = −Dq,t

∂ql
∂xj

(13d)

where νt , Dh,t and Dq,t are the subgrid viscosity, subgrid thermal diffusivity, and subgrid159

humidity diffusivity, respectively. In the classical Smagorinsky approach, the subgrid vis-160

–7–
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cosity is given by,161

νt = λ
2 |S | (14)

where λ = (CS∆) is a mixing length defined by the Smagorinsky constant CS and a filter162

length ∆ (taken equal to the grid size in this work) and |S | =
√

2Si jSi j is the magnitude of163

the strain rate tensor,164

Si j =
1
2

(
∂ui
∂xj
+
∂u j

∂xi

)
(15)

Since stratification has an effect on subgrid scales of motion and therefore the en-165

ergy transfer from resolved to subgrid scales, the amplitude of subgrid viscosity must166

be modified accordingly. This is classicaly done by modifying the subgrid lentghscale167

[Deardorff , 1980; Moeng, 1984]. In the case of stable stratification, the eddy viscosity168

νt = λ
2 fB |S | is reduced by the buoyancy factor fB.169

fB =


1, for N2 ≤ 0

max[0,
√

1 − N2

Prt |S |2
], for N2 > 0

(16)

where N2 = g/Θ0 × ∂θ/∂z. For subgrid heat flux in filtered temperature equation, the tur-170

bulent thermal diffusivity is related to eddy viscosity through a turbulent Prandtl number171

Kh =
νt

Dh,t
(17)

In this study, the vapor and liquid water fractions are assumed to have the same humidity172

diffusivity. Following the same analogy, the humidity diffusivity is related to the thermal173

diffusivity by174

Kq =
νt

Dq,t
(18)

where Dq,t is turbulent humidity diffusivity and Kq is turbulent Prandtl number for hu-175

midity. Hereafter, ν, Dθ and Dq denote the total viscosity, the total thermal diffusivity and176

the total humidity diffusivity, respectively. These total diffusivities include both molecular177

and turbulent parts.178

2.6 Surface layers and boundary conditions179

2.6.1 Sponge layers180

It is worth noting that atmospheric boundary layer simulations frequently use sponge181

zones to damp spurious wave generation at computational domain boundaries, and that an182
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external force can also be used for that purpose. The damped solution field is expressed183

as,184

φ̃(t + ∆t) = φ(t + ∆t) − σsponge(x)
[
φ(t + ∆t) − φtarget

]
(19)

where φ could be density, velocity, temperature, or humidity and φtarget its corresponding185

target value, and σsponge(x) is the absorbing strength. The second term in the right hand186

of (19) correspond to the force to be added,187

Fs,i = σsponge(x)
(
φ(t + ∆t) − φtarget

)
(20)

The shape of the absorbing strength and target values require some attention. Fol-188

lowing [Xu and Sagaut, 2013], the following profile of absorbing strength is used in this189

work,190

σsponge(x) =
3125(Lsponge − x)(x − x0)

4

256(Lsponge − x0)5
(21)

where Lsponge is the width of the sponge layer, and x0 is its starting position. On the191

other hand, the target field φtarget is often given by the test case specification; if it is not192

known, it is set equal to an average field calculated at each time step using the method193

presented in [Chevillotte and Ricot, 2016], namely,194

φ(t + ∆t) = (1 − C)φ(t) + Cφ(t + ∆t) (22)

where C is a small value parameter.195

2.6.2 Surface models196

Large-Eddy Simulation of atmospheric boundary layer flows requires the use of wall197

models to account for small scale dynamics in the vicinity of the ground and additional198

effects such as roughness effects. Most of these models evaluate the surface fluxes of the199

horizontal momentum components, temperature and humidity using the Monin - Obukhov200

similarity theory (MOST). The Monin-Obukhov relationships for the bottom boundary201

are [Dyer, 1974],202

κz
u∗

∂u
∂z
= φm(z/L) (23a)

κz
θ∗

∂θ

∂z
= φh(z/L) (23b)

κz
q∗

∂qt
∂z
= φh(z/L) (23c)

–9–
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where κ = 0.41 is the Von Kármán constant, u∗ is the friction velocity, θ∗ is the charac-203

teristic temperature, q∗ is the characteristic humidity, and L is the Obukhov length given204

by,205

L =
u2
∗θ0

κg(θ∗ + 0.61θ0q∗)
(24)

The functions φm and φh depend on the stability parameter z/L which defines in206

turn the type of boundary layer. For neutral case φm = 1 whereas φh does not apply be-207

cause potential temperature is uniform over the domain. For other cases, these functions208

are given by [Dyer, 1974],209

if z/L < 0 φm = (1 − 16(z/L))−1/4 (25a)

φh = (1 − 16(z/L))−1/2 (25b)

if z/L > 0 φm = φh = 1 + 5(z/L) (25c)

where z/L < 0 for convective case, and z/L > 0 for stable case.210

Besides, a surface model for turbulent viscosity is necessary to consider the fact that211

turbulence is damped close to the wall. A blending function is used at the second off-wall212

node considering the mixing length close to the wall213

1
λn
=

1
λn0
+

1
κ(z + z0)n

(26)

where λ0 = CS∆x and n is a free parameter, set to unity in the following simulations.214

2.6.3 Boundary conditions215

In all simulations, a free-slip condition is used for the top boundary, whereas the216

Monin-Obukhov wall model is implemented at the bottom boundary. The implementation217

of Monin-Obukhov formulation depends on the chosen boundary condition in the different218

stratification situations. Three possible options are available:219

1. Both the friction velocity u∗ and the characteristic dynamic temperature θ∗ are220

specified when fixed momentum fluxes and a fixed surface heat flux are given. Un-221

der these conditions, the Obukhov length can be computed directly from expression222

(24). Thus, velocities, temperature, stress and heat flux of the first node from wall223

can be calculated according Monin-Obukhov formulation.224

–10–
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2. The friction velocity u∗ is given and surface heat flux is unknown. In this condi-225

tion, L needs to be retrieved from the implicit relationship of Monin-Obukhov for-226

mulation. An iterative procedure is adopted to calculate L with fixed u∗. After L227

is obtained, L is used to obtain velocities, temperature, stress and heat flux in the228

same way with the first type.229

3. Both the friction velocity u∗ and surface heat flux are unknown. In this condition,230

L needs to be retrieved from the implicit relationship of Monin-Obukhov formula-231

tion with two variables. A double loop iterative procedure is adopted to calculate L232

with variables u∗ and θ∗.233

4. The treatment on humidity qt and q∗ is the same as the one of potential tempera-234

ture. Then the vapor and liquid humidities qv and ql are calculated by phase transi-235

tion model.236

3 Numerical method: hybrid lattice Boltzmann solver237

3.1 The lattice Boltzmann method238

3.1.1 basic core239

Lattice Boltzmann methods is developed from Lattice Gas Automata [D’humières240

and Lallemand, 1986; Qian et al., 1992; Chen and Doolen, 1998] for fluid dynamics. Space241

and time are classically discretized on a Cartesian grid, whereas particle velocities are dis-242

cretized on a so-called DdQq lattice (d dimensions and q discrete velocities ciα). For the243

D3Q19 lattice stencil used in this study, the discrete velocities and corresponding weights244

are given as follows:245

[cα,i, wα] =



[(0, 0, 0), 1/3] α = 0

[(±1, 0, 0), (0,±1, 0), (0, 0,±1), 1/18] α = 1 − 6

[(±1,±1, 0), (±1, 0,±1), (0,±1,±1), 1/36] α = 7 − 18

(27)

247

The flow problem is then solved for fα(xi, t), namely the density distribution func-248

tions of particles with velocity cα,i at (xi, t) by the so-called lattice Boltzmann equation.249

Solution of this equation is usually computed using a second-order accurate Strang split-250

ting, resulting in the definition of a local collision step followed non-local streaming step251

solved according a Lagrangian scheme:252

–11–
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Figure 1. D3Q19 lattice246

f collα (xi, t) = fα(xi, t) +Ωα, (28a)

fα(xi, t + ∆t) = f collα (xi − ∆tcα,i, t) (28b)

The schematic diagram of algorithm of lattice Boltzmann method with collision and

Figure 2. D3Q19 lattice, left: pre-streaming, right: post-streaming253

254

streaming steps are illustrated in Fig. 2. In one time marching loop, the density distribu-255

tion of particles marked in red advected from the nearest neighbour sites and then collided256

locally. Following the evolution of distribution functions, the macroscopic quantities such257

–12–
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as density ρ and momentum ρui at the time step t + ∆t are updated by distribution func-258

tions in their velocity moments,259

ρ =
∑
α

fα (29a)

ρui =
∑
α

fαcα,i (29b)

For the local collision step, the single relaxation time model (BGK model) [Qian260

et al., 1992] is widely used because of its simplicity. The original BGK model suffered261

numerical instability problems in high Reynolds flows [d’Humières et al., 2002]. The262

BGK collision with regularization exhibits better stability and accuracy properties [Latt263

and Chopard, 2006; Malaspinas, 2015; Coreixas et al., 2017; Mattila et al., 2017]. This264

approach was further improved by Jacob et al. [2018], who proposed a dynamic hybrid265

recursive regularized (HRR) BGK model with self-adaptive dissipation for Large-Eddy266

Simulation of high Reynolds number flows and Reynolds-Averaged Numerical Simulation267

[Wilhelm et al., 2018]. Therefore, the hybrid recursive regularized collision model [Ja-268

cob et al., 2018] is used in the present work. By using BGK collision model and fα =269

f eqα + f neqα , the post-collision distribution function is expressed as270

f collα (®x, t) = fα(®x, t) −
1
τ
( fα − f eqα ) (30a)

= f eqα (®x, t) + (1 −
1
τ
) f neqα (30b)

≈ f eqα (®x, t) + (1 −
1
τ
)R( f neqα ) (30c)

where f neqα is the non equilibrium function, R( fαneq) is hybrid recursive regularization271

on off-equilibrium distribution function. τ is the dimensionless relaxation time which is272

linked with kinetic viscosity by ν = (2τ − 1)/6. Subgrid viscosity is implemented in the273

LBM method by replacing the molecular viscosity by the effective viscosity νe f f = ν + νt274

in this formula, leading to a consistent implementation [Sagaut, 2010; Malaspinas and275

–13–
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Sagaut, 2012]. The local equilibrium distribution f eqα is given by276

f eqα = wα

{
ρ +

cα,iρui
c2
s

+
Hα,i jA

(0)
i j

2c4
s

+
1

6c6
s

[
(31)

3(Hα,xxy +Hα,yzz)(A
(0)
xxy +A

(0)
yzz) + (Hα,xxy −Hα,yzz)(A

(0)
xxy − A

(0)
yzz)

+3(Hα,xzz +Hα,xyy)(A
0)
xzz +A

(0)
xyy) + (Hαxzz −Hα,xyy)(A

(0)
xzz − A

(0)
xyy)

+3(Hα,yyz +Hα,xxz)(A
(0)
yyz +A

(0)
xxz) + (Hα,yyz −Hα,xxz)(A

(0)
yyz − A

(0)
xxz)

]}
where the second order Hermite polynomials Hα,i j = ci,αcj,α − c2

sδi j and Hα,i jk =277

ci,αcj,αck,α − c2
s [cαδ]i jk correspond to the second and third order Hermite polynomials278

with cs =
√

1/3 being lattice sound speed, [cαδ]i jk = cα,iδjk + cα, jδik + cα,kδi j and δi j279

is the classical Kronecker matrix. A(0)i j = ρuiu j and A(0)i jk = ρuiu juk are respectively the280

second and third order coefficient of Hermite polynomials.281

In large-eddy simulation based on the classical Smagorinsky subgrid model, numer-282

ical instability was observed considering only the unfiltered f neqα = fα − f eqα . An explicit283

stabilization procedure relying on the combination of f neqα and its approximation by finite284

difference solution f neq, FDα is introduced, leading to the definition of an hybrid recursive285

regularized collision (HRR [Jacob et al., 2018]) operator. In the HRR collision model, the286

non-physical modes are filtered by the following hybrid recursive regularization operator:287

R( fαneq) = wα

{Hα,i jA(1)i j
2c4

s

+
1

6c6
s

[
(32)

3(Hα,xxy +Hα,yzz)(A
(1)
xxy +A

(1)
yzz) + (Hα,xxy −Hα,yzz)(A

(1)
xxy − A

(1)
yzz)

+3(Hα,xzz +Hα,xyy)(A
(1)
xzz +A

(1)
xyy) + (Hα,xzz −Hα,xyy)(A

(1)
xzz − A

(1)
xyy)

+3(Hα,yyz +Hα,xxz)(A
(1)
yyz +A

(1)
xxz) + (Hα,yyz −Hα,xxz)(A

(1)
yyz − A

(1)
xxz)

]}
where A(1)i j =

∑
i cα,icα, j f neqα is the second-order off-equilibrium moment and the third-288

order off-equilibrium moment is recursively computed by using A(1)
i jk
= uiA

(1)
jk
+ u jA

(1)
ki
+289

ukA
(1)
i j . In addition, the off-equilibrium moment is fractionally approximated by its solu-290

tion in Chapman-Enskog analysis by using A(1,HRR)i j = σA
(1)
i j + (1 − σ)A

(1,FD)
i j , where291

A
(1,FD)
i j is given as292

A
(1,FD)
i j ≈ −∆tτρc2

s

[ ∂u j

∂xi
+
∂ui
∂xj
−

2
3
∂uk
∂xk

δi j
]

(33)

The second-order isotropic central difference scheme is employed to compute the numer-293

ical gradient operator. Then, A(1,HRR)i j is employed in the hybrid recursive regularization294

Eq. (32). σ ∈ [0, 1] is an arbitrary weighting coefficient. In the present simulations,295

σ = 0.99 is adopted as a priori value.296
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3.1.2 Implementation of buoyancy, Coriolis and sponge forces297

The external force terms like the buoyancy term in Eq. (3b) are incorporated through298

a body force Fα added to the right hand side of Eq. (28). The HRR lattice Boltzmann299

equation with forcing term is expressed as [see Feng et al., 2019a]300

f collα (xi, t) = f eqα (xi, t) + (1 −
1
τ
)R( f neqα ) + Fα (34)

and the macroscopic density ρ and momentum ρui incorporated the general forcing term301

Fi are updated as302

ρ =
∑
α

fα (35a)

ρui =
∑
α

cα,i fα +
∆t
2

Fi (35b)

where Fi are the components of the external force and the forcing term in HRR-LB equa-303

tion is expressed as304

Fα =
(
1 −

1
2τ

)
ωα

[
cα,i − ui

c2
s

+
cα, ju j

c4
s

cα,i

]
Fi (36)

3.1.3 Implementation of boundary conditions305

In contrast to the conventional CFD methods, an extra step is required for imple-306

mentation of the boundary condition in the LB method. By using the updated velocities307

on boundary nodes, the distribution functions on the first off-boundary nodes is recovered308

via the non-equilibrium reconstruction as follows309

fα = f eqα (ρ, ui) + f neqα (A
(1)
i j ,A

(1)
i jk
). (37)

where the density at the first off-boundary node is extrapolated from neighbouring nodes.310

A
(1)
i j and A(1)

i jk
are computed as311

A
(1)
i j ≈ −∆tτρc2

s

[ ∂u j

∂xi
+
∂ui
∂xj
−

2
3
∂uk
∂xk

δi j
]

(38)

312

A
(1)
i jk
= uiA

(1)
jk
+ u jA

(1)
ki
+ ukA

(1)
i j (39)

where the velocity gradients on boundary nodes are computed on these nodes using a313

first-order biased finite-difference scheme, e.g.314

∂uy
∂x

����
b

=
1
∆x
(uy,b − uy,i) (40)

where uy,b is the y component of velocity at boundary.315
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3.2 Finite volume method for advected scalar quantities316

For scalar fields like the total water specific humidity it is possible to use either an-317

other set of distribution functions [Zhang et al., 2011] or a hybrid approach in which con-318

servation equations for these quantities are solved using a classical finite volume/finite dif-319

ference method. The hybrid approach is used here, in order to minimize the number of320

degrees of freedom per cell of the global method.321

The same method is used for all advected scalar quantities (temperature, humidities322

...) The convective flux is constructed using MUSCL scheme, while the classical second-323

order accurate centered difference scheme is adopted for the diffusion term and term of324

viscous dissipation. The third order MUSCL scheme [Kim et al., 2001] is adopted in this325

study to preclude spurious wiggles. For example, the x component of the advection term326

in Eq. (4a) is expressed as327

ux
∂θ

∂x
= ux,i

θi+1/2 − θi−1/2

∆x
(41)

θi+1/2 for instance, can be given as328

θi+ 1
2
=


θL
i+ 1

2
, ui > 0

θR
i+ 1

2
, ui ≤ 0

(42)

and329

θL
i+ 1

2
= θi +

ϕ(ri)
4
[(1 − κ)δθi− 1

2
+ (1 + κ)δθi+ 1

2
],

θR
i+ 1

2
= θi+1 −

ϕ(ri+1)

4
[(1 − κ)δθi+ 3

2
+ (1 + κ)δθi+ 1

2
],

(43)

where κ = 1/3, and,330

δθi+ 1
2
= (θi+1 − θi) , δθi− 1

2
= (θi − θi−1) ,

δθi+ 3
2
= (θi+2 − θi+1) , δθi− 3

2
= (θi−1 − θi−2) ,

ri =
θi − θi−1
θi+1 − θi

(44)

where i represents index of grid rather than lattice discrete velocity. The van Albada lim-331

iter function ϕ(r) = 2r/(1 + r2) is used to avoid spurious oscillations [Hirsch, 2007].332

Besides, the diffusion term is approximated by calculating gradient by a central dif-333

ference scheme.334

∂

∂x
(Dθ

∂θ

∂x
) =

1
∆x

[
Dθ,i+1/2

θi+1 − θi
∆x

− Dθ,i−1/2
θi − θi−1
∆x

]
,

Dθ,i+1/2 =
1
2
(Dθ,i + Dθ,i+1), Dθ,i−1/2 =

1
2
(Dθ,i + Dθ,i−1)

(45)

where Dθ is total diffusivity of potential temperature and and the same expressions are335

used to solve for y and z directions.336
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3.3 Immersed Boundary approach for complex geometries337

The present LBM-LES tool is augmented via implementation of Immersed Bound-338

ary approach to handle arbitrary geometries while using embedded Cartesian grid. The339

previous boundary conditions for solid surfaces are implemented in a local reference frame340

associated to the solid surface in the following way.341

Figure 3. Immersed solid boundary in three-dimension.342

Typically, the variables on boundary node A that will enforce a Dirichlet boundary343

condition for the wall model has to be computed. First, two references points (N and R)344

are defined and arranged, which are located on the normal line to the wall passing through345

the boundary node A as described in Fig. 3. N is the intersection point of immersed solid346

surface Ω and the normal line. R is the reference point with NR = 2.5∆x distance away347

from point N . The macroscopic values on point R are interpolated from the neighbors of348

◦ by using the Shepard’s Inverse Distance Weighting (IDW) method [Shepard, 1968].349

φ(xi) =
N∑
j=1

d(xi, xj)−p∑N
j=1 d(xi, xj)−p

φ(xj), (46)

d(xi, xj) =
√
(xj − xi)2 + (yj − yi)2 + (zj − zi)2 (47)

where d(xi, xj) denotes the distance between point xi and its neighbor xj . The exponent350

index p is a free parameter in the IDW method and p = 2 is typically recommended [Gao351

–17–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

et al., 2007] and adopted in the present implementation. Once the variables of reference352

point R are computed, the wall models can be implemented in the local reference frame.353

Details of implementation of boundary conditions, including the coupling with wall mod-354

els for turbulent flows, are available in Refs [Wilhelm et al., 2018; Feng et al., 2019b].355

4 Benchmarking: HRRLB-LES solver for ABLs356

4.1 Neutral Boundary Layer357

Atmospheric boundary layer under neural condition proposed in the cross-comparisons358

of [Andren et al., 1994] with slight modifications is used to accessed the LBM-LES solver.359

We use here a simulation domain of 1280 m×1280 m×1500 m as in [Chow et al., 2005].360

Periodic conditions are employed in the horizontal direction, and the roughness length for361

Monin-Obukhov similarity is set as z0 = 0.1 m. The atmospheric boundary flow is driven362

by a large scale pressure gradient which results from the balance with a geostrophic wind363

of (Ug,Vg) = (10, 0) m s−1. The following force is introduced through a source term in the364

lattice Boltzmann equation (see Eq. 36),365

Fc,x = − f (Vg − uy) (48a)

Fc,y = f (Ug − ux) (48b)

where the Coriolis parameter is f = 10−4s−1. Simulation was initialized with a ref-366

erence density of ρ0 = 1 kg m−3, and the analytical Ekman profile for velocity given367

by [Cushman-Roisin and Beckers, 2009]368

ux = Ug (1 − exp(−z/H) cos(z/H)) (49a)

uy = Ug exp(−z/H) sin(z/H) (49b)

where H is the domain height which corresponds approximately to the boundary layer369

height. The numerical simulation was performed over thirty dimensionless time periods t f370

as in [Chow et al., 2005]. Two different grids were used with ∆x = 32 m, ∆x = 24 m, and371

average results were taken over the last six periods that correspond approximately to the372

inertial oscillation period 2π/ f .373
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Figure 4 shows the mean velocity profile compared with the results of [Senocak374

et al., 2007]. The mean velocity is averaged in the horizontal plane direction and in time375

period, and it is normalized with u∗. The numerical results of finer mesh have a better376

agreement with the reference values. On the whole, it can be observed that even though377

grid is coarse, the LBM with Smagorinsky model can well predict the flow structures.378
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Figure 4. Mean velocity profile (neutral case).379

The friction velocity is crucial in prediction of fluid flow in atmospheric boundary380

layer. Table 1 compares the values of friction velocity obtained in this work with those381

from the intercomparison [Andren et al., 1994]. Quantitatively speaking, quite consistent382

results on difference grid resolutions are obtained by our LB model. From the above ob-383

servation, accuracy and compatibility of the wall model for neutral boundary layer is well384

proven in our simulations.385

To obtain a more intuitive comparison, the normalized stresses obtained from time387

statistic of the neutral atmospheric boundary layer are compared with reference values is388

plotted in Fig. 5. With the increasing grid resolution, the results gradually close to total389

stress in reference, which implies the good grid convergence feature of the present LBM-390

LES solver.391
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Table 1. Friction velocity (neutral case).386

u∗ (m/s)

∆x = 24m (Smag) 0.437

∆x = 32m (Smag) 0.439

Andren/Moeng 0.425

Mason/Brown bsct 0.448

Mason/Brown nbsct 0.402

Nieuwstadt 0.402

Schumann/Graf 0.425
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Figure 5. momentum flux (neutral case).392

4.2 Stable Boundary Layer393

The stable atmospheric boundary layer (SBL) is considered the most challenging394

case for LES because eddies are smaller than in the neutral case; therefore, the resolved395

turbulence is harder to maintain if the grid is not fine enough. Here we simulate the SBL396

proposed in the intercomparison of [Beare et al., 2006]. It consists of a 400 m ×400 m397

×400 m domain where the flow is driven by a a geostrophic wind of Ug = 8 m s−1,398

Vg = 0 m s−1 and Coriolis parameter of f = 1.39 × 10−4 s−1. Periodic boundary con-399

ditions are applied in the horizontal directions. At the top boundary, a free slip condition400

is applied along with a sponge layer over the last 100 m. Monin-Obukhov relationships401
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with a roughness length of z0 = 0.1 m and a surface cooling of 0.25 K h−1 are applied to402

the bottom boundary.403

The initial velocity profile is a constant velocity in the horizontal direction equal to404

the geostrophic values ux = Ug, uy = Vg and zero vertical velocity. The initial temperature405

profile is set as,406

θ =


265 K z ≤ 100 m

θ = 265 + (z − 100) Γ K z > 100 m
(50)

where Γ = 0.01 K m−1 is a constant slope of potential temperature from height of 100 m407

to the top of the domain. Initially, a random perturbation of 0.1 K is applied below 50 m408

is to trigger the turbulence flow.409
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Figure 6. Mean velocity and temperature (stable case). The results were averaged on the 9th hour and

compared with the reference data in [Heerwaarden et al., 2017].

410

411

Simulations were performed using 3.125, 6.25 m and 12.5 m grids with subgrid412

model. Smagorinsky constant of CS = 0.23 for subgrid model was suggested in [Beare413

et al., 2006] by sensitivity analysis is too large for the 6.25 m resolution in our study, thus414

it is set to CS = 0.15 and used the same value for the 3.125 and 12.5 m grids.415

The numerical simulation time was set as 9 h, and results were averaged over the416

last hour. Figure 6 shows mean profiles of velocity and potential temperature compared417
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to the results with 2.0 m mesh in the intercomparison [Heerwaarden et al., 2017]. Results418

by the present LBM-LES solver well reproduced the supergeostrophic jet characteristic of419

stable layers. Temperature profile on Fig. 6 have a good agreement with references values420

at the bottom of the boundary layer, and the inversion layer takes place at a little higher421

altitude.422

4.3 Convective Boundary Layer423

The convective boundary layer case is taken from [Nieuwstadt et al., 1993] who con-424

ducted an intercomparison of large-eddy codes from four research groups. The simulation425

domain is 6400 m×6400 m×2400 m to which we add a sponge layer of 600 m, so the426

total domain height in our study is 3000 m. The roughness length used for the Monin-427

Obukhov relationships is z0 = 0.16 m.428

The convective boundary layer are set in terms of temperature and convective veloc-429

ity scales defined by,430

w∗ =

(
g

T0
Qszi

)1/3
, T∗ =

Qs

w∗
(51)

where g is the gravity, T0 is a reference temperature, Qs is the surface temperature flux,431

and zi is the boundary layer height. As the boundary height is not known a priori, an ap-432

proximate boundary height of zi0 = 1600 m is used to define initial conditions. The sur-433

face is heated by a constant temperature flux of Qs = 0.06 K m s−1. Considering Qs ,434

zi0, and a reference temperature T0 = 300 K, the convective velocity and temperature435

scales are w∗0 = 1.46 m s−1 and T∗0 = 0.041 K. A time scale derived from zi0 and w∗0436

is t∗0 = 1096 s. With these scalings, the initial conditions are given by,437

For z ≤ zi1 = 0.844zi0

θ = T0 + 0.1r
(
1 −

z
zi1

)
T∗0 (52a)

uz = 0.1r
(
1 −

z
zi1

)
w∗0 (52b)

ux = uy = 0 (52c)

For z > zi1

θ = T0 + (z − zi1) Γ (53a)

ux = uy = uz = 0 (53b)
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where r is a random number uniformly distributed between −0.5 and 0.5, and Γ = 0.003438

K m−1 is a constant temperature gradient over the boundary layer. Simulations were per-439

formed for eleven time periods 11t∗, and averaged results are calculated on the last one440

hour.441

The research groups that participated in the intercomparison of [Nieuwstadt et al.,442

1993] used different parameters for discretization and subgrid model. Some of them used443

non uniform grids, so their vertical meshes ranges from 20 m to 60 m. Two of the groups444

reported a Smagorinsky constant of CS = 0.18 and turbulent Prandtl of Pr = 0.33 even445

though subgrid model differs among them. We decided to use these values in our simula-446

tions, and a uniform mesh with two resolutions of ∆x = 50 m and ∆x = 25 m.447

The average temperature profile by our LBM-LES solver is plotted in Fig. 7. We448

compare here our results with that from [Schmidt and Schumann, 1989] where averages are449

taken at 6t∗, since the temperature profiles were not given in [Nieuwstadt et al., 1993].450

A common characteristic of the convective boundary layer is that mean temperature is451

roughly constant in the mixed layer, approximately the zone between 0.1 and 0.9 z/zi0.452

This characteristic is well satisfied with the ∆x = 25 m and ∆x = 50 m mesh sizes.453
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Figure 7. Mean temperature at 6t∗ and resolved vertical heat flux at 6.5t∗ (convective case).454
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Figure 7 also shows the profile of vertical turbulent heat flux. The boundary layer455

height is defined as the height where this flux reaches its minimum value; this minimum456

value is known as the entainment flux −〈w′θ ′〉. In general, our simulations give smaller457

values for the entrainment flux and higher values of boundary height than those in [Nieuw-458

stadt et al., 1993].459

4.4 Shallow Cumulus Convection460

A shallow cumulus convection is simulated by the LBM-LES solver to evaluate the461

moist thermodynamics and its interaction with subgrid modeling. The shallow cumulus462

convection simulations follows the setup of the Barbados Oceanographic and Meteorolog-463

ical Experiment (BOMEX) model inter-comparison case [Siebesma et al., 2003]. This is464

the most prevalent shallow cumulus LES case. Siebesma and Cuijpers [Siebesma and Cui-465

jpers, 1995] conducted a early large-eddy simulation based on a case from the BOMEX466

field experiment.467

In this case, a height dependent geographic wind ug is given by a linear formula468

ug = (−10 + 1.8 × 10−3z) m s−1 and the Coriolis parameter is set to f = 0.376 × 10−4s−1.469

The initial conditions for velocity, liquid water potential temperature and total water mix-470

ing ratio are linear profiles following the values given on Table 2.471

The temperature and humidity surface fluxes are 8 × 10−3 K m s−1 and 5.2 × 10−5
472

m s−1, respectively. The shear stresses are prescribed by uiw = −u2
∗ui/(u

2
1 + u2

2)
1/2, with473

u∗ = 0.28 m s−1.474

Table 2. Initial conditions for cumulus case475

Height (m) qt (g kg−1) θl (K) u (m s−1) v (m s−1)

0 17.0 298.7 -8.75 0

520 16.3 298.7

700 -8.75

1480 10.7 302.4

2000 4.2 308.2

3000 3.0 311.85 -4.61 0
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Moreover, additional terms are added to represent the large-scale forcing which476

could not be represented directly in the LES. The source terms of momentum conserva-477

tion equations, temperature equation and water equations are parameterized considering478

the effects of large-scale subsidence, radiative cooling and moisture effects. Their details479

are described in [Siebesma et al., 2003].480
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Figure 8. Mean profiles (convective cumulus case).481

The LBM-LES solver with condensation scheme has been employed to reproduce482

the case at two resolutions of ∆x = 80 m and 40 m in domain of 5000 m×5000 m×3000483
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m. Time interval is 0.54s on coarse mesh and 0.27s on fine mesh, respectively. Smagorin-484

sky constant of CS = 0.23 and turbulent Prandtl of Pr = 0.33 is adopted both for potential485

temperature and water equations. Small random perturbations are applied to initiate tur-486

bulence, and both of the simulations are run for six hours. Statistics are performed during487

the final hour.488

Figure 8 shows profiles of turbulence statistics from the simulations. All of the re-489

sults are in good agreement with the reference data from [Siebesma et al., 2003]. Con-490

sistent results are clearly obtained with comparison of data from coarse mesh and fine491

mesh. The mean profiles of velocities, potential temperature, vapor water and liquid wa-492

ter on fine mesh are confirmed closely to reference values. The mixed region below the493

surface of 540 m is well captured, which has valid the accuracy of wall model with com-494

plex moist thermophysics. Furthermore, the conditionally unstable layer from 540 m to495

1500 m, and the inversion layer from 1500 m to 2000 m are also clearly observed in the496

results.497

4.5 Neutral, stable and convective atmospheric boundary layer with canopy ef-498

fects499

The present LBM-LES method is further assessed considering the flows in neutral,500

stable and convective boundary layer over a forest canopy. In this configuration, the forest501

is modeled as a non-uniform homogenized porous medium. The forest model is imple-502

mented as a volumetric source term in both the macroscopic momentum and temperature503

equations. More precisely, altitude-dependent drag force and heat release source term are504

introduced within the forest. This heat source is assumed to be proportional to solar radia-505

tion; therefore, it achieves the largest value at the canopy top and diminishes exponentially506

through it with an extinction coefficient γ = 0.6,507

Sθ =
∂

∂z
(Qh exp(−γAc)) (54)

The canopy-top heat flux Qh is prescribed as a constant value that defines the type508

of stability, namely a positive source for convective case, a negative source for stable case,509

and no source for the neutral case. The values studied in this section are, 1) Neutral BL:510

Qh = 0.0 K m s−1, 2) Convective BL: Qh = 0.015 K m s−1, and 3) Stable BL: Qh =511

–26–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

 0

 2

 4

 6

 8

 10

 0  2  4  6  8  10  12  14  16

z
/h

U/u
*

∆x=4.0 m

Ref.

(a) Mean velocity profile.

 0

 2

 4

 6

 8

 10

 0  0.2  0.4  0.6  0.8  1  1.2

z
/h

-〈u’w’〉/u
2

*

∆x=4.0 m

Ref.

(b) Resolved vertical momentum flux.

Figure 9. Mean longitudinal velocity profile (left) and resolved turbulent shear stress (right) predicted by

the present LB-LES method in neutral boundary layer with canopy effect.

522

523

−0.0035 K m s−1. The downward cumulative leaf-area index Ac in Eq. (54) is given by,512

Ac =

∫ h

z

a f dz (55)

The leaf-area density a f is related to the forest profile. Nebenführ and Davidson [2015]513

used an empirical profile, while a beta probability distribution profile is used by [Markka-514

nen et al., 2003]. The later solution is used in the present work, with parameters α = 3515

and β = 2 as in [Banerjee et al., 2017], leading to516

a f

( z
h

)
=

(
z
h

)2 (
1 − z

h

)∫ 1
0

(
z
h

)2 (
1 − z

h

)
d

(
z
h

) (56)

Note that this is a dimensionless expression, which can be adapted to different forest pa-517

rameters. Thus, using the same leaf-area index LAI=4.3 as [Nebenführ and Davidson,518

2015], the dimensional value of leaf-area density is obtained through a f (z) = (L AI/h)a f (z/h).519

The forest is assumed to be horizontally homogeneous with a drag coefficient of520

CD = 0.15. The drag force is finally evaluated as521

Ff ,i = −CDa f (z)Uui (57)

Results are compared with the Navier-Stokes based reference LES simulations and528

field measurements from a forested region in the south-east of Sweden reported in [Neben-529

führ and Davidson, 2015]. The computational domain size is 400 m×400 m×400 m with530

a canopy of height h = 20 m. The flow is driven by a geostrophic wind such as Ug = 5531
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(b) Resolved vertical momentum flux.

Figure 10. Mean longitudinal velocity profile (left) and resolved turbulent shear stress (right) predicted by

the present LB-LES method in convective boundary layer with canopy effect.
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Figure 11. Mean longitudinal velocity profile (left) and resolved turbulent shear stress (right) predicted by

the present LB-LES method in stable boundary layer with canopy effect.
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m s−1, Vg = 0 m s−1, and the Coriolis parameter is set equal to f = 1.22 × 10−4 s−1.532

The initial temperature is uniform, with θ = 300 K. Lateral boundaries are periodic, a free533

slip condition with a sponge layer of thickness 50 m is imposed on the top boundary , and534

while bottom boundary is assumed to be adiabatic with Monin-Obukhov relationships for535

velocity. The simulations were performed over 3 h of physical time, and results were aver-536

aged over the last hour. A uniform grid with ∆x = 4m with ∆t = 0.03s as applied in the537

simulation within the canopy.538

Results for the neutral case are displayed in Fig. 9. The field measurements uncer-539

tainties are represented with error bars. Note that the lowest field measurements were540

taken at z/h ≈ 2; therefore, the results are normalized with friction velocity calculated541

at the same height, i.e.542

u∗ =
(
〈u′w′〉2 + 〈v′w′〉2

)1/4

A very good agreement is observed on both the mean velocity profile and the resolved543

shear stress profile.544

Results obtained in the convective and stable cases are shown in Fig. 10, and Fig. 11,545

respectively. The velocity profiles exhibit a good agreement with field measurements and546

simulations for the convective case, and also show an excellent agreement for the stable547

case. It is worth noting that the stable case shows however smaller velocities above the548

canopy.549

Resolved vertical momentum fluxes in convective and stable ABL with canopy ef-550

fects are presented in Fig. 10(b) and 11(b), respectively. Results are within the range of551

field measurements above z/h = 3 but deviate at z/h = 2.552

The resolved turbulent vertical heat flux is shown in Fig. 12. An excellent agreement554

between the present results and reference data is obtained both in convective case and sta-555

ble case. In general, the present simulations give smaller values on the resolved flux in556

top region for stable ABL, a phenomena that might be due to the use of a sponge layer to557

prevent the growth of spurious wiggles and waves.558

5 Benchmarking: Complex urban flows559

The last illustrations of the capabilities of the present LBM-LES simulation tool deal560

with urban flows in complex geometries. The first case deals with the prediction of wind561
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Figure 12. Resolved vertical heat flux (convective and stable canopy).553

in realistic urban areas, while the second is related to atmospheric dispersion of pollutant562

in urban areas.563

5.1 Wind prediction in Shinjuku district in Tokyo564

The first test case for urban flow prediction deals with the prediction of urban wind565

conditions, including wind gusts for evaluation of pedestrian comfort in the Shinjuku dis-566

trict in Tokyo [Jacob and Sagaut, 2018].567

This configuration belongs to the data basis of the Architectural Institute of Japan.568

An area of 1km2 is selected, including all buildings, in which mean wind field measure-569

ments are available for the sake of validation. The case of North wind is selected for the570

sake of illustration.571

A computational domain of size 4600m × 5000m × 1500m is defined. Different572

grid resolutions have been considered. In the coarse grid, medium and fine grid cases,573

the smallest mesh size near solid surfaces is taken equal to 2m, 1m and 0.5m, respectively.574

The total number of grid points ranges from 22 × 106 (coarse grid) to 136 × 106 (fine grid)575

with a value of 54 × 106 for the medium grid case.576

Location of probes used for field measurements and comparisons with LBM-LES re-577

sults are displayed in Figure 13, showing that at all probe locations (except one) numerical578

results are within measurement uncertainties.579
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(a) Position of measurements points. (b) Normalized mean velocities.

Figure 13. Locations of the probes inside Tokyo Shinjuku district used for in situ field measurements (left)

and simulated normalized velocities compared with wind tunnel and fields measurements (right). Vertical

bars are related to experimental uncertainties.

580

581

582

5.2 Pollutant dispersion in Paris583

The capability of the LBM-LES tool to predict the dispersion of a gaseous pollutant584

in complex urban areas is now illustrated. For the sake of validation, the MODITIC data585

basis is used [Robins et al., 2016; Merlier et al., 2019].586

The present configuration corresponds to the dispersion of a neutral gas released587

on the ground at a constant rate in the "Avenue des Champs Elysées" district in Paris, for588

which wind tunnel data have been produced. The main wind direction and the pollutant589

source location are shown in Figure 14, and results shown here are related to Configu-590

ration 1. The smallest mesh size is taken equal to H/45, where H is the mean building591

height, leading to a total number of grid points equal to 175 × 106 for the configuration 1.592

The normalized mean pollutant concentration obtained in both wind tunnel experi-593

ments and LBM-LES simulations are displayed in Figure 15. It is observed that very sat-594

isfactory results are obtained, including in small streets crossing the main avenue. This595

last observation shows that a reliable prediction of transverse diffusion in urban areas is596

obtained.597

6 Conclusion602

We have described a new tool for LES of atmospheric flows in this paper. Large603

eddy simulation (LES) with the lattice Boltzmann method (LBM) was used to simulate604
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Figure 14. Visualisation of the simulated area around the "Avenue des Champs Elysées". Configuration 1

is selected in the present article.

598

599

(a) Experimental data. (b) Numerical data.

Figure 15. Visualisation of the normalized concentration obtained for dispersion of a neutral gas around the

"Avenue des Champs Elysées".

600

601

dry and cloudy atmospheric boundary layers (ABL), along with flows in complex urban605

areas. The subgrid model for the LES was the classical Smagorinsky model with a given606

constant. For dry ABL we used mass, momentum, and potential temperature as governing607

equations, whereas for cloudy ABL, in addition to mass and momentum, we used liquid608

and vapor water specific humidities and potential temperature equations. Total water spe-609

cific humidity is the sum of water vapor and liquid water humidities, and condensation610

occurs when total water exceeds saturation value. Governing equations were solved by the611
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LBM and by using a finite volume scheme for potential temperature and water specific612

humidities.613

To validate our LBM-LES solver, we first simulated the four basic ABL cases com-614

ing from previous intercomparison of LES codes. These were the neutral [Andren et al.,615

1994; Chow et al., 2005; Senocak et al., 2007], convective [Schmidt and Schumann, 1989;616

Nieuwstadt et al., 1993], stable [Beare and Macvean, 2004; Beare et al., 2006], and cloudy617

convective boundary layer [Siebesma et al., 2003]. Then three extra cases for ABL with618

canopy effects were performed by our solver. The altitude-dependent drag force and heat619

release source term were introduced and assessed in the present solver compared reference620

data in [Nebenführ and Davidson, 2015] .621

For the neutral case, Coriolis force was added to the LBM, and simulations were622

performed with ∆x = 24 m and ∆x = 32 m meshes. This case was very sensitive to623

subgrid model, and only results with subgrid model were satisfactory and presented in624

the paper. Mean velocity profile, friction velocity and Reynolds stresses predicted in our625

simulations were in good agreement with literature results. For the convective case, we626

performed the numerical simulation on ∆x = 25 m and ∆x = 50 m grids with subgrid627

model. Average temperature profile with subgrid model shows very good agreement with628

literature results. For stable boundary layer, we used ∆x = 3.125 m, ∆x = 6.25 m and629

∆x = 12.5 m meshes with subgrid model. Mean velocity profile were well reproduced the630

supergeostrophic jet typical of stable layers. THe mean profile of velocity and temperature631

were in a good agreement with references values.632

In assessment of condensation scheme and interaction of forcing terms: condensa-633

tion, large scale forcing, a low level drying, and radiative cooling, the cumulus cloud case634

was considered by the LBM-LES solver. Very good agreement was obtained for mean ve-635

locity, liquid water potential temperature, and vapor water specific humidity on ∆x = 40636

m and ∆x = 80 m meshes with subgrid model. Liquid water compares very good to the637

reference result on the finer mesh, but yields pretty small values on the coarser mesh.638

The present LBM-LES method was further assessed considering the flows in neu-639

tral, stable and convective boundary layer over a forest canopy. The forest was modeled640

as a non-uniform homogenized porous medium and implemented as a volumetric source641

term in both the macroscopic momentum and temperature equations. In general, excellent642
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agreements between the present results and reference data were obtained in neutral con-643

vective case and stable ABLs with forest canopy effects.644

At last, the LBM-LES tool was succesfully assessed considering two urban flow645

configurations: wind prediction in Shinjuku district in Tokyo, and gaseous pollutant dis-646

persion in the Champs Elysées district in Paris. In both cases, very satisfactory compar-647

isons with experimental data were recovered.648
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