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Abstract

We investigate the relationships among summertime ozone (O3), temperature, and humidity on daily timescales across the

Northern Hemisphere using observations and model simulations. Temperature and humidity are significantly positively corre-

lated with O3 across continental regions in the mid-latitudes (˜ 35 - 60@N). Over the oceans, the relationships are consistently

negative. For continental regions outside the mid-latitudes, the O3-meteorology correlations are mixed in strength and sign

but generally weak. Over some high latitude, low latitude, and marine regions, temperature and humidity are significantly

anticorrelated with O3. Daily variations in transport patterns linked to the position and meridional movement of the jet stream

drive the relationships among O3, temperature, and humidity. Within the latitudinal range of the jet, there is an increase

(decrease) in O3, temperature, and humidity over land with poleward (equatorward) movement of the jet, while over the oceans

poleward movement of the jet results in decreases of these fields and vice versa. Beyond the latitudes where the jet traverses,

the meridional movement of the jet stream has variable or negligible effects on surface-level O3, temperature, and humidity.

The O3-meteorology relationships are largely the product of the jet-induced changes in the surface-level meridional flow acting

on the background meridional O3 gradient. Our results underscore the importance of considering the role of the jet stream and

surface-level flow for the O3-meteorology relationships, especially in light of expected changes to these features under climate

change.
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Abstract16

We investigate the relationships among summertime ozone (O3), temperature, and hu-17

midity on daily timescales across the Northern Hemisphere using observations and model18

simulations. Temperature and humidity are significantly positively correlated with O319

across continental regions in the mid-latitudes (⇠ 35�60�N). Over the oceans, the re-20

lationships are consistently negative. For continental regions outside the mid-latitudes,21

the O3-meteorology correlations are mixed in strength and sign but generally weak. Over22

some high latitude, low latitude, and marine regions, temperature and humidity are sig-23

nificantly anticorrelated with O3. Daily variations in transport patterns linked to the24

position and meridional movement of the jet stream drive the relationships among O3,25

temperature, and humidity. Within the latitudinal range of the jet, there is an increase26

(decrease) in O3, temperature, and humidity over land with poleward (equatorward) move-27

ment of the jet, while over the oceans poleward movement of the jet results in decreases28

of these fields. Beyond the latitudes where the jet traverses, the meridional movement29

of the jet stream has variable or negligible e↵ects on surface-level O3, temperature, and30

humidity. The O3-meteorology relationships are largely the product of the jet-induced31

changes in the surface-level meridional flow acting on the background meridional O3 gra-32

dient. Our results underscore the importance of considering the role of the jet stream33

and surface-level flow for the O3-meteorology relationships, especially in light of expected34

changes to these features under climate change.35

Plain Language Summary36

The relationship of ozone (O3) with meteorological variables such as temperature37

and humidity at the earth’s surface varies in strength and sign. Some regions, such as38

continental parts of the mid-latitudes, experience increases in O3 as the temperature or39

humidity rises. However, this is not the case over the entire Northern Hemisphere. We40

use detailed computer simulations of atmospheric chemistry to show that these relation-41

ships are primarily the result of changes in meteorology, not changes in emissions or chem-42

istry. The relationship between O3 and meteorological variables is related to the north-43

south movement of the jet stream, powerful eastward-flowing air currents located near44

the tropopause that can encircle the hemisphere. Specifically, we find that the jet stream45

influences the O3-meteorology relationships due to its e↵ect on the north- and southward46

advection of O3, temperature, and humidity and not due to cyclones and the associated47

frontal activity, as has been previously suggested. Our results are relevant for understand-48

ing the present-day O3-meteorology relationships and how climate change may impact49

O3 pollution.50

1 Introduction51

Ambient surface-level ozone (O3) plays a prominent role in atmospheric chemistry52

(Fiore et al., 2015; Pusede et al., 2015), while posing significant threats to human health53

(Landrigan et al., 2018) and ecosystem productivity (Tai & Martin, 2017). Long-term54

trends in observed O3 in the Northern Hemisphere mid-latitudes reveal sustained, year-55

round increases in baseline O3 concentrations (Parrish et al., 2012), underpinning the56

need for a better understanding of the drivers of O3 variability. Meteorology strongly57

a↵ects O3 concentrations and chemistry through both variations in prevailing weather58

conditions on daily, seasonal, or interannual timescales as well as long-terms trends as-59

sociated with climate change (e.g., Jacob & Winner, 2009; Fiore et al., 2015; Otero et60

al., 2016; Lefohn et al., 2018). The meteorological, or transport-related, phenomena that61

a↵ect O3 are not cause-and-e↵ect relationships in the same sense as emissions or chem-62

ical kinetics and energetics (i.e., temperature-dependent reaction or emissions rates). Rather,63

the link between O3 and meteorology reflects a joint association (e.g., high temperatures64

are often associated with slow-moving anticyclones).65
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Previous studies have focused on characterizing the relationship between O3 and66

temperature or humidity in historical data. Generally these studies found a positive O3-67

temperature relationship (e.g., Rasmussen et al., 2012, 2013; Pusede et al., 2015) and68

a variable O3-humidity relationship with substantial latitudinal variability (e.g., Camalier69

et al., 2007; Tawfik & Steiner, 2013; Kavassalis & Murphy, 2017). However, the major-70

ity of past studies on the O3-meteorology relationships focused on populated, industri-71

alized portions of the Northern Hemisphere mid-latitudes, potentially overlooking im-72

portant variations of these relationships elsewhere. These studies have been conducted73

for di↵erent and often non-overlapping time periods during which changes of O3 precur-74

sors could a↵ect chemical background conditions (Kim et al., 2006; Derwent et al., 2010;75

Cooper et al., 2012; Simon et al., 2015; Lin et al., 2017). Finally, past studies have used76

di↵erent methodologies (e.g., O3-relationships derived from hourly, daily, or seasonal data;77

see Brown-Steiner et al. (2015) for additional information). All these factors complicate78

direct comparisons from study to study; thus, it is di�cult to piece together a compre-79

hensive sense of how the O3-meteorology relationships vary across the globe and what80

processes drive these relationships. Recent work by Kerr et al. (2019) and Porter and81

Heald (2019) suggests that greater than 50% of the covariance of O3 and temperature82

in the United States (U.S.) and Europe on daily timescales stems from meteorological83

phenomena, not chemistry or emissions. It is an open question whether this also holds84

for the O3-humidity relationship.85

There have been several meteorological mechanisms proposed to link O3 with tem-86

perature and humidity. However, little consensus exists as to which mechanism is the87

most important and the regions or timescales over which it operates. Baroclinic cyclones88

can disperse built-up concentrations of pollution by entraining polluted air from the plan-89

etary boundary layer (PBL) into the free troposphere (e.g., Mickley, 2004; Leibensperger90

et al., 2008; Knowland et al., 2015, 2017). Quasi-stationary anticyclones such as the Bermuda91

High can influence regional climate and O3 (e.g., Zhu & Liang, 2013). Properties of the92

PBL, such as its height, or temperature inversions and mixing within the PBL, have also93

been suggested as transport-related mechanisms that a↵ect surface-level O3 (e.g., Daw-94

son et al., 2007; He et al., 2013; Reddy & Pfister, 2016; Barrett et al., 2019). Winds near95

the earth’s surface or aloft can ventilate pollution away from its source region (e.g., Ca-96

malier et al., 2007; Hegarty et al., 2007; Tai et al., 2010; Sun et al., 2017). Interactions97

among the atmosphere, land surface, and biosphere have been proposed to explain the98

O3-humidity relationship in North America (Tawfik & Steiner, 2013; Kavassalis & Mur-99

phy, 2017). The jet stream is a pronounced feature of the general circulation of atmo-100

sphere in both the Northern and Southern Hemisphere mid-latitudes and is character-101

ized by a region of strong eastward wind aloft. Its existence arises from momentum and102

heat fluxes forced by transient eddies, and the jet extends throughout the depth of the103

troposphere (Woollings et al., 2010). The variability of surface-level summertime O3 as104

well as its relationship with temperature have been linked to the latitude of the jet stream105

over eastern North America (Barnes & Fiore, 2013; Shen et al., 2015). Similar connec-106

tions between the jet position, persistence of the jet in a given position, and wintertime107

particulate matter with a diameter < 2.5 µm (PM2.5) have also been demonstrated in108

Europe (Ordóñez et al., 2019).109

The aim of this paper is to document the relationships of surface-level tempera-110

ture and specific humidity (henceforth “humidity”) with O3 in the Northern Hemisphere111

during boreal summer and explore the processes responsible for spatial variations of these112

relationships. Through our model simulations, we demonstrate that variations in transport-113

related processes drive the covariance of O3 with temperature and humidity on daily timescales.114

We build o↵ of the previous regionally-focused work of Barnes and Fiore (2013), Shen115

et al. (2015), and Ordóñez et al. (2019) to show the connections between the position116

of the jet stream and surface-level temperature, humidity, and O3 variability hold across117

the Northern Hemisphere. Finally, we develop and test hypotheses that tie the jet stream118

to the surface-level relationships among O3, temperature, and humidity.119

–3–



manuscript submitted to JGR: Atmospheres

2 Data and Methodology120

2.1 Model Simulations121

The majority of our analysis of the O3-meteorology relationships is performed us-122

ing simulations of NASA’s Global Modeling Initiative chemical transport model (GMI123

CTM; Duncan et al., 2007; Strahan et al., 2007, 2013). The GMI CTM is driven by me-124

teorological fields from the Modern-Era Retrospective analysis for Research and Appli-125

cations, version 2 (MERRA-2; Gelaro et al., 2017). GMI CTM simulations used in this126

study have 1� latitude x 1.25� longitude horizontal resolution (⇠ 100 km) with 72 ver-127

tical levels, extending from the surface to 0.01 hPa.128

The chemical mechanism of the CTM includes tropospheric and stratospheric chem-129

istry with approximately 120 species and over 400 reactions. In addition to the spectrum130

of chemical processes dependent upon the model meteorology, several aspects of O3 pro-131

duction and destruction also depend on the meteorology: biogenic emissions (temper-132

ature, photosynthetically active radiation), soil emissions of NOx (temperature, precip-133

itation), lightning emissions of NOx (convective mass flux), wet deposition (wind, clouds,134

precipitation), and dry deposition (wind, clouds, temperature, pressure). Additional in-135

formation about the natural and anthropogenic emission inventories and model param-136

eterizations (e.g., biogenic emissions, lightning NOx, etc.) is provided in Kerr et al. (2019)137

and Strode et al. (2015).138

The GMI CTM is a proven model to understand surface-level O3 variability and139

its drivers (e.g., Duncan et al., 2008; Strode et al., 2015; Kerr et al., 2019). Kerr et al.140

(2019) evaluated the CTM with observations from an in-situ network in the U.S. and141

showed that the model skillfully simulated the observed daily variability of O3 during142

the summer despite a high model bias in the eastern U.S. and low model bias in the west-143

ern U.S; these biases are common among CTMs (e.g., Brown-Steiner et al., 2015; Guo144

et al., 2018; Phalitnonkiat et al., 2018).145

In this study we focus on the O3-meteorology relationships in the Northern Hemi-146

sphere for a three-year period (2008�2010) during boreal summer (1 June�31 August).147

We use O3 from the model’s surface level, which has a nominal thickness of ⇠ 130 m.148

CTM output from the early afternoon (mean 1300�1400 local time), coinciding with149

the overpass time of the Afternoon Constellation (“A-Train”) of Earth observing satel-150

lites, was archived as gridded fields, whereas hourly output was archived only at select151

sites. We consequently use modeled O3 from this early afternoon period, noting that this152

time of day typically represents a time in which the PBL is well-mixed (e.g., Cooper et153

al., 2012) and daily O3 concentrations reach their maximum (e.g., Schnell et al., 2014).154

Considering O3 during this early afternoon period versus longer averaging periods leads155

to similar results (Kerr et al., 2019).156

Two simulations are analyzed in this study. The first is a control simulation with157

daily (or sub-daily) variations in meteorology, chemistry, and natural emissions. Anthro-158

pogenic emissions in this simulation vary from month to month. Unless otherwise indi-159

cated, all subsequent figures and analysis use this control simulation. In a second sim-160

ulation referred to as “transport-only,” we isolate the role of transport. Meteorological161

fields related to transport such as pressure, wind, convection, PBL height, and precip-162

itation (as it a↵ects the vertical transport of O3 via wet deposition) all vary on daily and163

sub-daily timescales in this transport-only simulation. The daily variations of other me-164

teorological fields that a↵ect chemistry and emissions (e.g., temperature, clouds and albedo-165

related variables, surface roughness, specific humidity, soil moisture, and ground wetness)166

are removed by using a single, monthly mean diurnal curve for each of these fields at each167

grid cell. Therefore, any process that relies on these variables (e.g., photolytic and ki-168

netic reaction rates, biogenic emissions, dry deposition) is identical for a given time of169

the diurnal cycle for all days in a particular month. Other non-biogenic emissions are170
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fixed to a single monthly mean value with no diurnal variations. We note that although171

there are no day-to-day variations in emissions- and chemistry-related processes within172

a given month in the transport-only simulation, there is still seasonal and interannual173

variability. This transport-only simulation is similar to the “Transport” simulation dis-174

cussed in Kerr et al. (2019) with the exception that specific humidity is also averaged175

to a monthly mean diurnal cycle.176

2.2 Observations177

We use in-situ observations of O3 across North America, Europe, and China to ex-178

amine the observed variations of the O3-meteorology relationships and assess the accu-179

racy of the GMI CTM. We choose these regions because their in-situ networks, described180

below, measure and archive O3 hourly. Since the model outputs O3 averaged over 1300-181

1400 hours (local time), comparing this output with hourly O3 observations averaged182

over the same time of the day represents the most direct comparison. The lack of in-situ183

networks with observations at a high temporal frequency in many other parts of the world184

hinders our ability to examine model performance over other regions.185

Observations of O3 from 233 Canadian sites are part of the National Air Pollution186

Surveillance Network (NAPS), collected and analyzed by Environment and Climate Change187

Canada (ECCC, 2017). In the U.S. we use observations from the Air Quality System (AQS),188

which contains O3 observations collected by the U.S. Environmental Protection Agency189

and state, local, and tribal air pollution control agencies at 1483 sites (EPA, 2019). The190

European Monitoring and Evaluation Programme (EMEP) provides O3 observations at191

142 sites in the European Union (Hjellbrekke & Solberg, 2019).192

For China we use observations from the Chinese Ministry of Ecology and Environ-193

ment (MEE) for summers 2016�2017 (Li et al., 2019). Observations are primarily from194

urban centers, and if a particular Chinese city has > 1 monitor, a city-wide average was195

computed following Z. Zhao and Wang (2017), resulting in data from 360 Chinese cities.196

The choice of this 2016 � 2017 time period is because this Chinese observational net-197

work did not come online until the mid-2010s. Accordingly, when we assess the perfor-198

mance of the GMI CTM and discuss the observed O3-meteorology relationships in China,199

we use model simulations (Section 2.1) and reanalysis data (Section 2.3) for 2016�2017200

rather than the 2008� 2010 period used elsewhere in this study.201

2.3 Meteorological Reanalysis202

In addition to providing meteorological input to drive the GMI CTM, MERRA-203

2 is also used to determine the relationships between O3 and meteorology. Several of the204

observational networks detailed in Section 2.2 lack co-located meteorological observa-205

tions, and Varotsos et al. (2013) commented that lack of co-located O3 and temperature206

(or other meteorological) observations necessitates the use of gridded products to exam-207

ine the relationships between O3 and meteorology.208

MERRA-2 meteorological fields are not available at the satellite overpass times sam-209

pled by the GMI CTM simulations (Section 2.1). We calculate daily averages from the210

following MERRA-2 fields: hourly surface-level (10-m) zonal (U10) and meridional (V10)211

wind, three-hourly 2-m specific humidity (q), three-hourly 500 hPa zonal wind (U500),212

and hourly PBL height (PBLH). Daily 2-m maximum temperature (T ) is computed as213

the maximum of hourly values. Our use of daily maximum temperature follows Zhang214

and Wang (2016) and Meehl et al. (2018).215

There are uncertainties associated with an assimilated product like MERRA-2, but216

Bosilovich et al. (2015) presented evidence that MERRA-2 provides a very good qual-217

ity reanalysis data set. As the MERRA-2 data have higher horizontal resolution than218

the GMI CTM (0.5� latitude ⇥ 0.625� longitude for MERRA-2 versus 1� latitude ⇥1.25�219
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longitude for the CTM), we degrade the MERRA-2 data to the resolution of the CTM220

using xESMF, a universal regridding tool for geospatial data (Zhuang, 2018).221

2.4 Methodology222

2.4.1 Statistical analysis223

We use the Pearson product-moment correlation coe�cient and the slope of the224

ordinary least squares (OLS) regression (denoted r(x, y) and dy/dx for variables x and225

y, respectively) to (1) quantify the O3-meteorology relationships on daily timescales and226

(2) evaluate the ability of the GMI CTM to accurately simulate observed O3 from the227

in-situ networks detailed in Section 2.2. The correlation coe�cient is a parametric test228

that measures the degree of linear correlation between x and y, and the OLS regression229

describes the linear relationship between x (explanatory variable) and y (dependent vari-230

able).231

The serial dependence (persistence) in our meteorological and chemical data reduces232

the e↵ective sample size by an amount not known a priori and inhibits the use of tra-233

ditional hypothesis testing methods such as t-tests to evaluate significance (Zwiers & von234

Storch, 1995; Wilks, 1997; Mudelsee, 2003). Therefore, we use moving block bootstrap-235

ping to quantify the significance of the correlation coe�cient. While traditional boot-236

strapping resamples individual, independent values of the time series, moving block boot-237

strapping resamples continuous subsets of the time series with blocklength L and does238

not destroy the ordering responsible for the persistence (Wilks, 2011). At each grid cell239

we synthetically construct a null distribution of 10000 bootstrapped realizations of the240

correlation coe�cient (Mudelsee, 2014) and use L = 10 days. As a rule of thumb, block-241

lengths should generally exceed the decorrelation time. More rigorous methods for op-242

timizing L exist, but we find that L = 10 is adequate for our application and our re-243

sults are not sensitive to the exact value of L. To evaluate the significance, we estimate244

the 95% confidence interval using the percentile method of the bootstrapped values (i.e.,245

the 95% confidence interval of our 10000 realizations is given by the 250th and 9750th246

sorted values). If this confidence interval does not contain zero, we declare the correla-247

tion coe�cient significant.248

2.4.2 Jet stream position249

We define the latitude of the jet (�jet) as the latitude of maximum zonal winds at250

500 hPa (U500) on each day. This approach to determine �jet follows Barnes and Fiore251

(2013) but di↵ers in two ways: (1) Barnes and Fiore (2013) determined �jet using U500252

averaged over the eastern North America zonal sector. We determine �jet locally (at each253

longitudinal grid cell) and between 20�70�N; (2) After finding the maximum U500 for254

each longitude, we employ a simple moving average that is essentially a convolution of255

daily �jet of a general rectangular pulse with width ⇠ 10�. This approach removes large256

changes (abrupt latitudinal shifts) in �jet with longitude. Using smoothed versus un-257

smoothed data or di↵erent pulse widths yields similar overall findings in this study.258

2.4.3 Cyclone detection and tracking259

To assess the impact of extratropical cyclones on surface-level O3, we use the MAP260

Climatology of Mid-latitude Storminess (MCMS) database to locate cyclones (Bauer &261

Genio, 2006; Bauer et al., 2016). Within MCMS, cyclones are detected as minima in the262

ERA-Interim sea level pressure (SLP) dataset (Dee et al., 2011) and are subject to ad-263

ditional filters to screen for spurious detections. Once detected, MCMS tracks cyclones264

with criteria that require gradual changes in SLP, no sudden changes in direction, and265

cyclones travel distances less than 720 km over single six-hourly time steps. Additional266

details can be found in Bauer and Genio (2006) and Bauer et al. (2016).267
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3 Global O3 distribution and evaluation268

We begin with an analysis of the distribution and variability of modeled surface-269

level O3 during summer (Figure 1a). Concentrations of O3 are highest (⇠ 30�60 ppbv)270

in a broad mid-latitude band over continental regions extending from 20� 50�N. The271

GMI CTM suggests that O3 is not zonally-symmetric within this mid-latitude band and272

that the highest mean concentrations (> 50 ppbv) are in the Middle East and central273

and eastern Asia. Outside of the mid-latitudes, the CTM simulates lower O3 concentra-274

tions (< 30 ppbv), and the lowest concentrations in the hemisphere (< 15 ppbv) are275

found in the remote tropical marine atmosphere. We characterize the daily variability276

of O3 by the standard deviation, and two levels (8 and 10 ppbv) are highlighted with the277

thin dashed and thick contours in Figure 1a. The hemispheric distribution of mean sum-278

mertime surface O3 and its variability in Figure 1a is consistent with simulations from279

other models in a recent model intercomparison (Turnock et al., 2020).280

To illustrate the possible influence of anthropogenic emissions on the spatial vari-281

ability of mean O3 concentrations, we show mean annual anthropogenic NOx emission282

data from the Emissions Database for Global Atmospheric Research (EDGAR; Crippa283

et al., 2018) at their native resolution (0.1� latitude x 0.1� longitude) in Figure 1b. EDGAR284

is used in the GMI CTM, but is overwritten by regional inventories, if available. To first285

order, regions with the highest O3 concentrations and largest O3 variability generally286

coincide with industrialized regions that have high precursor emissions (Figure 1).287

We evaluate whether the modeled O3 distribution shown in Figure 1a is realistic288

using the correlation coe�cient, calculated for CTM grid cells containing in-situ mon-289

itors (Section 2.2). The temporal correlation between modeled and observed O3 > 0.5290

in the vast majority of grid cells (Figure 2). The strength of the correlation is slightly291

weaker in central China than other parts of China or Europe and North America (com-292

pare Figures 2c and 2a-b), but there are no other readily-detectable spatial patterns re-293

garding the strength of the correlation.294

The primary goal of our study is to document the O3-meteorology relationships in295

terms of the strength of the temporal correlation of O3 with temperature and humid-296

ity. Thus, the model’s ability to accurately reproduce this covariance (Figure 4) is the297

relevant litmus test for model performance. Recent studies by Strode et al. (2015) and298

Kerr et al. (2019) have shown that the GMI CTM can reproduce the meteorological- and299

emissions-driven variability of summertime O3 as well as the O3-temperature relation-300

ship over the U.S. On account of these studies and our analysis in Figure 2, the GMI CTM301

is a suitable tool to address our research questions. The agreement between the observed302

and modeled O3-meteorology correlations will be explored in the following section (Sec-303

tion 4), and this analysis will also support our use of the GMI CTM to simulate the co-304

variance of O3 with temperature or humidity.305

4 O3-meteorology relationships306

In this section we describe the relationships among O3, temperature, and humid-307

ity on daily timescales in the Northern Hemisphere during summer. We primarily use308

the GMI CTM but also compare the modeled relationships to observed values. As dis-309

cussed in the Introduction (Section 1), other studies have focused mainly on subsets of310

the Northern Hemisphere mid-latitudes, but our examination of the relationships across311

the entire hemisphere allows us to have a more holistic sense of the synoptic-scale vari-312

ations of these relationships.313

In the mid-latitudes (⇠ 30�60�N), statistically-significant positive values of r(T,O3)314

are simulated by the CTM throughout North America and Eurasia (Figure 3a), but over315

virtually all the oceans r(T,O3) is negative. Poleward of the mid-latitudes, the strength316

of r(T,O3) decreases nearly monotonically over land, reaching either weak values or sig-317
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nificantly negative correlations (Figure 3a). The O3-temperature relationship is varied318

equatorward of the mid-latitudes; but, in the zonal mean, r(T,O3) decreases to nega-319

tive values south of 30�N. Previous work by Rasmussen et al. (2012) and Brown-Steiner320

et al. (2015) in the U.S. and Han et al. (2020) and Lu, Zhang, Chen, et al. (2019) in China321

showed a similar latitudinal gradient of r(T,O3). Despite the general tendency of a positive-322

to-negative relationship between O3 and temperature with decreasing latitude, there are323

regions at low latitudes with significant positive correlations between O3 and temper-324

ature (Central America, Sahel, the south coast of the Arabian Peninsula, Indo-Gangetic325

Plain; Figure 3a).326

The sign of r(q,O3) generally transitions from significantly positive in the conti-327

nental mid-latitudes to significantly negative over continental regions at higher and lower328

latitudes and over the oceans (Figure 3b). Unlike r(T,O3), the sign of r(q,O3) outside329

of the mid-latitudes is more spatially uniform. The only exceptions to the widespread330

negative correlations occur over small parts of the Mediterranean Sea and Caribbean and331

Indian Oceans (Figure 3b). These results are supported by modeling and observational332

studies in the U.S. and China, which indicate r(q,O3) > 0 in the northern U.S. and China333

and r(q,O3) < 0 in southern U.S. and China (e.g., Tawfik & Steiner, 2013; Kavassalis334

& Murphy, 2017; Li et al., 2019).335

In continental regions of the mid-latitudes, temperature is a better predictor of O3336

than specific humidity, as r(T,O3) > r(q,O3). Other studies support temperature as337

a leading covariate in the mid-latitudes (e.g., Camalier et al., 2007; Porter et al., 2015;338

Otero et al., 2016; Sun et al., 2017; Kerr & Waugh, 2018).339

Many other studies report dO3/dT (Rasmussen et al., 2012; S. Zhao et al., 2013;340

Brown-Steiner et al., 2015; Kerr et al., 2019; Porter & Heald, 2019), and we also present341

dO3/dT and dO3/dq in Figure S1a-b for comparisons with these other studies. The spa-342

tial variations of the slopes shown in Figure S1a-b are qualitatively similar to r(T,O3)343

and r(q,O3) shown in Figure 3, as is expected by construction. We also note that the344

large-scale patterns in Figure 3 are preserved whether r(T,O3) and r(q,O3) or dO3/dT345

and dO3/dq are calculated with daily data aggregated over summers 2008�2010 or with346

daily data from individual summers.347

To test whether the modeled O3-meteorology relationships are realistic, we calcu-348

late r(T,O3) and r(q,O3) from the in-situ networks described in Section 2.2. The strength349

of the zonally-averaged values of observed and modeled r(T,O3) and r(q,O3) generally350

reaches a maximum around 50�N across four distinct regions (Figure 4). In Europe and351

the eastern U.S., the CTM slightly overestimates the strength of r(T,O3) and r(q,O3)352

by ⇠ 0.1�0.3, similar to other studies (e.g., Brown-Steiner et al., 2015; Kerr et al., 2019).353

Since we used temperature from MERRA-2 to calculate the observed r(T,O3) and r(q,O3)354

(some of the observational networks lack co-located meteorological measurements), dif-355

ferences in the O3-meteorology relationships are driven by di↵erences in simulated ver-356

sus observed O3 rather by temperature. Observations are sparse outside of the mid-latitudes.357

A small number of AQS monitors in Alaska and NAPS monitors in northern Canada sup-358

ports the transition of r(T,O3) and r(q,O3) from positive to negative at high latitudes359

that is suggested by the model (Figure 4).360

In summary, the observation- and model-based analysis of the relationships among361

surface-level O3, temperature, and humidity reveals substantial variability across the North-362

ern Hemisphere during summer. The terrestrial mid-latitudes (⇠ 30�60�N) stand out363

as the largest, most spatially-coherent region with significant positive relationships of364

O3 with temperature and humidity (Figures 3-4). The O3-meteorology relationships are365

negative over nearly all marine regions, while they are mixed in sign and often not sig-366

nificant at high and low latitude continental regions (Figures 3-4).367
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5 Factors causing the O3-meteorology relationships368

The O3-meteorology relationships in Figure 3 are far from uniform, and their spa-369

tial structure begs the question: what factors drive these relationships? In Section 1, we370

discussed several direct and indirect drivers that have been linked to O3 variability, such371

as emissions, chemistry, and transport. Recent work has shown that transport-related372

processes are key contributors to the O3-temperature relationship in the U.S. and Eu-373

rope (Kerr et al., 2019; Porter & Heald, 2019), and we expand on these previous find-374

ings and examine the covariance of O3 with temperature and humidity over the North-375

ern Hemisphere. We do this using the transport-only GMI CTM simulation in which the376

daily variability of chemistry and emissions are fixed (Section 2.1).377

The transport-only simulation achieves similar mean O3 concentrations as the con-378

trol simulation (compare Figures 1a and S2a). Percentage di↵erences in mean O3 between379

simulations are generally less than ±5%, suggesting that the non-linearities underpin-380

ning O3 chemistry do not drastically change mean O3 concentrations when day-to-day381

variations in chemistry- and emissions-related processes are removed. Regions in Fig-382

ure 1a with high NOx (and presumably other precursor) emissions such as the eastern383

U.S., Europe, and China experience the largest decrease in mean O3 concentrations as384

the daily variability of chemistry- and emissions-related processes are removed (Figure385

S2).386

The O3-meteorology relationships calculated with O3 from the transport-only sim-387

ulation are remarkably similar to the same quantities from the control simulation (e.g.,388

compare Figures S1a-b and S1c-d), emphasizing the dominance of transport on these re-389

lationships. As the transport-only simulation used monthly mean values or monthly av-390

eraged diurnal cycles for processes related to chemistry and emissions, it is possible that391

some of the daily correlations over the three summers in our measuring period could be392

due to month-to-month or interannual variations in temperature or humidity coupled393

to chemistry or emissions. However, Porter and Heald (2019) found a similar dominance394

of transport in their simulations where summertime averaged values were used (rather395

than monthly averages). Furthermore, when we repeat the correlation analysis (i.e., Fig-396

ure 3) using daily data from individual months (rather than the combined nine months)397

we find good agreement between the correlations from control and transport-only sim-398

ulations with both showing the key features (e.g., positive correlations over mid-latitude399

continental regions, negative values over the oceans). Taken all together, these results400

indicate transport is the dominant process driving the O3-meteorology relationships across401

Northern Hemisphere mid-latitudes.402

Over most of the oceans and a majority of the continental regions in the North-403

ern Hemisphere, the strength of the O3-meteorology relationships slightly increases in404

the transport-only simulation (negative values in Figures 5, S1e-f). The hatching in Fig-405

ures 5 and S1e-f indicates that the significance of the O3-meteorology relationships is largely406

retained when only daily variations in transport-related processes are considered.407

There are a few regions such as the eastern U.S. and southeast Asia where the daily408

variability of chemistry and emissions appears important for the O3-meteorology rela-409

tionships (Figures 5, S1e-f). In these regions the strength of the correlation and the mag-410

nitude of the slopes decreases up to ⇠ 50% in the transport-only simulation and the cor-411

relation coe�cient switches from significant to not significant. We note that these re-412

gions have high levels of anthropogenic emissions (e.g., NOx; Figure 1b) and biogenic413

emissions (e.g., isoprene; Guenther et al., 2012). Further work is warranted to understand414

how emissions (and the chemical processes linking emissions to O3 production) contribute415

to the O3-meteorology relationships in these regions.416

Although daily variations in chemistry- and emissions-related processes do not drive417

the O3-meteorology relationships across the Northern Hemisphere, the importance of chem-418
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istry and emissions in setting the background state should not be ignored. To illustrate419

this, we return to Figure 3 and draw attention to the stark land-ocean contrasts in the420

O3-meteorology relationships with marine regions generally characterized by negative421

correlations. These marine regions are largely low NOx environments (Figure 1a). In this422

type of chemical regime, an increase in humidity or temperature is expected either to423

not impact or decrease O3 (e.g., Johnson et al., 1999; Coates et al., 2016). The transport-424

only simulation still includes this low NOx marine environment relative to other regions,425

just without day-to-day variations.426

These results answer our original question whether daily variations in transport,427

chemistry, or emissions are primarily responsible for the O3-meteorology relationships,428

but they also raise the question of which aspect(s) of transport links temperature and429

humidity to O3. In the next section we investigate the role of the jet stream on surface-430

level temperature, humidity, and O3, and we also develop and test hypotheses to link431

synoptic-scale flow aloft to meteorology and composition at the surface.432

5.1 The role of the jet stream433

Barnes and Fiore (2013) determined that the largest O3 variability and peak strength434

of r(T,O3) are located near �jet in the eastern U.S. These results were further explored435

by Shen et al. (2015) who found that O3 responded to seasonal variations in the posi-436

tion of the jet stream and that a poleward shift of the jet increased O3 concentrations437

south of the jet. In this section we expand upon this previous work and document the438

response of surface-level O3, temperature, and humidity to daily changes in �jet across439

the Northern Hemisphere.440

The time-averaged latitude of the jet stream (�jet) is shown by the scatter points441

in Figure 1, and �jet averaged over the entire hemisphere is 50.1�N. The variability of442

the jet, cast in terms of the standard deviation, averaged over the Northern Hemisphere443

is 10.5�, but its variability is not constant throughout the hemisphere (vertical bars in444

Figure 1). Rather, we note the largest variability over continental regions, particularly445

Eurasia (⇠ 20�), and smaller variability over maritime regions, coinciding with the At-446

lantic and Pacific storm tracks. The position of the jet is only one metric to describe the447

jet stream, and other jet-related measures exist (e.g., strength of the jet, waviness). Our448

focus on �jet rather than other metrics is based on Ordóñez et al. (2019) who found that449

�jet exerts a stronger influence than the strength of the jet on surface-level pollution ex-450

tremes.451

The maximum variability of O3 (Figure 1a) and the strength of the O3-meteorology452

correlations (Figures 3-5) peak at or slightly south of �jet, and �jet also separates re-453

gions with elevated O3 concentrations to its south from regions with low (< 30 ppbv)454

concentrations to its north (Figure 1a). These results are consistent with Barnes and Fiore455

(2013); however, it is worth pointing out a couple of exceptions: (1) In Asia, O3 vari-456

ability peaks over a broader latitudinal range, extending from �jet to ⇠ 20�N (Figure457

1). (2) There are regions with significant positive values of r(T,O3) such as the Sahel458

and India that do not coincide with �jet (Figure 3a). Our current work also reveals the459

weak-to-negative correlation between O3 and humidity or temperature for marine en-460

vironments and some high and low latitudes.461

To further examine the role of the jet stream on the O3-meteorology relationships,462

we segregate summer days into two subsets: days when the jet stream is in poleward (PW)463

and equatorward (EW) position. Days classified as PW (EW) are days in which �jet ex-464

ceeds (is less than) the 70th (30th) percentile of all daily �jet at each longitudinal grid465

cell. We construct composites of O3, temperature, and humidity by identifying the av-466

erage value of these fields on days with a PW or EW jet stream and thereafter calcu-467

late the di↵erence of these PW and EW composites.468
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The di↵erence in the PW and EW composites (PW - EW) of O3, temperature, and469

humidity are positive in the mid-latitudes over land (Figure 6), which indicates that these470

fields increase when the jet is in a more northerly position. The positive values are gen-471

erally significant (hatching in Figure 6), coincide with the latitudinal band over which472

the jet stream migrates, and persist 10� 15� north and south of �jet over land. Out-473

side the continental mid-latitudes, the association between the position of the jet and474

O3, temperature, or humidity is weak and not statistically significant (Figure 6).475

In contrast, there is a di↵erence in the response of O3 to the jet stream versus tem-476

perature and humidity over the mid-latitude ocean basins. In the case of O3, a poleward477

movement of the jet decreases O3 over the oceans but increases it over land, while tem-478

perature increases over both land and oceans (Figure 6a). This sharp land-ocean con-479

trast, akin to the land-ocean contrasts in the O3-meteorology correlations (Figure 3), could480

reflect land-ocean asymmetries in O3 and its precursors and will be further explored in481

Section 5.3. On the other hand, temperature and humidity increase over the oceans as482

the jet shifts poleward, akin to the behavior of these variables over land (Figure 6b-c).483

The impact of the jet stream on O3, temperature, and humidity outside of the mid-latitudes484

is largely not significant (Figure 6).485

For completeness, maps of the correlation of jet distance with the variables in Fig-486

ure 6 are shown in Figure S3. We note that the strength of the correlation between �jet487

and O3 and meteorology is weaker than r(T,O3) and r(q,O3), and the spatial extent of488

areas with significant correlations is smaller (compare Figures 3 and S3).489

While the response of O3 and meteorological fields to the meridional movement of490

the jet stream is consistent in its sign in the mid-latitudes over land, there are some re-491

gions outside of the continental mid-latitudes where jet movement leads to increases of492

one variable and decreases of another. China is an example of this. As the jet migrates493

poleward, O3 significantly increases, as it does throughout the mid-latitudes; however,494

temperature remains more or less constant, and humidity slightly decreases (Figures 6,495

S3). This discrepancy and others evident in Figures 6 and S3, particularly those at lower496

latitudes and over the oceans, are beyond the scope of this study, but future studies should497

further examine and address regions where O3, temperature, and humidity are decou-498

pled from the jet in this manner.499

Having uncovered the dominant role of transport and the connections with the jet,500

we next explore transport-related processes that might be responsible for the relation-501

ships among surface-level O3, the jet stream, and meteorology. As cyclones are commonly-502

invoked to explain O3 variability, we begin by showing the impact of the jet stream on503

cyclone frequency and, in turn, the e↵ect of cyclones on O3. We then explore and dis-504

cuss how the jet stream a↵ects the surface-level meridional flow and commensurate changes505

in O3, temperature, and humidity.506

5.2 Cyclones507

Mid-latitude baroclinic cyclones follow a storm track dictated by the jet stream,508

and changes in �jet a↵ect the location of this storm track (e.g., Shen et al., 2015). To509

assess the dependence of cyclone frequency on �jet, we show the spatial distribution of510

the climatological frequency of cyclones detected by MCMS (Section 2.4.3) in Figure 7a.511

The highest frequency of mid-latitude cyclone detections largely follows �jet and is o↵-512

set north of the jet by ⇠ 10� over North America. In other regions such as eastern Asia513

the peak cyclone frequency occurs in a broader latitudinal band, extending north and514

south of �jet by ⇠ 15� (Figure 7a).515

We identify the subset of days with a poleward-shifted or equatorward-shifted jet516

using the 70th and 30th percentiles of the daily latitudes of the jet stream, as previously517

described, to determine the dependence of cyclones on �jet. We thereafter determine the518
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frequency of cyclones on these subsets of days and show the di↵erence (Figure 7b). The519

meridional movement of the jet a↵ects cyclones in two di↵erent ways. First, the total520

number of cyclones on days when the jet is in a poleward position is 15% less than on521

days when the jet is equatorward. Second, the storm track shifts alongside the jet, and522

cyclones are more highly concentrated about �jet when the jet is equatorward compared523

with when it is poleward (Figure 7b).524

The decrease and latitudinal shift in cyclone frequency with meridional movements525

of the jet stream could be the transport-related mechanism responsible for the above O3-526

meteorology relationships. The cold fronts associated with mid-latitude cyclones have527

been suggested as a mechanism for the ventilation of the eastern U.S. (Mickley, 2004),528

and Knowland et al. (2015) and Jaeglé et al. (2017) demonstrated how cyclones redis-529

tribute O3, its precursors, and other pollutants vertically and horizontally in the atmo-530

sphere. We assess the impact of cyclones on surface-level O3 by further filtering the cy-531

clones from the MCMS dataset (Section 2.4.3), requiring that a particular cyclone (1)532

occurs over land and (2) is detected for � 2 six-hourly time steps to allow us to calcu-533

late the direction of propagation. We then rotate cyclones following Knowland et al. (2015)534

and Knowland et al. (2017) such that they propagate to the right of Figure 8 to account535

for the impact of di↵erent ascending and descending airstreams within the cyclones. Ap-536

plying these filters to cyclones in summers 2008� 2010 yields ⇠ 730 cyclones with an537

average lifetime of ⇠ 54 hours. The mean direction of cyclone propagation is east-southeast538

(⇠ 120�, where 0� is north). Though we have only considered cyclones occurring over539

land in this analysis, compositing all land- and ocean-based cyclones produces O3 anoma-540

lies of similar magnitude.541

The largest negative O3 anomaly occurs in the “cold sector” of the cyclone, and542

the largest positive anomaly occurs in the “warm sector,” However, these positive and543

negative anomalies cancel each other when averaged over the footprint of the cyclones,544

leading to a net ⇠ 0 ppbv change in O3 (Figure 8). Comparing our results with con-545

ceptual models and case studies of baroclinic cyclones (e.g., Cooper et al., 2004; Polvani546

& Esler, 2007) hints that the positive anomalies in Figure 8 occur near the warm con-547

veyor belt (WCB), where there is likely polluted air entrained from the PBL and lower548

troposphere. On the other hand, the largest negative anomalies are found in the vicin-549

ity of the dry intrusion (DI) and could be influenced by cleaner air entrained from the550

upper troposphere or lower stratosphere. The roles of the WCB in ventilating pollution551

from the PBL and the cleaner air brought to the PBL by the DI could cancel each other552

out and be one reason for the small increases and decreases in surface-level O3.553

If cyclones were the mechanism that linked �jet to surface-level O3, we might ex-554

pect that the cyclones-driven impact on O3 would be > 6 ppbv in the mid-latitudes, sim-555

ilar to the impact that �jet has on O3 (Figure 6a). However, our analysis in Figure 8 in-556

dicates that, on average, cyclones have a much weaker e↵ect on surface-level O3, despite557

the connections between cyclones and the jet stream (Figure 7b). There is, though, sub-558

stantial variability among individual cyclones (the standard deviation of the O3 anomaly559

is a factor of ⇠ 6 greater than the largest anomaly; Figure 8). As such, some cyclones560

might be e↵ective at reducing surface-level O3, but this is far from the case for all cy-561

clones.562

Other studies support the small role of cyclones on surface-level O3. Knowland et563

al. (2015) showed that the surface-level O3 anomaly associated with springtime cyclones564

in the North Atlantic and Pacific is small (i.e., �5 < � O3 < 5 ppbv); however, they565

found a larger impact when examining the mid- to upper-level O3 anomalies. Moreover,566

Leibensperger et al. (2008) found a negative correlation between the number of O3 pol-567

lution events and the number of mid-latitude cyclones passing through the southern cli-568

matological storm track (⇠ 40�50�N) over eastern North America on interannual timescales,569

but Turner et al. (2012) demonstrated that the cyclone-O3 correlation is weak, and cy-570
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clone frequency explains less than 10% of the variability of O3 pollution events in the571

region.572

In summary, while the storm track dictating the preferred location of baroclinic cy-573

clones shifts with the jet (Figure 7b), cyclones are likely not the key mechanism control-574

ling O3 variability in the Northern Hemisphere mid-latitudes as they only explain a small575

fraction of the changes of O3 associated with daily migrations of the jet (Figure 8).576

5.3 Meridional transport577

The ventilation and dilution of the PBL, the surface-level zonal flow (U10), or the578

total wind (U10) could link the position of the jet stream to surface-level O3. However,579

an analysis of PBLH, U10, and U10 rules out these variables as drivers of the O3-jet re-580

lationship (Text S1-S2, Figures S4-5). To summarize: �jet is not significantly correlated581

with variations in PBLH and U10 throughout the majority of the Northern Hemisphere.582

Similar to our analysis of cyclones in Figures 7-8, U10 is significantly correlated with �jet583

throughout parts of the mid-latitudes but not correlated with O3 independently of the584

jet.585

However, the surface-level meridional flow (V10) is significantly correlated with the586

position of the jet in the mid-latitudes (Figure 9a). When the jet is in a poleward po-587

sition, V10 increases by more than 2 m/s throughout the mid-latitudes with the largest588

increases centered over the oceans (Figure 9a). In the mid-latitudes, time-averaged V10589

is varied in sign but generally weak (�0.5 < V10 < 0.5), so the large values of V10 ac-590

companying a poleward jet represent a large increase in the southerly flow.591

In addition to its connections with �jet, V10 is significantly positively correlated592

with O3 in the continental mid-latitudes (Figure 9b). Here, the strength of r(V10,O3)593

rivals that of r(T,O3) and r(q,O3) (compare Figures 9b and 3), suggesting that the surface-594

level meridional flow is also a key covariate of O3 variability on daily timescales. In parts595

of the mid-latitudes such as eastern North America or Asia, a unit increase in V10 is as-596

sociated with an increase of O3 that is roughly one-third of its total daily variability (Fig-597

ure S6). Equatorward of the mid-latitudes (particularly for ⇠ 10 � 30�N), V10 is sig-598

nificantly negatively correlated with O3, while r(V10,O3) is not significant poleward of599

the mid-latitudes. Thus far we have shown significant positive relationships among �jet,600

V10, O3, and the meteorological variables in the mid-latitudes (Figures 6a, 9). When the601

jet is poleward, surface-level meridional flow becomes strongly southerly, and there is sig-602

nificant poleward advection of O3, temperature, and humidity.603

We posit that the relationships of O3 with �jet and the meteorological variables604

are largely the product of surface-level meridional flow acting on the latitudinal back-605

ground gradients. Ozone generally peaks south of �jet (Figure 1a), so there are nega-606

tive gradients in the vicinity of the jet (Figure 9b). These negative gradients are well-607

aligned with the regions where there is increased southerly flow at the surface when the608

jet is poleward (Figure 9a). This configuration serves to advect higher concentrations609

of O3 into the mid-latitudes when the jet is poleward (Figures 9b, S6). Although not shown610

here, the latitudinal gradients of temperature and humidity are broadly similar to dO3/d�611

inasmuch as they are positive south of the mid-latitudes. When surface-level southerly612

flow increases, these gradients favor increases of temperature and humidity in the mid-613

latitudes, as is evident in Figure 6b-c.614

The importance of the background gradient can also partially explain the negative615

O3-jet relationships over the oceans. Latitudes where dO3/d� > 0 often extend farther616

poleward over the oceans than over land. For example, over the Pacific storm track dO3/d� >617

0, while dO3/d� < 0 between ⇠ 20 and 40�N in the Pacific (Figure 9b). Under these618

conditions, increased southerly flow associated with the poleward movement of the jet619

would decrease O3 (i.e., a negative O3-jet relationship). Other factors also may be im-620
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portant in marine environments. For example, strong surface-level zonal winds in the621

vicinity of the Atlantic and Pacific storm tracks may lead to zonal gradients that are as622

important as the meridional background gradients investigated in this section.623

The importance of both meridional flow and the latitudinal background gradient624

has been the subject of recent studies for O3 and other trace gases. Keppel-Aleks et al.625

(2012) showed that the daily variability of total column carbon dioxide was dominated626

by non-local e↵ects and primarily reflects the synoptic scale latitudinal carbon dioxide627

gradient. Changes in the mean meridional circulation (specifically the extratropical stratospheric-628

to-tropospheric transport associated with the Southern Hemisphere Hadley Cell) have629

been suggested to explain recent trends in Southern Hemisphere tropospheric O3 (Lu,630

Zhang, Zhao, et al., 2019). On smaller spatial scales, transport-related features favor-631

ing southerly flow (e.g., the nocturnal low-level jet in the U.S.) are important for explain-632

ing O3 in the PBL (Taubman et al., 2004). Our future work will further elucidate the633

main physical features that link the jet stream, surface-level meridional flow, and back-634

ground tracer gradients.635

In the mid-latitudes, the meridional vacillation of the jet stream impacts the surface-636

level meridional flow (Figure 9a). The meridional flow, in turn, plays a profound role in637

surface-level O3 variability (Figure 9b). Temperature, humidity, and O3 are generally638

higher south of �jet, and the meridional flow acts on their background gradients and leads639

to the coupling between the jet stream and O3 and the meteorological variables shown640

in Figure 6.641

6 Conclusions642

The primary intent of this study was to document the relationships among surface-643

level O3, temperature, and humidity and explore the cause(s) of these relationships. Both644

observations and the GMI CTM support substantial spatial variations in r(T,O3) and645

r(q,O3). In continental regions of the mid-latitudes (⇠ 30�60�N), the O3-meteorology646

relationships are significantly positive (Figures 3-4). The O3-meteorology relationships647

are significantly negative over the oceans (Figure 3). For other continental regions out-648

side the mid-latitudes, r(T,O3) and r(q,O3) are generally weak and often not statisti-649

cally significant, but we have shown regions at low latitudes (e.g., Central America, Sa-650

hel) that are exceptions to this rule-of-thumb (Figure 3).651

Our transport-only GMI CTM simulation indicates that the O3-temperature and652

O3-humidity relationships are largely driven by transport-related phenomena on daily653

timescales (Figure 5). We stress that these findings do not trivialize the importance of654

chemistry and emissions. Chemistry- and emissions-related processes are essential for655

setting the background state for the production of a secondary pollutant such as O3; how-656

ever, daily variations in these processes are not the dominant drivers of O3 variability657

or its covariance with temperature and humidity. Our results showcasing the dominant658

role of transport are in line with previous work by Kerr et al. (2019) and Porter and Heald659

(2019), which showed that a majority of the O3-temperature relationship in the U.S. and660

Europe derive from meteorological phenomena.661

The variability of surface-level O3, temperature, and humidity are linked to the merid-662

ional movement of the jet stream in the Northern Hemisphere mid-latitudes. This re-663

sult extends previous work focusing on the eastern U.S. (e.g., Barnes & Fiore, 2013; Shen664

et al., 2015) to the entire Northern Hemisphere. Over land in the mid-latitudes, a pole-665

ward (equatorward) shift of the jet is associated with increased (decreased) surface-level666

O3, temperature, and humidity (Figures 6, S3). Over the oceans, temperature and hu-667

midity respond to this meridional vacillation of the jet in the same fashion as over land,668

but the poleward (equatorward) movement of the jet decreases (increases) O3.669
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We ultimately found that the jet influences these surface-level fields by means of670

changes in the surface-level meridional flow. On days when the jet is in a poleward po-671

sition, the pronounced southerly flow in the mid-latitudes together with the latitudinal672

gradients of O3, temperature, and humidity generally lead to increases of O3, temper-673

ature, and humidity in the mid-latitudes (Figures 6, 9). We have shown clear land-ocean674

di↵erences in the relationships among O3, temperature or specific humidity, and the jet675

stream (Figures 3, 6, S3). We partially attribute these the land-ocean contrasts to dif-676

ferences in the latitudinal gradient of O3 over land versus over the ocean (Figure 9b).677

Establishing the spatial variations of the O3-meteorology relationships is a prereq-678

uisite to understand which regions could experience an “O3-climate penalty” (Wu et al.,679

2008) under future climatic changes. As the O3-meteorology relationships in the present-680

day climate are far from uniform in both magnitude and sign, it is unlikely that future681

changes in the climate will a↵ect O3 uniformly. Furthermore, as the relationships among682

O3, temperature, and humidity are driven by an indirect association with transport, cau-683

tion should be used when applying any measures of the current sensitivity of O3 to me-684

teorological variables (e.g., dO3/dT or dO3/dq from Figure S1) to future climatic changes.685

Overall, our results demonstrate the importance of the position of the jet stream686

and surface-level meridional flow on O3 variability in the Northern Hemisphere, both of687

which will be a↵ected by the future climate (e.g., Barnes & Polvani, 2013; Shaw & Voigt,688

2015; Grise et al., 2019). A robust poleward displacement of the jet stream is expected689

in the twenty-first century, while changes to other properties of the jet (i.e., variations690

in speed; north-south movement) will exhibit spatial heterogeneity (Barnes & Polvani,691

2013). The e↵ect of these changes on surface-level O3 needs to be explored.692
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Jaeglé, L., Wood, R., & Wargan, K. (2017). Multiyear composite view of ozone807

enhancements and stratosphere-to-troposphere transport in dry intrusions808

of Northern Hemisphere extratropical cyclones. J. Geophys. Res., 122 (24),809

13,436–13,457. doi: 10.1002/2017jd027656810

Johnson, C. E., Collins, W. J., Stevenson, D. S., & Derwent, R. G. (1999). Rel-811

ative roles of climate and emissions changes on future tropospheric oxidant812

concentrations. J. Geophys. Res. Atmos., 104 (D15), 18631–18645. doi:813

10.1029/1999jd900204814

Kavassalis, S. C., & Murphy, J. G. (2017). Understanding ozone-meteorology corre-815

lations: A role for dry deposition. Geophys. Res. Lett., 44 (6), 2922–2931. doi:816

10.1002/2016GL071791817

Keppel-Aleks, G., Wennberg, P. O., Washenfelder, R. A., Wunch, D., Schneider, T.,818

Toon, G. C., et al. (2012). The imprint of surface fluxes and transport on819

variations in total column carbon dioxide. Biogeosciences, 9 (3), 875–891. doi:820

10.5194/bg-9-875-2012821

Kerr, G. H., & Waugh, D. W. (2018). Connections between summer air pollution822

and stagnation. Environ. Res. Lett., 13 (8), 084001. doi: 10.1088/1748-9326/823

aad2e2824

Kerr, G. H., Waugh, D. W., Strode, S. A., Steenrod, S. D., Oman, L. D., & Strahan,825

S. E. (2019). Disentangling the drivers of the summertime ozone-temperature826

relationship over the United States. J. Geophys. Res., 124 (19), 10503–10524.827

doi: 10.1029/2019jd030572828

–17–



manuscript submitted to JGR: Atmospheres

Kim, S.-W., Heckel, A., McKeen, S. A., Frost, G. J., Hsie, E.-Y., Trainer, M. K.,829

et al. (2006). Satellite-observed U.S. power plant NOx emission reduc-830

tions and their impact on air quality. Geophys. Res. Lett., 33 (22). doi:831

10.1029/2006GL027749832

Knowland, K. E., Doherty, R. M., & Hodges, K. I. (2015). The e↵ects of833

springtime mid-latitude storms on trace gas composition determined from834

the MACC reanalysis. Atmos. Chem. Phys., 15 (6), 3605–3628. doi:835

10.5194/acp-15-3605-2015836

Knowland, K. E., Doherty, R. M., Hodges, K. I., & Ott, L. E. (2017). The influence837

of mid-latitude cyclones on European background surface ozone. Atmos. Chem.838

Phys., 17 (20), 12421–12447. doi: 10.5194/acp-17-12421-2017839

Landrigan, P. J., Fuller, R., Acosta, N. J. R., Adeyi, O., Arnold, R., Basu, N., et al.840

(2018). The lancet commission on pollution and health. Lancet , 391 (10119),841

462–512. doi: 10.1016/s0140-6736(17)32345-0842

Lefohn, A. S., Malley, C. S., Smith, L., Wells, B., Hazucha, M., Simon, H., et al.843

(2018). Tropospheric ozone assessment report: Global ozone metrics for cli-844

mate change, human health, and crop/ecosystem research. Elem. Sci. Anth.,845

6 (1), 28. doi: 10.1525/elementa.279846

Leibensperger, E. M., Mickley, L. J., & Jacob, D. J. (2008). Sensitivity of US847

air quality to mid-latitude cyclone frequency and implications of 1980–2006848

climate change. Atmos. Chem. Phys., 8 (23), 7075–7086.849

Li, K., Jacob, D. J., Liao, H., Shen, L., Zhang, Q., & Bates, K. H. (2019). Anthro-850

pogenic drivers of 2013–2017 trends in summer surface ozone in China. Proc.851

Natl. Acad. Sci. U.S.A., 116 (2), 422–427. doi: 10.1073/pnas.1812168116852

Lin, M., Horowitz, L. W., Payton, R., Fiore, A. M., & Tonnesen, G. (2017). US853

surface ozone trends and extremes from 1980 to 2014: Quantifying the roles of854

rising Asian emissions, domestic controls, wildfires, and climate. Atmos. Chem.855

Phys., 17 (4), 2943–2970. doi: 10.5194/acp-17-2943-2017856

Lu, X., Zhang, L., Chen, Y., Zhou, M., Zheng, B., Li, K., . . . Zhang, Q. (2019).857

Exploring 2016–2017 surface ozone pollution over China: Source contributions858

and meteorological influences. Atmos. Chem. Phys., 19 (12), 8339–8361. doi:859

10.5194/acp-19-8339-2019860

Lu, X., Zhang, L., Zhao, Y., Jacob, D. J., Hu, Y., Hu, L., et al. (2019). Surface861

and tropospheric ozone trends in the Southern Hemisphere since 1990: Possible862

linkages to poleward expansion of the Hadley circulation. Sci. Bull., 64 (6),863

400–409. doi: 10.1016/j.scib.2018.12.021864

Meehl, G. A., Tebaldi, C., Tilmes, S., Lamarque, J.-F., Bates, S., Pendergrass, A., &865

Lombardozzi, D. (2018). Future heat waves and surface ozone. Environ. Res.866

Lett., 13 (6), 064004. doi: 10.1088/1748-9326/aabcdc867

Mickley, L. J. (2004). E↵ects of future climate change on regional air pollution868

episodes in the United States. Geophys. Res. Lett., 31 (24). doi: 10.1029/869

2004GL021216870

Mudelsee, M. (2003). Estimating Pearson’s correlation coe�cient with bootstrap871

confidence interval from serially dependent time series. Math. Geol., 35 (6),872

651–665. doi: 10.1023/b:matg.0000002982.52104.02873

Mudelsee, M. (2014). Climate time series analysis: Classical statistical and bootstrap874

methods (2nd ed.). Cham, Heidelberg, New York, Dordrecht, London: Springer875

International Publishing. doi: 10.1007/978-3-319-04450-7876
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Figure 1. (a) Time-averaged O3 from the surface-level of the GMI CTM (colored shading).

Black contours indicate O3 variability (standard deviation): thin dashed contour, 8 ppbv; thick

contour, 10 ppbv. (b) Time-averaged anthropogenic NOx emissions from EDGAR. Scatter points

and vertical bars in (a-b) specify the mean position and variability of the jet stream, respectively.
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Figure 2. The correlation coe�cient calculated between daily modeled O3 from the GMI

CTM and observed O3 for model grid cells containing in-situ monitor(s). If there is > 1 monitor

in a grid cell, all O3 observations are averaged to produce a grid cell average prior to comput-

ing the correlation coe�cient. The networks in (a) North America, (b) Europe, and (c) China

from which monitor-based observations have been derived are indicted in the subplots’ titles.

Note that the time period for the model-observation comparison in (a-b) is 2008 � 2010 but is

2016� 2017 in (c), due to limited observations in China during earlier years.
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Figure 3. (a) The correlation coe�cient calculated between O3 from the GMI CTM and

MERRA-2 temperature, r(T,O3). Hatching denotes regions where the correlation is not sta-

tistically significant, determined using moving block bootstrap resampling to estimate the 95%

confidence interval. (b) Same as (a) but for the correlation coe�cient calculated between between

O3 and MERRA-2 specific humidity, r(q,O3). Scatter points and vertical bars in (a-b) specify

the mean position and variability of the jet stream, respectively. Black boxes in (a) outline the

regions over which zonal averages were performed in Figure 4.
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Figure 4. Zonally-averaged observed and modeled (left) r(T,O3) and (right) r(q,O3) in four

regions: western North America (125� � 100�W), eastern North America (100� � 65�W), Europe

(10�W�30�E), and East Asia (90� 125�E). These regions are also outlined in Figure 3a. Zonally-

averaged modeled relationships consider only grid cells over land, and the observed relationships

are binned by latitude to compute the zonal average. The dashed grey lines delineate positive

from negative values of the O3-meteorology relationships, and the scatter points and vertical bars

corresponding to the jet and its variability are the same as in Figure 1 but averaged over each

region.
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Figure 5. Di↵erences in (a) r(T,O3) and (b) r(q,O3) calculated between the control and

transport-only CTM simulations (i.e., control � transport-only). To assess their relative impor-

tance, di↵erences should be compared with values from the control simulation (Figure 3).

Hatching indicates regions with significant r(T,O3) or r(q,O3) in the control simulation
that are not statistically significant in the transport-only simulation. Scatter points and
vertical bars in (a-b) specify the mean position and variability of the jet stream, respec-
tively.
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Figure 6. The di↵erence in composites of (a) O3, (b) temperature, and (c) specific humidity

on days when the jet is in a poleward (PW) and equatorward (EW) position. Composites are

formed for the PW (EW) case by determining the value of each field in (a-c) averaged over all

days when the position of the jet stream (�jet) exceeds the 70th (is less than the 30th) percentile

for each longitude. Hatching indicates regions where the correlation between each field and the

distance from the jet is not statistically significant. The distance from the jet, �jet � �, is defined

as the di↵erence, in degrees, between the latitude of the jet and the local latitude. Scatter points

and vertical bars in (a-c) specify the mean position and variability of the jet stream, respectively.
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Figure 7. (a) Total number of cyclones detected by MCMS on sub-daily (six-hourly) time

scales binned to a ⇠ 4� ⇥ 4� grid. (b) The di↵erence in the total number of cyclones calculated

between days when the jet is in a poleward (PW) and equatorward (EW) position. Scatter points

and vertical bars in (a-b) specify the mean position and variability of the jet stream, respectively.
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Figure 8. The average O3 anomaly (colored shading) and standard deviation of the anoma-

lies (solid black contours) within five grid cells (⇠ 5�) of the position of the cyclones. From the

cyclones shown in Figure 7, we only consider cyclones occurring over land and detected for � 2

time steps and subsequently rotate the cyclones following the direction of their propogation such

that they move to the right of the figure. Dashed black lines divide the cyclone composites into

quadrants.
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Figure 9. (a) The di↵erence in composites of V10 on days when the jet is in a PW and EW

position. (b) The correlation coe�cient calculated between O3 and V10 (colored shading) and

regions where latitudinal gradient of O3 (dO3/d�) is positive (stippling). Scatter points and

vertical bars in (a-b) specify the mean position and variability of the jet stream, respectively.

Hatching denotes regions where the correlation between V10 and (a) the distance from jet and (b)

O3 are not statistically significant.
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Text S1: Planetary boundary layer (PBL) dynamics

Variations in the height of the PBL (PBLH) could connect the jet to surface-level

O3, temperature, and humidity. PBLH determines vertical mixing and the dilution of

surface-level pollutants (Dawson et al., 2007) and responds directly to the flux of heat

into the PBL. Previous studies have used both PBLH and mixing height to assess the

impact of PBL dynamics on surface-level pollutants (e.g., Jacob & Winner, 2009; Reddy

& Pfister, 2016), and here we use daily mean MERRA-2 PBLH, detailed in Section 2.3

of the main text.

An analysis of the (PW - EW) PBLH composites shows that the daily north-south

movement of the jet stream is not significantly associated with PBLH variability over a

majority of the continental regions of the Northern Hemisphere (Figures S4a, S5a). Over

the oceans, northward movement of the jet stream tends to be associated with a more

shallow boundary layer; but, in general, there is a no consistent sign associated with the

variability of the jet with PBLH (Figures S4a, S5a). This result is robust whether daily

mean PBLH is used as we have here, or if the jet-PBLH relationship is derived using

PBLH averaged over subsets of the day (e.g., daytime, afternoon).

Although there is no jet-PBLH relationship, it is possible that PBLH may influence

O3 independently of the jet stream. To examine this we evaluate the correlation between

PBLH and O3. The sign of this correlation is varied, and its strength is largely not

statistically significant across the mid-latitudes (not shown). There are some regions

where r(PBLH,O3) is positive and significant, but this implies that a deeper PBL results

in higher O3, which goes against simple dilution arguments. These findings agree with
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other studies: Jacob and Winner (2009) pointed out that the e↵ect of mixing depth on O3

is weak or variable (while the e↵ect of mixing depth on PM2.5 is consistently negative).

Text S2: Near-surface zonal and total wind

Another possible mechanism for the jet-O3 relationship is changes in surface-level flow.

We form additional (PW - EW) composites and correlations for surface-level eastward

(U10) and total (U10) winds (Figures S4b-c, S5b-c).

The composites in Figure S4b-c are less meaningful unless placed in the context of the

time-averaged direction and magnitude of U10 and U10. Time-averaged U10 is generally

positive (eastward) over both land and ocean in the mid-latitudes (40 � 60�N) with a

magnitude of ⇠ 1 m/s. On the other hand, U10 has a magnitude of < 4 m/s over land

and ⇠ 6 m/s over the oceans.

In a⇠ 20� latitudinal band north of the mean position of the jet, the poleward movement

of the jet significantly increases U10 by up to 4 m/s (Figures S4b, S5b). It is worth noting

the largest areal extent of changes (both increases and decreases) in U10 is centered over

the oceans (Figure S4b). However, U10 and O3 are not correlated with each other (not

shown), which rules out the surface-level zonal wind as the mechanism connecting the

position of the jet stream with O3.

We investigated the relationship between �jet and U10, a proxy for stagnation (Figures

S4c and S5c). Di↵erences in U10 between days with a poleward- versus equatorward-shifted

jet were weak and variable in sign, and the correlation was not statistically significant

across virtually the entire hemisphere. As we did with PBLH and U10, we considered the

impact that U10 has on O3 independently of the jet, as weak flow can inhibit the ventilation

of the PBL (Mickley, 2004). We found that O3 and U10 were generally anticorrelated in
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the mid-latitudes (not shown); however, these correlations were weak and not significant.

There were also parts of the mid-latitudes with positive correlations between O3 and U10,

implying that higher wind speeds and therefore increased ventilation are associated with

higher concentrations of O3.
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Figure S1. (a) The slope of the ordinary least squares (OLS) regression of O3 from the

control simulation versus temperature, dO3/dT . Hatching denotes regions where the correlation

between O3 and temperature is not statistically significant. (b) Same as (a) but for O3 from

the control simulation versus humidity, dO3/dq, with hatching showing correlations between

O3 and humidity that are not statistically significant. (c-d) Same as (a-b) but with O3 from

the transport-only simulation. (e-f) The di↵erence in dO3/dT and dO3/dq between the two

simulations. Scatter points and vertical bars in (a-f) specify the mean position and variability of

the jet stream, respectively.
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Figure S2. (a) Same as Figure 1a in the main text but for O3 from the transport-only

simulation. (b) The di↵erence (i.e., control� transport-only) in mean O3 concentrations. Scatter

points and vertical bars in (a-b) specify the mean position and variability of the jet stream,

respectively.
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Figure S3. Colored shading shows the correlation coe�cient calculated between distance from

the jet stream and (a) O3, (b) temperature, and (c) humidity. Hatching is the same as in Figure

6, and scatterpoints, and vertical bars are the same as in Figure 3.
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Figure S4. Same as Figure 6 in the main text but for (a) PBLH, (b) U10, and (c) U10.
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Figure S5. Same as Figure S3 but for (a) PBLH, (b) U10, and (c) U10.
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Figure S6. Regionally-averaged O3 from the control simulation versus regionally-averaged V10.

Regional averaging is conducted over the longitudinal extent of the regions listed in each subplots’

title but only within ±5� of the mean position of the jet: western North America (125��100�W),

eastern North America (100� � 65�W), Europe (10�W�30�E), and China (90� � 125�E). Red

dashed lines represent the OLS regression, and inset text indicates its slope.
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