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Abstract

The Surface Water Ocean Topography (SWOT) mission will launch in 2021 to provide the first global inventory of terrestrial

surface water. Although SWOT is primarily a research mission with key science objectives in both the oceanography and

hydrology domains, SWOT data is expected to have application potential to address many societal needs. To identify SWOT

applications, prepare for the use of SWOT data, and quantify SWOT impacts prior to launch, realistic proxy SWOT observations

with representative measurement errors are required. This paper provides a step-by-step description of two methods for deriving

proxy SWOT water surface elevations (WSE) from an Observing System Simulation Experiment (OSSE) using the Weather

Research and Forecasting hydrological extension package (WRF-Hydro). The first, a basic method, provides a simple and

efficient way to sample WRF-Hydro output according to the SWOT orbit and add random white noise to simulate measurement

error, similar to many previous approaches. An alternate method using the Centre National d’Etudes Spatiales (CNES)

Large-scale SWOT Hydrology Simulator accounts for additional sources of measurement error and produces output in formats

comparable to that expected from official SWOT products. The basic method is ideal for river hydrology applications in which a

full representation of SWOT measurement errors and spatial resolution are unnecessary, whereas the CNES simulator approach

is better-suited for more rigorous scientific studies that require a comprehensive error budget.
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Key Points: 13 

 Two approaches for generating proxy SWOT water surface elevations from a hydrology 14 

modeling framework are provided. 15 

 Proxy SWOT data is well-suited for societal applications and scientific studies prior to 16 

and following launch. 17 

 The Large-scale SWOT Hydrology Simulator provides realistic proxy SWOT data for 18 

error budget studies. 19 

  20 
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Abstract 21 

The Surface Water Ocean Topography (SWOT) mission will launch in 2021 to provide the first 22 

global inventory of terrestrial surface water. Although SWOT is primarily a research mission 23 

with key science objectives in both the oceanography and hydrology domains, SWOT data is 24 

expected to have application potential to address many societal needs. To identify SWOT 25 

applications, prepare for the use of SWOT data, and quantify SWOT impacts prior to launch, 26 

realistic proxy SWOT observations with representative measurement errors are required. This 27 

paper provides a step-by-step description of two methods for deriving proxy SWOT water 28 

surface elevations (WSE) from an Observing System Simulation Experiment (OSSE) using the 29 

Weather Research and Forecasting hydrological extension package (WRF-Hydro). The first, a 30 

basic method, provides a simple and efficient way to sample WRF-Hydro output according to the 31 

SWOT orbit and add random white noise to simulate measurement error, similar to many 32 

previous approaches. An alternate method using the Centre National d’Etudes Spatiales (CNES) 33 

Large-scale SWOT Hydrology Simulator accounts for additional sources of measurement error 34 

and produces output in formats comparable to that expected from official SWOT products. The 35 

basic method is ideal for river hydrology applications in which a full representation of SWOT 36 

measurement errors and spatial resolution are unnecessary, whereas the CNES simulator 37 

approach is better-suited for more rigorous scientific studies that require a comprehensive error 38 

budget. 39 

 40 

Plain Language Summary 41 

The Surface Water Ocean Topography (SWOT) mission is a multi-national satellite mission that 42 

is expected to launch in 2021 to observe global rivers, lakes, reservoirs, and wetlands. As the 43 
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first of its kind to measure inland water, SWOT is expected to address many societal needs. To 44 

identify SWOT applications, prepare for the use of SWOT data, and quantify SWOT impacts 45 

prior to launch, realistic sample SWOT observations are needed. This paper provides a step-by-46 

step description for deriving proxy SWOT measurements using a hydrologic model and a SWOT 47 

observation simulator. 48 

 49 

1. Introduction 50 

 The Surface Water Ocean Topography (SWOT) mission (Biancamaria et al. 2016) will 51 

provide the first global inventory of terrestrial surface water in rivers, lakes, and wetlands 52 

following launch in 2021. SWOT is a joint mission between the National Aeronautics and Space 53 

Administration (NASA), Centre National d’Etudes Spatiales (CNES), Canadian Space Agency, 54 

and the United Kingdom Space Agency supporting several instruments, including a nadir 55 

altimeter and a bistatic Ka-band (35.75 GHz) Radar Interferometer (KaRIn) (Fjørtoft et al. 2014). 56 

The nadir altimeter continues the legacy of nadir altimetry satellite missions that began with 57 

Topography Experiment/Poseidon (1992-2006) and followed by the Jason series (2001-present) 58 

and IceSAT missions (2003-present; Zhang et al. 2011; O’Loughlin et al. 2016). These missions 59 

have provided global, point-based observations of ocean surface topography using nadir-60 

profiling dual-frequency altimeters at C-band (5.3 GHz) and Ku-band (13.6 GHz), resulting in 61 

observations at low spatial resolutions of 200-400 m along track and height resolution of 10-50 62 

cm over ocean. Although a few studies have shown that these nadir radar altimetry missions can 63 

monitor terrestrial water bodies such as inland rivers, lakes, and wetlands (e.g., Kouraev et al. 64 

2004, Papa et al. 2010, Biancamaria et al. 2017), the lower frequencies degrade the spatial and 65 
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altimetric resolution and is a major limitation for monitoring small or narrow terrestrial water 66 

bodies (Alsdorf et al. 2007, Biancamaria et al. 2016, Altenau et al. 2016).  67 

KaRIn is a wide-swath instrument (0.6-4.1° incidence angles) providing near-global, 68 

high-resolution measurements of water surface elevation (WSE, the height of the river surface 69 

above a reference geoid), width, and slope across the 120 km swath for rivers with widths greater 70 

than 100 m, but possibly down to 50 m (Biancamaria et al. 2016, Pavelsky et al. 2014, Rodriguez 71 

2016). KaRIn builds on the heritage of the nadir altimeters listed previously and the Shuttle 72 

Radar Topography Mission (SRTM; Enjolras and Rodriguez 2009), which supported swath 73 

topography measurements at C-band and X-band. However, SRTM lacked global coverage and 74 

had very low vertical accuracy (Alsdorf et al. 2007). Other Ka-band satellite instrument to have 75 

flown include the GPM Dual-frequency phased-array Precipitation Radar (Hou et al. 2014) and 76 

the Satellite for ARgos and ALtika (SARAL) (Biancamaria et al. 2017) which were primarily 77 

designed to observe precipitation and ocean topography, respectively, rather than terrestrial 78 

surface water. In using Ka-band instead of lower frequency bands (e.g., C-band or Ku-band), 79 

SWOT can gather measurements at a finer spatial resolution with less penetration into soil, snow, 80 

and vegetation (Fjørtoft et al. 2014, Biancamaria et al. 2016). Therefore, KaRIn is unique in that 81 

it will be the first satellite instrument to fully resolve terrestrial surface water bodies with high 82 

altimetric accuracy. 83 

SWOT data products will be made available on the Physical Oceanography Distributed 84 

Active Archive Center (PO.DAAC) and a CNES distribution center after launch (PO.DAAC 85 

2020). SWOT Level 2 data products include the water mask (as a geolocated point cloud), 86 

estimated WSE, WSE uncertainty, and estimated surface area (Rodriguez 2016). From this are 87 
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derived a global set of vectors denoting rivers with location, inundated area and extent, WSE, 88 

slope, width, and discharge, including uncertainties for all quantities (Rodriguez 2016). 89 

Error in the SWOT measurements will come from several sources: instrument thermal 90 

(white) noise, error in the interferometric baseline length and roll angle, wet and dry tropospheric 91 

effects, ionospheric effects, crustal vertical motions due to solid Earth and pole tides, and 92 

topographic and vegetation layover (Fu and Rodriguez 2004; Durand et al. 2008; Enjolras and 93 

Rodriguez 2009, Biancamaria et al. 2017). Additional and potentially large errors arise during 94 

processing, with pixel misclassification while calculating the water mask (Biancamaria et al. 95 

2016) or phase unwrapping due to height ambiguity (Rosen et al. 2000; Fjørtoft et al. 2014). 96 

Thermal noise is the only significant source of error that can be reduced through pixel averaging. 97 

In current baseline SWOT processing, height errors due to thermal noise are expected to be 98 

between 0.5 – 3 m at the pixel level (Durand et al. 2008, 2010; Yoon et al. 2012; Biancamaria et 99 

al. 2016), but can be reduced to 4 cm with pixel averaging for a 1 km
2
 water body and nearly 0 100 

cm for a very large water body (Enjolras et al. 2006; Durand et al. 2014; Andreadis and 101 

Schumann 2014; Munier et al. 2015). The native spatial resolution for KaRIn is approximately 6 102 

m in the along-track direction and 60 m (near range) to 10 m (far range) in the across-track 103 

direction (Biancamaria et al. 2016). 104 

SWOT is primarily a research mission, but the data will also prove useful for societal 105 

applications. With a mission lifetime of only three years, it is imperative that potential SWOT 106 

applications are identified and the impacts of using SWOT measurements for these applications 107 

are quantified prior to launch in order to obtain as much benefit from this unique mission as 108 

possible. In lieu of real SWOT measurements, proxy SWOT datasets which mimic SWOT 109 

sampling and measurement error are needed for both science and applications.  110 
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One source of proxy data is from AirSWOT (Altenau et al. 2016; Pitcher et al. 2019), an 111 

airborne SWOT analogue developed to provide proxy SWOT data and act as the primary 112 

calibration, validation, and science support instrument for the SWOT mission. AirSWOT 113 

contains a multi-baseline Ka-band interferometric synthetic aperture radar known as the Ka-band 114 

SWOT Phenomenology Airborne Radar (KaSPAR), which collects topographic maps of water 115 

surfaces and floodplains in the same manner as the SWOT KaRIn (Altenau et al. 2016, Pitcher et 116 

al. 2019). The main differences between SWOT KaRIn and AirSWOT KaSPAR are that 117 

KaSPAR has outer swath incidence angles ranging from 4°–25° and is an airborne instrument, 118 

flying on a B200 Super King Air aircraft at an altitude of 8 km (Altenau et al. 2016). These 119 

differences in incidence angles and viewing geometry make AirSWOT observations substantially 120 

different than those expected from SWOT, but still provide accurate SWOT-quality 121 

measurements of WSE (Altenau et al. 2016).  122 

While AirSWOT measurements are useful in preparing for the SWOT mission, the 123 

measurements are geographically limited and only available for select time periods. Therefore, 124 

for most pre-launch studies, proxy data must be generated using an Observation System 125 

Simulation Experiment (OSSE). To date, proxy SWOT datasets have been used to quantify 126 

assimilation impacts on river modeling (Andreadis et al. 2007; Biancamaria et al. 2011) and 127 

reservoir management (Munier et al. 2015), develop procedures for estimating river bathymetry 128 

and discharge (Durand et al. 2008, 2010, 2014; Yoon et al. 2012; Bonnema et al. 2016), optimize 129 

hydrologic model parameters (Pedinotti et al. 2014), and represent SWOT spatial and temporal 130 

coverage for complementing existing in situ gauge networks (Pavelsky et al. 2014).  131 

This paper demonstrates two methods for deriving proxy SWOT WSE from an OSSE 132 

using the Weather Research and Forecasting hydrological extension package (WRF-Hydro; 133 



7 
 

Gochis et al. 2018) and the CNES Large-Scale SWOT Hydrology Simulator (CNES 2020). Step-134 

by-step descriptions for both processes are given to encourage broader use by the science and 135 

applications community. While SWOT is designed for both ocean and terrestrial surface water 136 

studies, this paper only considers the terrestrial surface water constituent. Unlike ocean 137 

applications where the SWOT error budget is simpler and well-understood, further understanding 138 

of the error budget for terrestrial water detection and measurement is needed to fully appreciate 139 

SWOT capabilities. Thus, this paper provides a timely and critical service in enabling the SWOT 140 

user and research communities to build up expertise in the use of SWOT data, engage key 141 

science questions, and address potential societal applications prior to launch. 142 

  143 

2. Data and Methods 144 

2.1. WRF-Hydro OSSE Configuration 145 

This study uses a WRF-Hydro OSSE to generate proxy SWOT WSE. WRF-Hydro is a 146 

high-resolution hydrologic routing and streamflow modeling framework which couples column 147 

land surface, terrain routing, and channel routing models (Figure 1). Furthermore, WRF-Hydro is 148 

a fully-distributed, multi-physics, multi-scale hydrologic and hydraulic modeling system, 149 

enabling it to represent processes on spatial scales ranging from catchment to continent (Gochis 150 

et al. 2018, Yucel et al. 2015, Senatore et al. 2015). WRF-Hydro is based upon research 151 

applications over watershed and basin scales both in the United States and around the world 152 

(Fersch et al. 2014, Yucel et al. 2015, Senatore et al. 2015, Fredj et al. 2015, Givati et al. 2016, 153 

Arnault et al. 2016, Naabil et al. 2017, Kerandi et al. 2018, Lin et al. 2018), making it a well-154 

documented and attractive hydrologic modeling framework for both hydrology research and 155 

operational hydrologic forecasting. For example, the National Oceanic and Atmospheric 156 
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Administration (NOAA) Office of Water Prediction (OWP) implemented an operational, high-157 

resolution National Water Model (NWM; NOAA Office of Water Prediction 2019) as an 158 

instantiation of WRF-Hydro. 159 

The Noah land surface model with Multi-Parameterization options (Noah-MP; Niu et al. 160 

2011) is configured as the WRF-Hydro land surface model with a 1 km spatial resolution. The 161 

WRF-Hydro terrain routing grid is created at a spatial resolution of 100 m. The WRF-Hydro 162 

terrain and channel routing grids are derived from the WRF-Hydro GIS Pre-processing Toolkit 163 

v5.1 (Sampson and Gochis 2015) using the Weather Research and Forecasting (WRF; 164 

Skamarock et al. 2008) Pre-processing System (WPS) GEOGRID file and the National Elevation 165 

Dataset (NED; U. S. Geological Survey 2017) Digital Elevation Model (DEM). Meteorological 166 

forcing for WRF-Hydro is obtained by regridding the Global Land Data Assimilation System 167 

Version 2 (GLDAS-2; Rodell et al. 2004) forcing to a 1 km resolution to match the Noah-MP 168 

resolution. Selected model parameterization options are listed in Table 1. Note that the diffusive 169 

wave gridded channel routing option must be used when generating proxy SWOT WSE in order 170 

to obtain the required variables without performing custom modifications to the source code. 171 

The upper Tanana River (upstream of Nenana, Alaska and includes Fairbanks, Alaska) 172 

and the Susitna River basin in Southcentral Alaska are considered, which contain few in situ 173 

observations but a large number of SWOT observable rivers (Figure 2). Proxy SWOT 174 

observations of WSE are generated for the Tanana River during June 2015 (a low-flow case) 175 

following a five-year spin-up period and for the Susitna River during September 2012 (a high-176 

flow case) following a four-year spin-up period. This study uses WRF-Hydro version 5.0.3 177 

(Gochis et al. 2018) with parameter values borrowed from a calibration of the Chena River basin, 178 

which falls within the Tanana River basin. For this analysis, the WRF-Hydro model output 179 
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represents reality, therefore considered truth and free of error, while derived proxy SWOT 180 

measurements contain measurement errors. Thus, while calibration may not be transferrable 181 

between basins and a thorough calibration is typically necessary to achieve the best model 182 

performance, a representative (estimated) calibration is sufficient for this study in order to 183 

demonstrate methods of deriving proxy SWOT WSE. 184 

 185 

2.2. Generating Proxy SWOT WSE 186 

WRF-Hydro provides the geolocation (latitude and longitude) of each channel point 187 

along with channel elevation (𝑧𝑐ℎ𝑎𝑛𝑛𝑒𝑙) and channel head (ℎ). A basic method for creating proxy 188 

SWOT WSE is to add random white noise representative of SWOT measurement error and then 189 

sample the corrupted measurements according to the SWOT orbit parameters. A similar process 190 

is followed by many heritage SWOT studies (e.g., Andreadis et al. 2007, Durand et al. 2008, 191 

2010, Biancamaria et al. 2011, Munier et al. 2015). 192 

Step 1: From WRF-Hydro output, calculate 𝑊𝑆𝐸𝑇𝑟𝑢𝑒: 193 

𝑊𝑆𝐸𝑇𝑟𝑢𝑒 = 𝑧𝑐ℎ𝑎𝑛𝑛𝑒𝑙 + ℎ.          (1) 

Recall that 𝑊𝑆𝐸𝑇𝑟𝑢𝑒 is assumed error free. 194 

Step 2: Generate random white noise (h') is using the equation: 195 

ℎ′ = 𝑁 (0,
𝜎𝑧

√𝑛𝑝𝑖𝑥𝑒𝑙𝑠

) , (2) 

in which h' is sampled by a zero mean Gaussian model (N) with random errors with a height 196 

standard deviation (𝜎𝑧) of 50 cm (Durand et al. 2008, 2010; Yoon et al. 2012; Biancamaria et al. 197 

2016) and where npixels is the number of SWOT pixels that would be contained within each 198 

model gridpoint (Durand et al. 2010). Since SWOT spatial resolution after pixel averaging (to 199 

reduce altimetric error) will be approximately 21 m in the along-track direction and 60-10 m in 200 
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the cross-track direction as incidence angle increases. For simplicity, a 50 m resolution in both 201 

the along-track and cross-track directions is used in this paper, resulting in npixels=4 for the 100 m 202 

resolution model grid. Thus, the random error at a resolution of 100 m (ℎ100𝑚
′ ) becomes: 203 

ℎ100𝑚
′ = 𝑁(0, 25 𝑐𝑚).            (3) 

Step 3: Calculate the proxy SWOT WSE (𝑊𝑆𝐸𝑊𝑅𝐹𝐻𝑦𝑑𝑟𝑜
′ ) from h using the equation: 204 

𝑊𝑆𝐸𝑊𝑅𝐹𝐻𝑦𝑑𝑟𝑜
′ = 𝑊𝑆𝐸𝑇𝑟𝑢𝑒 + ℎ100𝑚

′ .          (4) 

Step 4: To obtain 𝑊𝑆𝐸𝑊𝑅𝐹𝐻𝑦𝑑𝑟𝑜
′  with appropriate SWOT orbit characteristics, sample 205 

𝑊𝑆𝐸𝑊𝑅𝐹𝐻𝑦𝑑𝑟𝑜
′  according to the CNES proxy SWOT orbit (Aviso+ 2015), which is based on an 206 

orbit inclination of 78°. For each projected SWOT overpass, sample 𝑊𝑆𝐸𝑊𝑅𝐹𝐻𝑦𝑑𝑟𝑜
′  points 207 

falling within cross-track distances of 10-60 km, matching the SWOT measurement range.  208 

Step 5: Further sampling based on river width is required, since SWOT can only observe 209 

rivers with widths greater than 50 m. For this work, Strahler streamorder (Strahler 1957) is used 210 

as a proxy. A relative comparison between streamorder derived from the WRF-Hydro GIS Pre-211 

processing Toolkit and the Global River Width from Landsat (GRWL; Allen and Pavelsky 2018) 212 

dataset suggests that a streamorder greater than or equal to five serves as a decent method for 213 

selecting rivers with widths greater than 50 m (Figure 2). Thus, only channel points for rivers 214 

with a streamorder greater than or equal to five are extracted for this analysis. Reach-level 215 

𝑊𝑆𝐸𝑊𝑅𝐹𝐻𝑦𝑑𝑟𝑜
′  are obtained by sampling the midpoint WSE for each reach of the WRF-Hydro 216 

channel network. Channel reaches are defined by the WRF-Hydro GIS Pre-processing Toolkit. 217 

 218 

2.3. CNES SWOT Hydrology Simulator 219 

Alternatively, proxy SWOT WSE can be generated from 𝑊𝑆𝐸𝑇𝑟𝑢𝑒 (Equation 1) using the 220 

CNES SWOT Large-Scale Hydrology Simulator, which is made publicly available by CNES 221 
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(2020). The CNES simulator not only accounts for random white noise (like the basic method in 222 

Section 2.2), but also dark water effects, uncertainty due to satellite position, geolocation errors, 223 

and tropospheric effects. The simulator ignores vegetation and topographic layover effects, 224 

which are potentially large for near-nadir instruments like SWOT. However, layover effects are 225 

expected to be mitigated with SWOT by relying on the strong contrast between land and water 226 

surfaces at Ka-band (citations). A spherical earth is assumed which reduces accuracy above 60° 227 

latitude and phase unwrapping is idealized. Although the CNES simulator is a large-scale 228 

simulator without full error representation, it is sophisticated enough to enable hydrology error 229 

budget studies and provide realistic proxy SWOT data. Elmer (2020) provides a detailed user 230 

tutorial for configuring and running the CNES simulator, but the main steps are briefly described 231 

here. 232 

Step 1: The CNES SWOT Hydrology Simulator calculates proxy SWOT WSE based on a 233 

river polygon shapefile containing WSE information (CNES 2020, Elmer 2020). The WRF-234 

Hydro GIS Pre-processing Toolkit optionally creates a river polyline shapefile for a WRF-Hydro 235 

domain, which can be converted to a river polygon shapefile using the ArcGIS (ESRI 2018) 236 

Buffer tool. However, a river polygon shapefile can be created without the WRF-Hydro GIS Pre-237 

processing Toolkit simply using ArcGIS Spatial Analyst Hydrology toolbox, which is described 238 

by Elmer (2020). Similar tools are available in QGIS (QGIS Development Team 2020), although 239 

the WRF-Hydro GIS Pre-processing Toolkit is only compatible with ArcGIS (Sampson and 240 

Gochis 2015). 241 

Step 2: For compatibility with the CNES simulator, the polygon shapefile must contain 242 

water surface height (HEIGHT) and river flag (RIV_FLAG) attributes. RIV_FLAG must be set 243 
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to 1 for river segments, but 0 for polygons representing lakes or reservoirs along the river 244 

network. HEIGHT is assigned from the model using 𝑊𝑆𝐸𝑇𝑟𝑢𝑒.  245 

Step 3: Running the CNES simulator creates a pixel cloud of proxy SWOT WSE 246 

(𝑊𝑆𝐸𝑃𝑖𝑥𝐶
′ ) accounting for the represented error sources and sampled according to the CNES 247 

proxy SWOT orbit (Aviso+ 2015). In particular, 𝑊𝑆𝐸𝑃𝑖𝑥𝐶
′  simulates the variability of pixel size 248 

and pixel error across the SWOT swath, which can impact the observability of a given reach or 249 

lake. Random height error (𝜎ℎ_𝑟𝑎𝑤) is described in a hard-coded file within the simulator, for a 250 

10 dB hypothesis of water back-scattering and a presuming factor of 2.125. This error depends 251 

on the incidence angle and is the pixel-wise error without averaging. A noise multiplier factor (k) 252 

is then applied to simulate the four-look-azimuth averaging performed during processing, by 253 

default set to 4−1/2 = 0.5. Thus, the azimuth-averaged random height error (𝜎ℎ_𝑎𝑣𝑒) is given as: 254 

𝜎ℎ_𝑎𝑣𝑒 = 𝑘𝜎ℎ_𝑟𝑎𝑤                      (5) 

Then during simulation, for each pixel accounting for its incidence angle, a random Gaussian 255 

error is simulated with a 𝜎ℎ_𝑎𝑣𝑒 variance. 256 

𝑊𝑆𝐸𝑃𝑖𝑥𝐶
′  were post-processed to derive a reach-averaged product (𝑊𝑆𝐸𝑅𝑒𝑎𝑐ℎ𝐴𝑣𝑔

′ ) based 257 

on reaches defined by the WRF-Hydro GIS Pre-processing Toolkit. Sampling at each reach is 258 

useful for applications that cannot process the full resolution pixel cloud (e.g., data assimilation 259 

and calibration). This reach-averaged product also mimics the sampling of the reach-averaged 260 

discharge product that will be available from PO.DAAC and CNES following launch. However, 261 

unlike reach-averaged discharge, reach-averaged WSE more accurately describes the midpoint of 262 

the reach rather than the whole reach, since WSE can vary greatly even within a single reach. 263 

Thus, 𝑊𝑆𝐸𝑅𝑒𝑎𝑐ℎ𝐴𝑣𝑔
′  is only shown in this paper to demonstrate the spatial coverage of the reach-264 

averaged SWOT products which will be available in the future from PO.DAAC. 265 



13 
 

 266 

 3. Results 267 

Figure 3 shows reach-level 𝑊𝑆𝐸𝑊𝑅𝐹𝐻𝑦𝑑𝑟𝑜
′  for a full SWOT swath over the Susitna basin 268 

with proxy WSE derived following the basic method. Since only random white noise is added to 269 

𝑊𝑆𝐸𝑇𝑟𝑢𝑒 in this case, all other expected SWOT measurement error sources are neglected, which 270 

is a significant disadvantage of this approach. However, the simplicity of the basic method 271 

requires no pre-processing, but can directly operate on WRF-Hydro (or any other hydrology 272 

modeling framework that captures surface water dynamics) output files. The method is also 273 

computationally inexpensive due to the error simplifications. Ideal applications of this method 274 

are those that do not require full representation of SWOT measurement error or full SWOT 275 

spatial resolution, such as examining SWOT spatial and temporal coverage for a WRF-Hydro 276 

domain or developing data assimilation or calibration frameworks to ingest future SWOT 277 

products (e.g., Elmer 2019). 278 

 The CNES simulator captures several additional sources of measurement error beyond 279 

random white noise and thus has the advantage of providing more representative proxy SWOT 280 

WSE. Figure 4 compares 𝑊𝑆𝐸𝑃𝑖𝑥𝐶
′  and 𝑊𝑆𝐸𝑅𝑒𝑎𝑐ℎ𝐴𝑣𝑔

′ . The sampling of 𝑊𝑆𝐸𝑅𝑒𝑎𝑐ℎ𝐴𝑣𝑔
′  is very 281 

similar to the reach-level 𝑊𝑆𝐸𝑊𝑅𝐹𝐻𝑦𝑑𝑟𝑜
′  shown in Figure 3. However, 𝑊𝑆𝐸𝑃𝑖𝑥𝐶

′  represents the 282 

full resolution of the SWOT pixel cloud, providing multiple measurements for each river cross-283 

section. Thus, the use of the CNES simulator to derive proxy SWOT WSE from any model 284 

output or in situ observations is better suited for scientific studies in which high-resolution 285 

measurements are needed, such as those investigating river properties and surface water 286 

dynamics (e.g., Garambois et al. 2015, Pitcher et al. 2019). 287 
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Figure 5 compares 𝑊𝑆𝐸𝑅𝑒𝑎𝑐ℎ𝐴𝑣𝑔
′  with 𝑊𝑆𝐸𝑇𝑟𝑢𝑒 for several points within the Susitna and 288 

Tanana basins (locations indicated in Figure 2). Although SWOT will observe higher latitudes 289 

more frequently than lower latitudes due to its 78° inclination, at similar latitudes the positioning 290 

of the SWOT swath and nadir gaps determines the number of observations. Thus, reach H 291 

located near the mouth of the Susitna River falls in several nadir gaps and is therefore observed 292 

only once during September 2012, whereas reach E is observed six times. Another significant 293 

characteristic of SWOT observations is the irregular temporal frequency, which is also noted by 294 

Biancamaria et al. (2016). For example, reach E is observed six times during the 30-day period, 295 

but some observations are separated in time by less than one day whereas others are as many as 296 

nine days apart. Thus, a flow event with a duration of eight days may be sampled twice or not at 297 

all depending on its timing with respect to the SWOT observations. 298 

In terms of accuracy, 𝑊𝑆𝐸𝑅𝑒𝑎𝑐ℎ𝐴𝑣𝑔
′  visually compares well with 𝑊𝑆𝐸𝑇𝑟𝑢𝑒, capturing 299 

may of the changes in river elevation observed in the hydrographs. Yet several 𝑊𝑆𝐸𝑅𝑒𝑎𝑐ℎ𝐴𝑣𝑔
′  300 

values have large deviations from 𝑊𝑆𝐸𝑇𝑟𝑢𝑒, most notably in Figure 5D, which is more than one 301 

meter above the 𝑊𝑆𝐸𝑇𝑟𝑢𝑒. However, only basic processing was performed to calculate 302 

𝑊𝑆𝐸𝑅𝑒𝑎𝑐ℎ𝐴𝑣𝑔
′  for this case. Reach-averaged SWOT products which will be available from 303 

PO.DAAC will undergo more extensive processing and will provide quality flags and estimated 304 

uncertainty for each observation. Thus, errant points such as seen in Figure 5 can be screened 305 

prior to use in any research or societal application. A notable feature in the hydrographs for the 306 

Tanana River in Figure 5 (hydrographs A-D) are the diurnal oscillations mainly observed in the 307 

latter half of June 2015. Since this is a low-flow event, changes in streamflow are driven almost 308 

entirely by snowmelt, which naturally follows diurnal heating. Thus, these oscillations are 309 

expected and demonstrate that WRF-Hydro is capturing snowmelt-induced streamflow.  310 
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 311 

4. Conclusions 312 

Two methods are presented for generating proxy SWOT WSE: a basic method and an 313 

approach using the CNES SWOT Hydrology Simulator. While the basic method is simple and 314 

computationally inexpensive, it requires the use of a hydrology modeling framework that can 315 

generate water surface dynamics and only accounts for random white noise. On the other hand, 316 

the CNES SWOT Hydrology Simulator is more flexible and represents many sources of 317 

measurement error (random white noise, tropospheric effects, roll angle error, dark water effects, 318 

and geolocation errors), but it requires an increased effort in properly preparing input datasets. 319 

The basic method is well-suited for applications where a full representation of SWOT 320 

measurement error or spatial resolution is not needed, such as examining SWOT spatial and 321 

temporal coverage of an area of interest for most data assimilation and calibration studies, 322 

whereas the CNES simulator approach is needed for more intensive scientific studies. The CNES 323 

simulator provides representative SWOT products with a good estimate of the error budget and 324 

can be quickly run over large areas, but neglects topographic effects. Thus, for rigorous error 325 

budget studies, the Jet Propulsion Laboratory RiverObs (Jet Propulsion Laboratory 2020) SWOT 326 

Simulator should be used in conjunction with the CNES simulator. The RiverObs simulator 327 

usually cannot be run over large areas since it is computationally expensive, but it can operate on 328 

CNES simulator output more efficiently and quickly. 329 

For any river hydrology application, channel head or discharge is likely more useful than 330 

WSE. However, the uncertainty of derived channel head or discharge is a product of the 331 

uncertainty in channel bed elevation and bathymetry. For the examples shown in this paper, the 332 

channel elevation and bathymetry are perfectly known because these are explicit WRF-Hydro 333 
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parameters. However, deriving channel head or discharge from real SWOT WSE measurements 334 

will contribute additional uncertainty. Many studies (Durand et al. 2008, 2010, 2014; Yoon et al. 335 

2012; Allen and Pavelsky 2018) have developed methods to estimate channel elevation and 336 

bathymetry to reduce potential uncertainty in derived SWOT products. 337 

Future work will seek to replace the use of Strahler streamorder as a proxy for river width 338 

with the GRWL (Allen and Pavelsky 2018) river width dataset, which is expected to be the basis 339 

of SWOT river vector products. Furthermore, since WRF-Hydro is the basis of the current 340 

contiguous United States (CONUS) and future Alaska configurations of the NWM, future efforts 341 

building on Elmer (2019) can seek to quantify SWOT data assimilation and calibration impacts 342 

on NWM performance using proxy SWOT observations derived using the methods shown here.  343 

For SWOT, and any unique satellite mission with a short lifetime, proxy data is essential 344 

in preparing to use new observations and maximizing mission impacts and societal benefits. 345 

Even after real SWOT data becomes available following launch, the need for proxy data will 346 

remain. There will still be value in generating proxy SWOT data for a broad range of activities, 347 

including simulated hydrology work and studies, software development, testing exercises, and 348 

education and outreach activities. Additionally, any future missions supporting instruments 349 

similar to KaRIn would benefit from proxy observations generated in a similar manner as the 350 

methods demonstrated here. Thus, the relevance of this work is not limited to the interim, but 351 

rather extends through and beyond the SWOT mission lifetime. 352 
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