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Abstract

Injection-induced seismicity (IIS) typically occurs when pressure diffuses from a sedimentary target formation down into frac-

tured and faulted, low-permeability, critically-stressed basement rock. Previous studies of IIS have used basin-scale models of

pressure diffusion that rely on an equivalent porous medium (EPM) approach to assign hydraulic diffusivity and a triggering

pressure (TP) criteria for seismic initiation. We show that these models employed unrealistically-large values of hydraulic diffu-

sivity, usually by neglecting the compressibility of the fractures in the specific storage coefficient, to result in pressure diffusion

to seismogenic depths ([?]2 km into the basement). The EPM-TP approach does not explicitly represent the mechanical and

hydrologic behavior of fractures and faults, and it fails to explain why relatively few disposal wells are associated with IIS. We

develop a parallelized, partially-coupled, hydro-mechanical, discrete fracture network and matrix model (DFNM) model with

thousands of fractures and the capability to calculate Mohr-Coulomb (MC) failure to indicate seismicity and alter hydraulic

diffusivity. In consistent comparisons, DFNM-MC simulations allow for deeper, more heterogeneous pressure diffusion than

EPM-TP simulations, and they do not need to employ unrealistic diffusivity values to result in pressure diffusion to seismogenic

depths. A sensitivity analysis shows that small deviations in fault orientation ([?]2 degrees from optimal) and fracture network

density outside an intermediate range can drastically decrease the likelihood of IIS, potentially explaining why only a small

fraction of disposal wells are associated with IIS. The EPM-TP approach is unsuitable to investigate IIS, but the DFNM-MC

approach offers a promising, nuanced approach for further study.
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Abstract20

Injection-induced seismicity (IIS) typically occurs when pressure diffuses from a21

sedimentary target formation down into fractured and faulted, low-permeability, critically-22

stressed basement rock. Previous studies of IIS have used basin-scale models of pressure23

diffusion that rely on an equivalent porous medium (EPM) approach to assign hydraulic24

diffusivity and a triggering pressure (TP) criteria for seismic initiation. We show that25

these models employed unrealistically-large values of hydraulic diffusivity, usually by ne-26

glecting the compressibility of the fractures in the specific storage coefficient, to result27

in pressure diffusion to seismogenic depths (≥2 km into the basement). The EPM-TP28

approach does not explicitly represent the mechanical and hydrologic behavior of frac-29

tures and faults, and it fails to explain why relatively few disposal wells are associated30

with IIS. We develop a parallelized, partially-coupled, hydro-mechanical, discrete frac-31

ture network and matrix model (DFNM) model with thousands of fractures and the ca-32

pability to calculate Mohr-Coulomb (MC) failure to indicate seismicity and alter hydraulic33

diffusivity. In consistent comparisons, DFNM-MC simulations allow for deeper, more het-34

erogeneous pressure diffusion than EPM-TP simulations, and they do not need to em-35

ploy unrealistic diffusivity values to result in pressure diffusion to seismogenic depths.36

A sensitivity analysis shows that small deviations in fault orientation (≤ 2
◦
from op-37

timal) and fracture network density outside an intermediate range can drastically de-38

crease the likelihood of IIS, potentially explaining why only a small fraction of disposal39

wells are associated with IIS. The EPM-TP approach is unsuitable to investigate IIS,40

but the DFNM-MC approach offers a promising, nuanced approach for further study.41

Plain Language Summary42

Wastewater from the oil and gas industry is often injected into deep disposal wells43

far below groundwater aquifers. Injected fluids can migrate to deep faults via permeable44

fractures, where even small pressure changes can lead to human-caused earthquakes (HCEs).45

This suggests that most disposal wells should cause earthquakes, but only a small frac-46

tion actually do. Many previous studies of HCEs ignored fractures and faults, causing47

them to use unrealistic rock properties in their computer models, which led to misun-48

derstandings about HCEs. We create a computer model that calculates how the fluid49

pressure moves rapidly through permeable fractures and causes earthquakes on faults.50

The results explain why HCEs only occur near a small fraction of disposal wells: first,51

fluid pressure can only reach a fault if the fractures form a connected hydraulic path-52

way to the fault, and second, even if fluid pressure reaches a fault, an earthquake only53

occurs for a narrow range of fault orientations. Scientists should stop using the old com-54

puter models that ignore fractures and faults to assess HCEs. To reduce HCEs, fluid should55

not be injected near: (a) permeable fracture networks with long-range connectivity, and56

(b) faults whose orientation is within the range that could produce earthquakes.57

1 Introduction58

Injection-induced seismicity (IIS) was first observed in Denver in the 1960s (Healy59

et al., 1968) and has become much more prevalent in the Central USA in the past decade60

(Ellsworth, 2013; Weingarten et al., 2015). In the USA, IIS can occur when wastewa-61

ter, which is co-produced with oil and gas (O&G), is injected into disposal wells near base-62

ment rock. Since much of the crust is critically-stressed (Townend & Zoback, 2000), even63

slight perturbations in the pore pressure or stress state can lead to seismicity. Despite64

this fact, only a small fraction of wastewater disposal wells are spatio-temporally asso-65

ciated with IIS (Ellsworth, 2013; Nicholson & Wesson, 1992; Weingarten et al., 2015).66

The likelihood of IIS depends on the type of rock that underlies the disposal well, which67

is hypothesized to reflect the influence of fractures and faults that channel and focus fluid68

pressure in some rock types and not in others (Shah & Keller, 2017).69
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IIS is thought to occur when pore pressure diffuses down from the injection for-70

mation to underlying basement faults, thereby destabilizing them according to the Mohr-71

Coulomb (MC) shear failure criteria. The MC criteria depends on the in-situ stress state,72

the pore pressure, and the orientation and mechanical parameters of the fracture or fault73

(National Research Council, 2013). Most IIS occurs at depths ≥2 km below the top of74

the basement (BTB), which could be because the stress state and/or rheology of rock75

at that depth is more favorable for hosting earthquakes than shallower rock (Vilarrasa76

& Carrera, 2015). A hydraulic pathway composed of fractures and faults is required to77

bring elevated pressure to these seismogenic depths. The ability of these fractures and78

faults to act as a hydraulic pathway depends not only on their network topology, but also79

on the deformation of individual fractures and faults; increased pore pressure and shear80

failure (i.e. earthquakes) can dilate fractures and increase their permeability.81

Much of the three-dimensional, reservoir- to basin-scale modeling efforts to under-82

stand IIS have relied on an equivalent porous media approach (EPM) to assign perme-83

ability and a triggering pressure (TP) approach for earthquake initiation. The EPM ap-84

proach averages out the hydraulic effect of fractures, faults, and intact rock over large85

regions of the computational domain. The TP approach employs a single value of pres-86

sure increment, ∆P = TP , to be associated with earthquake initiation. There are sev-87

eral important limitations to the EPM-TP approach. Firstly, the EPM-TP models have88

generally been used in an a posteriori sense, with the hydraulic diffusivity being calibrated89

to produce pressure at seismogenic depths. We suggest below that many of these stud-90

ies employed unrealistically-large hydraulic diffusivity values, which calls their conclu-91

sions into question (see Sec. 2). Secondly, the EPM-TP models cannot explain why only92

localized regions of the basement exhibit IIS, even though they predict widespread con-93

tinuous regions of elevated pressure in the basement. Thirdly, the EPM-TP approach94

cannot be used to forecast IIS because both the TP and the hydraulic diffusivity depend95

on properties of the fracture network, fault orientations, and geomechanics that the EPM-96

TP approach does not include.97

In this paper we introduce a discrete fracture network and matrix (DFNM) model98

designed to understand how pore pressure diffuses through both matrix and fractures99

to seismogenic depths (≥ 2 km BTB) in the context of IIS. It incorporates partial hydro-100

mechanical coupling, which allows alteration of hydraulic properties by normal and shear101

deformation of fractures, and calculation of MC failure. Although it is possible for shear102

failure to be aseismic in some cases (National Research Council, 2013), we assume that103

MC failure is an indicator of seismicity in this work. With its parallelization and sim-104

plifying mechanical assumptions, our model can simulate thousands of fractures and faults105

over large 3D domains, which is a step forward in the state of the art for modeling IIS106

at the reservoir to basin scale. It allows us to investigate some key research questions107

such as:108

1. How exactly does fluid pressure diffuse through >2 km of fractured, low-permeability109

basement rock, and what is the effective hydraulic diffusivity of the combined frac-110

ture/matrix system?111

2. How important are the deformation-induced changes on hydraulic diffusivity to112

the propagation of pressure?113

3. Why are only a small percentage of disposal wells associated with IIS (Ellsworth,114

2013; Nicholson & Wesson, 1992; Weingarten et al., 2015)? We would expect that115

the majority of disposal wells would be associated with IIS, since the entire crust116

is critically stressed (Townend & Zoback, 2000) and EPM-TP models show that117

pore pressure from deep disposal wells regularly diffuses to large regions of the base-118

ment (e.g. Keranen et al. (2014); Brown et al. (2017)).119

Sec. 2 gives more background about wastewater disposal sites, previous approaches to120

modeling IIS, and the hydraulic diffusivity of fractured basement rock. Sec. 3 describes121

–3–
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our DFNM-MC approach. Sec. 4 describes our conceptual and numerical model of an122

IIS site that is inspired by Greeley, Colorado. Sec. 5.1 shows results that highlight the123

differences between the EPM-TP approach and the DFNM-MC approach, and Sec. 5.2124

explores the importance of fracture intensity, fault orientation, and deformation-enhanced125

hydraulic diffusivity in a sensitivity analysis. Sec. 6 provides a discussion of our approach126

in context of other IIS modeling efforts, and the major conclusions.127

2 Background128

2.1 Description of Wastewater Disposal Sites129

Information about disposal wells, geology of the target formation, and statistical130

observations of IIS are relatively abundant. US EPA Class II injection wells are permit-131

ted to inject waste fluids from O&G operations, and their regulations are focused on pro-132

tecting underground sources of drinking water (i.e. relatively shallow, non-saline aquifers)133

(Zhang et al., 2013; Ellsworth, 2013). This means that wastewater disposal must take134

place in deep saline aquifers, which are usually thick, permeable, porous sedimentary rock,135

near basement rock. There are over 44,000 wastewater disposal wells in the U.S. (U.S.136

EPA, 2018), but only a small fraction of them are associated spatio-temporally with IIS137

(Ellsworth, 2013; Nicholson & Wesson, 1992; Weingarten et al., 2015). High-rate injec-138

tion wells are more likely to be associated with IIS than low-rate injection wells (Weingarten139

et al., 2015), but there is also evidence that cumulative injection across many wells can140

cause IIS (Brown et al., 2017; Peterie et al., 2018; Langenbruch & Zoback, 2016). If the141

target formation sits atop a thick sedimentary unit or an extrusive rock, then IIS is less142

likely than if it sits atop fractured intrusive basement rock, which is hypothesized to be143

because flow is confined to fractures in intrusive rock, causing larger pressures (Shah &144

Keller, 2017). The importance of fractures in propagating pressure to seismogenic depths145

is a key feature that we explore in this paper.146

Information about the crystalline basement rock, which hosts the majority of IIS147

hypocenters, is more difficult to find. Across Oklahoma, Colorado, and much of the Mid-148

west, wastewater disposal often takes place in close proximity to crystalline basement149

rock (Shah & Keller, 2017; W. L. Yeck et al., 2016; Peterie et al., 2018; Zhang et al., 2013).150

Intact basement rock has very low in-situ hydraulic diffusivity, so fractures and faults151

are thought to act as the primary hydraulic pathways through the basement. The loca-152

tions of large faults are sometimes already known from public maps and observations of153

previous seismicity, or can be mapped with gravity- and magnetic-based geophysical tech-154

niques (Shah & Keller, 2017), but the location of smaller basement faults and fractures155

are typically unknown or are proprietary data. Furthermore, many parameters that are156

relevant to understanding IIS (e.g. fracture orientation, mechanical properties, and hy-157

drologic properties) are unknown for these fractures and faults. Nevertheless, it is pos-158

sible to collect statistics of fracture properties, orientation, and density, which can be159

useful in modeling pressure diffusion (e.g. SKB (2011); Hyman et al. (2015)). Across Col-160

orado, Oklahoma, New Mexico, and southern Kansas, most of the IIS is observed at least161

2 km BTB and can be seen all the way to 8 km BTB (Nakai et al., 2017; W. L. Yeck et162

al., 2016; Schoenball & Ellsworth, 2017).163

IIS occurs in the basement because it has a more favorable stress state and rhe-164

ology to host seismicity than the shallower sedimentary rock. Most of the earth’s crust165

is critically-stressed (Townend & Zoback, 2000), but the shallow, sedimentary rock tends166

not to be (Vilarrasa & Carrera, 2015). In fact, evidence from numerical modeling and167

frequency-depth distributions of natural earthquakes suggest that the crust may be most168

critically stressed at 5-6 km depth, which corresponds to ≥ 2 km BTB in many areas,169

depending on the thickness of sedimentary cover (Vilarrasa & Carrera, 2015). Further-170

more, crystalline basement rock tends to deform in a brittle fashion, which encourages171

earthquakes, whereas sedimentary rock is softer and deforms in a more ductile fashion,172
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reducing the potential for earthquakes (Vilarrasa & Carrera, 2015). Finally, earthquakes173

tend to have larger magnitudes with greater depth, and there are concerns that density-174

driven flow due to brine injection will continue to diffuse pressure downward even as in-175

jection rates slow or stop (Pollyea et al., 2019), which further underscores the importance176

of understanding how pressure diffuses thorough basement rock to seismogenic depths.177

While some studies have investigated how poroelastic stress changes or Coulomb178

static stress transfer can lead to induced seismicity (Goebel et al., 2017; Brown & Ge,179

2018), the most prominent conceptual model of IIS posits that fluid pressure diffuses down180

into the basement faults, thereby destabilizing the faults and causing MC failure (Brown181

et al., 2017; National Research Council, 2013; Keranen et al., 2014; Langenbruch et al.,182

2018; Zhang et al., 2013; Nakai et al., 2017; Healy et al., 1968). There are at least two183

reasons why this pressure-diffusion conceptual model is popular. Firstly, increased pore184

pressure always destabilizes a fault, whereas poroelastic stress changes and Coulomb static185

stress transfer could act to destabilize or stabilize a fault, depending on the fault ori-186

entation and location. Secondly, poroelastic stress changes propagate very rapidly (at187

the speed of sound in rock), and therefore are inconsistent with the observation that there188

is usually a time lag between the beginning of injection and the onset of seismicity, sug-189

gesting a pore pressure diffusion process (Shapiro & Dinske, 2009). Since we are focused190

on the diffusion of pore pressure through kilometers of fractured, low-permeability, crys-191

talline rock, we need to understand the hydraulic diffusivity of the combined fracture/matrix192

system, which is discussed in the next section.193

2.2 Hydraulic Di�usivity194

Hydraulic diffusivity is a rock property that describes how pore pressure diffuses195

through porous media. Based on the classical groundwater flow equation in porous me-196

dia, which forms the basis for EPM models, the hydraulic diffusivity is defined as197

c =
K

Ss
=

k

µ(φβw + βm)
(1)198

where K = kρg/µ is the hydraulic conductivity, Ss = ρg(φβw + βm) is the specific199

storage, k is the permeability, ρ is the fluid density, g is gravity, µ is the dynamic vis-200

cosity of the fluid, φ is the porosity, βw is the fluid compressibility, and βm is the porous201

medium compressibility.202

There are some subtleties in understanding and measuring hydraulic diffusivity in203

basement rock because it is composed of fractures and intact crystalline rock matrix. The204

permeability is dominated by fractures and faults, while the intact crystalline rock has205

very-low permeability. Faults can be either transmissive, sealing, or a combination thereof,206

and in this study we consider them as transmissive features. Furthermore, the hydraulic207

diffusivity of fractures is also a function of geomechanical deformation. Fractures that208

are held open, for example by high pore pressures, are more permeable and store more209

fluid than closed fractures. The permeability of the combined fracture/matrix rock de-210

creases with depth (Manning & Ingebritsen, 1999), and one of the contributing factors211

could be the increased lithostatic stress that forces fractures closed. Shear dilation af-212

ter MC failure can also alter the permeability and fluid storage within a fracture.213

Hydraulic diffusivity depends on the scale over which it is measured (Townend &214

Zoback, 2000). At the core scale, permeability of crystalline rock can vary from 10−24–215

10−17 m2, and it decreases with depth and confining pressure (Freeze & Cherry, 1979;216

Morrow & Lockner, 1997). The compressibility of unfractured granite is ∼ 10−11 Pa−1
217

(De Marsily, 1986), and porosity is ≤0.05 (Freeze & Cherry, 1979). Using these param-218

eters, the hydraulic diffusivity for an unfractured granite at the core scale is 10−10 ≤219

ccore ≤ 10−4 m2/s. At the reservoir scales over which IIS is observed (1 – 10 km), es-220

timates of c are larger. The bulk compressibility of jointed rock ranges from 10−10 – 10−8
221

Pa−1 (Freeze & Cherry, 1979). The bulk permeability of fractured basement rock de-222
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pends on the fracture network, but has been estimated to be 10−17 – 10−16 m2 (Townend223

& Zoback, 2000). Using these parameters, the hydraulic diffusivity for bulk, fractured,224

reservoir-scale rock is expected to range between 10−6 ≤ cbulk ≤ 10−3 m2/s.225

Hydraulic diffusivity has also been estimated based on space-time patterns of seis-226

mic clouds following injection or reservoir impoundment. Talwani et al. (2007) used this227

approach to infer an apparent “seismogenic diffusivity” in the range 0.1 < csT < 10.0228

m2/s. We use the notation csT to denote seismogenic diffusivity in the sense of Talwani.229

However, it is unclear whether the seismogenic diffusivity is the same as the hydraulic230

diffusivity. Shapiro and Dinske (2009) interpret estimates of c following an EPM inter-231

pretation, but the EPM hydraulic diffusivity derived from a seismic cloud can be an over-232

estimation of the actual EPM hydraulic diffusivity, when permeable fractures are em-233

bedded within a low-permeability matrix (Haagenson et al., 2018a, 2018b). Talwani et234

al. (2007) interpret csT as the hydraulic diffusivity associated with induced seismicity,235

assuming single linear fractures connect the fluid source with the hypocentral location.236

The hydraulic diffusivity of a parallel-plate fracture using the cubic law for permeabil-237

ity can be approximated as (Murphy et al., 2004):238

c =
b2

12µ(βw + βf )
(2)239

where b is the hydraulic aperture, βf = b−1(db/dσ
′

n) is the fracture compressibility, and240

σ
′

n is the effective normal stress. However Talwani et al.’s analysis neglect leakoff from241

fractures and tortuosity of fracture flow paths, both of which lead to slower pressure dif-242

fusion. Therefore, we expect that the inferred csT values are smaller than the true hy-243

draulic diffusivity of the fractures. Table 1 shows the values of basement hydraulic dif-244

fusivity at the core and reservoir scale, the seismogenic diffusivity, and the values of hy-245

draulic diffusivity employed by several EPM-TP modeling studies. These values are im-246

portant to keep in mind when considering conceptual and numerical models of pore pres-247

sure diffusion in the context of IIS.248

2.3 Previous Approaches to Modeling Pressure Di�usion That Causes249

IIS250

In general, models of IIS should couple the equations of pressure diffusion and ge-251

omechanics (i.e. employ a hydro-mechanical approach) for a rock mass containing dis-252

continuities in the form of fractures and faults. However, hydro-mechanical equations253

are challenging to solve on scales of the order of tens of kilometers even assuming the254

rock mass behaves as a continuum. Proper treatment of discontinuous displacements across255

fractures and faults makes the problem even more challenging. Although fully coupled256

hydro-mechanical models have been presented, which qualitatively reproduce the phe-257

nomenology of IIS, they have largely been demonstrated either without explicit consid-258

eration of fractures and faults (e.g. Shirzaei et al. (2016)) or in limited 2D domains (e.g.259

Jin and Zoback (2017, 2018)).260

Most large-scale modeling studies of IIS are based on the groundwater flow equa-261

tion, simulate pressure diffusion from an injection well, and assume that seismicity is as-262

sociated with exceedance of a critical threshold pressure, which we refer to as TP . These263

EPM-TP models typically neglect the large disparity in permeability between connected264

fractures and the surrounding low-permeability basement rock, and assume a homoge-265

neous EPM. These models have been employed a-posteriori to demonstrate TP at lo-266

cations of IIS in several studies (Keranen et al., 2014; Brown et al., 2017; Nakai et al.,267

2017; Shirzaei et al., 2016). However, most of these studies assume unrealistically-large268

values of hydraulic diffusivity, in order to achieve rapid pressure diffusion to the loca-269

tion of seismicity (see Table 1). EPM-TP models also are unable to explain why IIS does270

not occur at all sites where the pressure exceeds TP . In the subsections below, we de-271

scribe the EPM-TP models and fully-coupled hydro-mechanical models that include flow272
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in discrete fracture(s) or fault(s). Tables S1 and S2 summarize the physics of the mod-273

els that are discussed in this section.274

2.3.1 EPM-TP and Similar Models275

EPM models have generally employed unrealistically large (often by a few orders276

of magnitude) values of hydraulic diffusivity to propagate pressure to seismogenic loca-277

tions. For EPM models, c should equal cbulk, but all of the EPM studies (Keranen et al.,278

2014; Brown et al., 2017; Langenbruch et al., 2018; Shirzaei et al., 2016; Pollyea et al.,279

2019) have used significantly larger values (see Table 1). For models that include one or280

two faults (Nakai et al., 2017; Hearn et al., 2018; Zhang et al., 2013; Ogwari et al., 2018;281

Schoenball et al., 2018), it could be argued that c in the unfaulted part should be assigned282

to cbulk (if one assumes that the basement away from the fault is highly fractured), or283

to ccore (if one assumes that the unfaulted basement is minimally fractured). But many284

of these studies employ values of c in the unfaulted basement that are larger than, or at285

the upper end of the range for cbulk and ccore. In many cases, the problem in the em-286

ployed value of c comes from the assignment of the specific storage (Ss < 10−6 m−1)287

or, equivalently, the compressibility (βm < 10−10 Pa−1), both of which ignore the com-288

pressibility of basement fractures and inflate the value of c (see Eq. 1) (e.g. Brown et289

al. (2017); Langenbruch et al. (2018); Nakai et al. (2017); Pollyea et al. (2019)). Not only290

do the EPM models employ incorrect values of c, some follow logic that leads to ques-291

tionable conclusions. For example, they calibrate c to encourage pressure increment >292

TP at locations of observed seismic clouds, and then they conclude that pressure dif-293

fusion is a plausible causative mechanism of seismicity (Keranen et al., 2014; Brown et294

al., 2017)). We show in Sec. 5.1 that an EPM model with realistic values of c would ac-295

tually show the opposite - that pressure diffusion is not a plausible mechanism of earth-296

quake triggering. Only fracture-based models seem to be able to explain pressure prop-297

agation to seismogenic depths, and only in small, localized regions of the basement (Sec. 5).298

Another problem with the EPM-TP approach is that it cannot explain why earth-299

quakes do not occur at some locations. The EPM approach results in very smooth pres-300

sure profiles, which are probably unrealistic given the heterogeneity that fractures and301

faults introduce, wherein ∆P > TP in regions of the basement that are much larger302

than the seismic regions (e.g. Brown et al. (2017) Fig. 4d). There are several reasons303

why seismicity may not occur in these regions: (a) pressure has not actually diffused there,304

(b) there are no favorably-oriented faults there, or (c) the stress state is less critical, but305

the EPM-TP cannot evaluate which may be the case. This is illustrated in Fig. 4D of306

Keranen et al. (2014), where the average pressure upon failure is 0.07 MPa, but ranges307

from 0.04 to >0.4 MPa. We show in Sec. 5.2 that very small variations in fault orien-308

tation and triggering pressure (as low as 2
◦
and 0.13 MPa, respectively) can drastically309

reduce the likelihood of an earthquake. Finally, we note that some of the studies cited310

in this section may incorporate more advanced triggering mechanisms (Zhang et al., 2013;311

Schoenball et al., 2018), mechanical coupling (Shirzaei et al., 2016), a hybrid physical-312

statistical model (Langenbruch et al., 2018), or a dual continua approximation (Pollyea313

et al., 2019) (see Table S1), but they are still EPM-TP models or have similar drawbacks314

to the EPM-TP models.315

2.3.2 Hydro-Mechanical, MC, Fracture and Matrix Models316

There is another class of models that includes much more of the relevant physics317

for understanding IIS. These models solve the fully-coupled hydro-mechanical equations,318

include fracture(s)/fault(s), calculate Mohr-Coulomb failure, and account for the changes319

in hydraulic properties due to mechanical deformations (Jin & Zoback, 2018, 2017; Jha320

& Juanes, 2014; Ucar et al., 2018; Rinaldi et al., 2014; Kelkar et al., 2014; Chang & Segall,321

2016). Many of these studies also account for even more advanced earthquake physics322

such as strain-softening (Rinaldi et al., 2014; Jha & Juanes, 2014), or multiple failure323
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events on a given fracture (Jin & Zoback, 2018). They would be ideal tools to investi-324

gate pressure diffusion related to IIS, but they are computationally expensive and there-325

fore limited to small spatial scales, limited number of fractures/faults, and/or 2D domains.326

Furthermore, these models have not been used to investigate how pressure propagates327

from a disposal well into the deep basement (> 2 km BTB), either because they focus328

on geothermal energy (Ucar et al., 2018; Kelkar et al., 2014) and carbon sequestration329

(Rinaldi et al., 2014; Jha & Juanes, 2014), or because the simulation is focused on pres-330

sure diffusion near the wellbore, rather than to seismogenic depths (Jin & Zoback, 2018,331

2017; Chang & Segall, 2016). There are other studies that do not fall neatly into the EPM/TP332

category of Sec. 2.3.1 or the hydro-mechanical, MC, fracture models of this section. Some333

models use a rate-and-state seismicity model, as an alternative to the MC criteria, and334

couple to pressure diffusion models to predict the rise and fall of seismicity rates (Dempsey335

& Riffault, 2019; Riffault et al., 2018; Norbeck & Rubinstein, 2018). Others perform a336

partial hydro-mechanical coupling and calculate MC failure on seed points that repre-337

sent potential earthquake hypocenters (Rinaldi & Nespoli, 2017).338

3 DFNM-MC Modeling Approach339

Our goal is to present a modeling approach that improves significantly upon the340

EPM-TP approach, while facilitating computational tractability for 3D simulations on341

scales of the order of tens of km with thousands of fractures and faults. We follow the342

approach of previous hydro-mechanical, MC, fracture-matrix models (see Sec. 2.3.2), but343

we introduce some simplifying assumptions to decrease computational cost. The salient344

features of our approach are:345

1. Discrete fractures and faults are explicitly represented, and their properties are346

assigned in a physically consistent manner. Fracture orientations are variable. Fluid347

flow in both the fracture and rock matrix are represented.348

2. The rock matrix properties are consistently within accepted ranges for properties349

of basement rock.350

3. The model allows rapid pressure diffusion along connected fractures without re-351

sorting to unrealistically low values for medium compressibility.352

4. A partially coupled approach, wherein the fracture hydraulic diffusivity is allowed353

to evolve as a function of effective normal stress on a fracture plane, and in response354

to slip events. The approach is only partially coupled because the initial stress state355

is specified and is assumed to be time-invariant. However, the time variation of356

effective stress due to pressure diffusion is captured in this approach.357

5. Although rapid pressure diffusion through a connected network of fractures oc-358

curs, seismic events occur only when the MC failure criterion is satisfied along a359

fracture or a fault. Thus, failure events only occur along favorably oriented frac-360

tures/faults. The model can thus provide an explanation for why IIS occurs only361

at a small fraction of deep wastewater injection sites.362

We call this the discrete fracture network and matrix with Mohr Coulomb failure (DFNM-363

MC) approach – it allows for flow in a discrete fracture network (DFN) and the surround-364

ing rock matrix. The pressure at which MC failure occurs on a fracture of fault depends365

on its orientation and the local stress state. The most favorable orientation correspond-366

ing to the minimum pressure is determined by the initial stress state.367

Within this DFNM-MC framework, there is no distinction between a fracture and368

a fault other than the size of the feature. This DFNM-MC approach has been validated369

against analytical and numerical solutions in previous work (Birdsell, Rajaram, & Karra,370

2018; Birdsell, 2018). In Sec. 3.1 we discuss and justify the partially-coupled hydro-mechanical371

approach, which allows us to simulate important mechanical processes without resort-372

ing to the higher complexity and computational cost of a fully-coupled hydro-mechanical373
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approach. In Sec. 3.2, we describe the equations of flow in porous media and in fractures/faults374

and we show how the constitutive relationships for porosity and permeability can be al-375

tered in fractured grid cells so that the simulator can consistently solve for both frac-376

ture and matrix flow in a single domain. In Sec. 3.3, we describe how the hydraulic dif-377

fusivity is treated as a function of normal and shear deformation.378

3.1 Framework of Partially-Coupled Hydro-Mechanical Approach379

Our numerical model is focused primarily on pore pressure diffusion, but it is par-380

tially coupled to geomechanics to capture some of the physics that are relevant to IIS.381

The aspects of IIS that require geomechanical coupling include: (a) evaluation of the MC382

failure criteria, and (b) the influence of mechanical deformations on the hydraulic dif-383

fusivity of fractures. We assume that the in-situ stress state is a function of space but384

is frozen in time. This may seem like an oversimplification, but it captures many of the385

physical complexities that the EPM-TP approach does not. For example, fractures that386

are subject to a large compressive normal stress are forced closed and therefore less per-387

meable; such behavior is readily captured within the framework of the partially coupled388

approach. Furthermore, MC failure criteria depends on fracture orientation, which is also389

explicitly represented in a DFNM framework. This partially-coupled approach dramat-390

ically reduces computational expense in comparison to fully coupled approaches, while391

still honoring fundamental aspects of geomechanics as they relate to IIS.392

The normal stress on a fracture/fault is calculated as σn( x ) = ( σ ( x ) n )· n where393

σ ( x ) is the second-order stress tensor as a function of the position vector, x , describ-394

ing the location in the domain, and n is the unit vector normal to the fracture plane.395

The magnitude of the shear stress is calculated as | τ | = |( σ ( x ) n ) × n |. The code is396

capable of resolving the entire stress tensor σ , but we assume that the principal com-397

ponents of stress are vertical and horizontal in all of the simulations presented in this398

paper, which is representative for much of the subsurface (Zoback, 2010), and we use the399

principal coordinate system so that there are no shear stresses in the stress tensor. The400

vertical stress, the maximum principal horizontal stress, and the minimum principal hor-401

izontal stress are denoted by σv, σH,max, and σh,min, respectively. We assume that the402

horizontal stresses take the following form: σH,max = α1σv, and σh,min = α2σv where403

α1 and α2 are constants such that α1 ≥ α2. With this definition of stress, the effec-404

tive normal stress is a function of space and time σ
′

n( x , t) = σn( x ) + P ( x , t), where405

the normal stress is a function of space and fracture orientation but is frozen in time,406

and pressure P (x, t) varies with both space and time. Using this sign convention, the ef-407

fective stress is negative (i.e. compressive), and effective normal stress increases towards408

a value of zero as the pore pressure increases towards a value of −σn. This formulation409

falls short of fully-coupled hydro-mechanics, but is still useful in tracking when the MC410

criteria is satisfied and the evolution of hydraulic diffusivity as a function of stress and411

pressure.412

3.2 Flow in Porous Matrix and Fractures413

Single-phase flow through the porous matrix is governed by the groundwater flow414

equation, which can be written as:415

∂(ρφ)

∂t
−∇ ·

(
ρk

µ
∇(P + ρgz)

)
= Qm (3)416

where P , z, and Qm represent fluid pressure, the elevation, and fluid sources/sinks in417

the matrix, respectively.418

Flow through a parallel-plate fracture can be described using the local cubic law419

for transmissivity (Zimmerman & Bodvarsson, 1996; Murphy et al., 2004; Chaudhuri et420
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al., 2013):421

∂(ρb)

∂t
−∇ ·

(
ρb3

12fµ
∇(P + ρgz)

)
= Qf − Lm−f (4)422

where f is a coefficient that is generally greater than or equal to unity that accounts for423

fracture roughness (Witherspoon et al., 1980), Qf is a source/sink term normalized by424

fracture height, and Lm−f is the leakoff mass flux per unit area from the fracture to the425

matrix. Eq. 4 is a 2D representation of the conservation of mass per unit fracture width,426

perpendicular to the direction of flow and the aperture. In an approach where the frac-427

ture and matrix are treated as separate domains, the pressure from the fracture domain428

would be treated as a boundary condition to the matrix domain, and the pressures within429

the matrix domain would be used to calculate the leakoff flux as a function of the local430

pressure difference across the fracture-matrix interface. The leakoff flux would need to431

be represented as a sink term in the fracture domain.432

PFLOTRAN is a massively-parallel, control-volume, subsurface flow and transport433

code that solves Eq. 3. We take advantage of PFLOTRAN’s (Lichtner et al., 2019a; Ham-434

mond et al., 2014; Lichtner et al., 2019b) parallel features and robust computational al-435

gorithms to simulate large domains with large property contrasts, which requires that436

we treat the fractures and matrix as a single domain rather than two. With such an ap-437

proach, a single computational grid is employed encompassing fracture and matrix blocks.438

The conditions at fracture-matrix interfaces are automatically accounted for consistently439

in a finite volume approach that represents fluxes across adjacent nodes based on local440

pressure gradients. Leakoff fluxes are thus naturally calculated based on the local pres-441

sure gradients across interfaces between fracture and matrix blocks, and do not need to442

be represented explicitly as a sink term. To correctly capture the physics of fracture flow443

within the formulation employed by PFLOTRAN, the following fracture relationships444

can be introduced for porosity and permeability (Birdsell et al., 2015; Chaudhuri et al.,445

2013; Pandey et al., 2017; Bower & Zyvoloski, 1997):446

φ =
b

bp
φτ (5)447

448

k =
b3

12bpf
kτ (6)449

where bp is the grid block dimension in the direction normal to the fracture, φτ and kτ450

are porosity and permeability multipliers that are equal to 1 prior to shear failure and451

experience a step change when MC shear failure occurs along a fracture or fault. Eq. 5452

assumes that the change in fluid storage within the grid block is primarily due to frac-453

ture deformation. Eq. 6 assumes that the grid block permeability is dominated by frac-454

tures. These assumptions are valid for flow in basement fractures because they are much455

more permeable and compressible than the intact crystalline rock (especially for low-compressibility456

rock and with small values of bp). When Eq. 5 and 6 are brought into Eq. 3, and a single-457

domain computational approach is employed, the modified flow equation for fractures458

is:459

1

bp

∂(ρb)

∂t
−∇ ·

(
ρb3

12bpfµ
∇(P + ρgz)

)
= Qm (7)460

which is identical to Eq. 4 divided by the grid block dimension (bp) and adjusted to a461

3D feature so that Qm is used instead of Qf and Lm−f is not explicitly included because462

leakoff is naturally calculated in the single domain approach. This approach has been463

employed in several previous works (Birdsell et al., 2015; Chaudhuri et al., 2013; Pandey464

et al., 2017).465

We solve the equations of flow in the matrix (Eq. 3) and fractures (Eq. 7) using466

PFLOTRAN by utilizing the traditional definitions of porosity and permeability in the467

matrix grid blocks and Eq. 5 and 6 in the fracture grid blocks. This approach correctly468
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captures the physics of flow within fractures, leakoff to matrix, and flow within the ma-469

trix. The fluid properties (i.e. ρ and µ) and the porosity in the storage term are func-470

tions of pressure and are updated iteratively within a Newton-Krylov iteration employed471

by PFLOTRAN in each time step. The porosity in the fracture block is defined in Eq. 5,472

while the porosity in the matrix is defined as φ = βm(P − Po) + φo where βm is the473

matrix compressibility, φo is the porosity at the reference pressure Po (Birdsell, Karra,474

& Rajaram, 2018). Note that fracture deformation, i.e. variation in b as a function of475

effective stress, is described in Sec. 3.3. For implementation reasons, the permeability476

term shown in Eq. 6 is lagged by one time step in the fracture grid blocks, and it is im-477

portant to take small enough time-steps that this lagging does not affect the results. To478

ensure that the time step size employed in Sec. 5 is appropriate, we carried out conver-479

gence studies showing that results were unchanged with smaller time steps. The DFNM480

approach consistently represents the physics of fracture and matrix flow, including leakoff,481

while taking advantage of an existing, efficient subsurface flow code. Additionally, it al-482

lows the hydraulic diffusivity to be updated as mechanical deformations alter b, as dis-483

cussed in the next section.484

3.3 Hydraulic Di�usivity as a Function of Fracture Deformation485

The hydraulic diffusivity of fractured rock changes as fractures experience mechan-486

ical deformations (Sec. 2.2). There are at least two ways that hydraulic diffusivity can487

be altered in the context of IIS. The first is via normal deformation on fractures/faults,488

which alters b and therefore φ and k (Eq. 5 and 6). The second is via shear deformation,489

which can have a range of effects on porosity and permeability, which are modeled by490

φτ and kτ in Eq. 5 and 6. This section presents the relationships used to model the in-491

fluence of normal and shear deformation on the hydraulic diffusivity of fractures within492

the DFNM-MC approach.493

3.3.1 The Influence of Normal Deformation on Hydraulic Diffusivity494

We use the Bandis et al. (1983) constitutive relationship to relate the fracture aper-495

ture to the effective normal stress:496

b = bmax +
Aσ

′

n

1−Bσ′
n

(8)497

where bmax is the aperture when σ
′

n = 0 and A and B are parameters. σ
′

n is negative498

at the depths of IIS because the magnitude of compressive normal stress is larger than499

the magnitude of pore pressure (see Sec. 3.1). A is the inverse of the initial fracture stiff-500

ness, Kni, at σ
′

n = 0 (i.e. 1/A = Kni = ∂σ
′

n/∂b). A/B = bmax − bmin where bmin501

is the fracture aperture as σ
′

n → −∞. As originally measured in the lab, the Bandis502

model applies to the mechanical fracture aperture, but it has also been used to describe503

hydraulic aperture (Murphy et al., 2004; Pandey et al., 2017). In our partially-coupled504

hydro-mechanical model, the stress is a function of space and the pore pressure is a func-505

tion of space and time. Therefore the Bandis relationship implies an initial aperture field506

based on the stress state, the initial pressure, and the fracture orientation. Subsequently,507

the aperture field can evolve with time as the pore pressure changes throughout the sim-508

ulation, and fractures are pressurized.509

3.3.2 The Influence of Shear Deformation on Hydraulic Diffusivity510

In addition to deforming in the normal direction, fractures and faults can fail in511

shear. One model that describes when shear failure will occur is the MC failure crite-512

rion:513

c0 − µfσ
′

n − | τ | ≤ 0 (9)514
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where c0 is the fault cohesion and µf is the coefficient of friction. Fracture and fault er-515

meability can be enhanced by up to two orders of magnitude due to shear failure (Evans516

et al., 2005; Rutqvist et al., 2007; Kelkar et al., 2014). Studies of asperity-scale shear pro-517

cesses suggest that the permeability enhancement within the fracture may be anisotropic518

(Mallikamas & Rajaram, 2005; Lang et al., 2018), but we follow previous reservoir-scale519

work in assuming that the permeability enhancement within the fracture is isotropic (Kelkar520

et al., 2014). Even though porosity may change due to shear failure, it is likely to be much521

smaller than the change in permeability because the increase in permeability after shear-522

ing is at least partially due to changes in the aperture correlation structure, which has523

a smaller influence on porosity (Mallikamas & Rajaram, 2005). In our model, we assume524

that permeability increases as a step change after Mohr-Coulomb failure, without a change525

in porosity (i.e. kτ ≥ 1.0 and φτ = 1.0 after Mohr-Coulomb failure in Eq. 5 and 6).526

These assumptions have also been made by previous modeling studies (Rutqvist et al.,527

2007; Kelkar et al., 2011).528

4 Conceptual and Numerical Model529

In this section, we describe the conceptual and numerical model, the fracture gen-530

eration algorithm, the initial and boundary conditions, and the simulation scenarios that531

are presented in the results section (Sec. 5). We chose our conceptual and numerical model532

based on an approximate representation of the IIS site near Greeley, CO. There are two533

reasons for doing this: (a) because it allows us to compare a DFNM-MC model to a pre-534

vious EPM-TP study at a well-characterized site, and (b) because the Greeley site has535

many similarities with other IIS sites in the U.S., and therefore the results will be rep-536

resentative of many areas of IIS.537

4.1 Greeley, Colorado IIS538

Our conceptual and numerical model is shown in Fig. 1. While there are many dis-539

posal wells near the Greeley swarm, the NGL-C4A well has received the most attention540

due to its large injection volumes and its spatio-temporal correlation with the seismic-541

ity (Brown et al., 2017; W. L. Yeck et al., 2016). It is drilled into a 500-m thick group542

of formations that are primarily permeable sandstone with lesser amounts of carbonate543

and shale, which are overlain by a mudstone confining layer and underlain by critically-544

stressed crystalline basement. The NGL-C4A well started injecting approximately one545

year prior to the Mw 3.2 earthquake in June 2014 at an average rate of ∼ 5·105 m3/yr.546

After the earthquake, injection was briefly halted and remedial cement was added in the547

hope that it would hydraulically isolate the well from the basement. Seismicity was mon-548

itored as the injection rate was increased to near the pre-earthquake value. Neverthe-549

less, another felt sequence occurred in August 2016, approximately 3 years after injec-550

tion originally began.551

Some parameters at the Greeley site are well known. For example, the injection552

formation permeability has been measured at the core scale and the field scale (Brown553

et al., 2017). General estimates of the matrix compressibility (βm) and porosity (φ), which554

affect the hydraulic diffusivity by contributing to the storage term, are available for sand-555

stone, mudstone, and fractured crystalline rock (Freeze & Cherry, 1979). The injection556

formation is fractured toward the bottom. These fractures could hydraulically connect557

the injection formation to the basement, which is also fractured (W. Yeck et al., 2016).558

The most uncertain parameter in this hydrologic system is the permeability of the base-559

ment fracture/matrix system. The uncertainty in basement permeability is due to un-560

certainty in the number, size, connectivity, and hydraulic properties of basement frac-561

tures and faults, which dominate the permeability. Due to the uncertainties in fracture562

properties, fractures are randomly generated (see Sec. 4.2). There is also uncertainty in563

the permeability of the unfractured basement rock, and we assume a value at the upper-564
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Figure 1. Conceptual model and boundary conditions. The domain size is 10 km in the x and

y directions and (10.2 + H) km in the z direction. H is the aquifer height and equals 0.5 km for

the simulations in Sec. 5.1 and 0.4 m in Sec. 5.2. Hydrologic boundary conditions and the well

source term are illustrated in blue. Injection takes place at x = y = 5.0 km, 10.0 ≤ z ≤ 10.0 + H

km. The stress state is illustrated in red. Rock properties are indicated on the figure with sub-

scripts “mud”, “ss”, and “basement” for the mudstone confining layer, the sandstone injection

interval, and the in-tact basement rock, respectively. Fractures are indicated schematically with

black lines. Fractures (and the fault in Sec. 5.2) are assigned porosity, permeability, and aperture

based on Eq. 5, 6, and 8, respectively. The yellow dashed line illustrates a deterministically-

located fault that is used in the sensitivity analysis in Sec. 5.2. ξ is the angle between the maxi-

mum principal stress (i.e. the vertical stress σv) and the fault, which is selected so that the fault

is optimally- or suboptimally-oriented. Figure is modified from Birdsell, Rajaram, and Karra

(2018).

end of unfractured metamorphic and igneous rocks (Freeze & Cherry, 1979). The pa-565

rameters used in the DFNM-MC simulations in Sec. 5 are reported in Table 2.566

4.2 Fracture Generation Algorithm567

Given the uncertainties in fracture locations and properties, fractures are gener-568

ated from statistical distributions. The distance between subsequently-generated frac-569

ture centers is taken from a power law distribution, and the direction between subsequently-570

generated fracture centers is randomly chosen. If the entire fracture falls outside of the571

domain, a new fracture location is randomly chosen within the basement. We generate572

fracture orientations from three equally-probable fracture families that point north-south,573

east-west, and horizontally. Within each family, there is also variation in the orientation574

according to a von Mises-Fisher distribution (Wood, 1994). Fractures are idealized as575

circles of radius r which are generated from a truncated power law distribution (Hyman576

et al., 2015)577

r = ro

[
1− u+ u

(
ro
ru

) αr
]

(10)578
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Table 2. Simulation parameters for the DFNM-MC simulations presented in Sec. 5.1. Note

that the fracture permeability and porosity are not directly reported in this table, but can be

calculated from the effective stress, the parameters in this table, and Eq. 5 and 6. The param-

eters in scenarios EPM1, EPM2, and EPM3 in Sec. 5.1 are the same as in this table except for

kbasement and βm,basement, which were adjusted to account for the equivalent permeability and

compressibility (see Table 3). Most of the parameters remain the same in the sensitivity analysis

(Sec. 5.2), except: (a) the grid dimension, bp, is increased to 200 m and the aquifer thickness, H,

is reduced to 400 m to decrease computational cost; (b) the simulation duration, t, is increased

to 10 yr to investigate longer-term disposal; and (c) the number of fractures is varied in the

sensitivity analysis.

Variable Description Value Unit

H Aquifer thicknessa 500 m
bp Grid block sizea 100 m
kmud Permeability of confining layer 10−17 m2

kss Permeability of injection interval 4 · 10−14 m2

kbasement Permeability of basement matrix 10−17 m2

φmud Porosity of confining layer 0.2
φss Porosity of injection interval 0.25
φbasement Porosity of basement matrix 0.05
βm,mud Confining layer compressibility 10−8 Pa−1

βm,ss Injection interval compressibility 10−8 Pa−1

βf Fluid compressibility 4.4 · 10−10 Pa−1

µ Fluid viscosity 8.9·10−4 Pa-s
Po Reference pressure (Eq. 12-14; Fig. 1) 32.36 MPa
ρf,o Reference density (Eq. 12-14) 1100 kg/m3

do Reference depth (Eq. 12-14) 3000 m
σv,o Vertical stress at top of domain -73.55 MPa
ρs,o Rock density at top of domain 2500 kg/m3

βs Compressibility of solid rock grains 1.8 · 10−10 Pa−1

Q Injection rate 5 · 108 kg/yr
- Injection location x = y = 5.0, 10.0 ≤ z ≤ 10.5 km
t Injection and simulation durationb 3 yr
nfrac Number of fracturesc 2000
f Fracture coefficient (Eq. 6) 1
ro Minimum fracture radius (Eq. 10) 300 m
ru Maximum fracture radius (Eq. 10) 1000 m
αr Power law exponent (Eq. 10) 2.5
A Bandis parameter (Eq. 8) 10−11 m/Pa
bmin Minimum fracture aperture 2 · 10−4 m
∆bmax,range Range of maximum aperture (Eq. 11) 2 · 10−4 m
bmax,o Reference maximum aperture (Eq. 11) 3 · 10−4 m
α1 Multiplier for σH,max (Sec. 3.1) 0.6
α2 Multiplier for σh,min (Sec. 3.1) 0.6
c0 Fault cohesion (Eq. 9) 0.0 Pa
µf Coefficient of friction (Eq. 9) 0.67

aAltered in Sec. 5.2 to reduce computational cost.
bAltered in Sec. 5.2 to investigate longer injection.
c nfrac = 1000 for base case in Sec. 5.2.
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where ro is the minimum radius, ru is the maximum radius, αr is the power-law expo-579

nent, and u is a uniform random variable between 0 and 1. The maximum fracture aper-580

ture, bmax in Eq. 8, is correlated to the fracture radius according to Eq. 11581

bmax = bmax,o +
r − ro
ru − ro

∆bmax,range (11)582

where bmax,o is the maximum aperture for a fracture of length ro and ∆bmax,range is the583

range over which bmax can vary. We assume fixed values for A and bmin, calculate bmax584

for each fracture with Eq. 11, and set B = A/(bmax − bmin).585

To work with the DFNM-MC approach, fractures and their properties are mapped586

to the continuum grid. To capture the permeability anisotropy of fractures, so that flow587

goes more readily along fractures than perpendicular to them, it is important that ro >588

bp and that the fracture permeability is much, much larger than the matrix permeabil-589

ity. (Both of these criteria are satisfied for the simulations presented in this paper.) Un-590

der these assumptions, we can assign an isotropic permeability value to the fractured grid591

blocks and trust that the fracture/matrix system heterogeneity will generate anisotropic592

behavior. We acknowledge that approaches using lower-dimensional fracture elements593

reproduce the fracture permeability anisotropy better than our approach (e.g. Jin and594

Zoback (2017, 2018); Ucar et al. (2018); Jha and Juanes (2014)), but note that our ap-595

proach still allows for leakoff into the surrounding matrix, and is a relatively good ap-596

proximation of the permeability tensor of a fracture/matrix system (see Supplementary597

Text S1 and Fig. S1). At grid cells where multiple fractures intersect, the properties of598

the fracture that is most favorably-oriented for MC failure are used. This ensures that599

the model will experience seismicity at the value of ∆P that corresponds to the small-600

est ∆Pc of the fractures within the grid block.601

4.3 Initial and Boundary Conditions Corresponding to a Critically-Stressed602

Basement603

In this study, we interpret a critically-stressed rock to be one in which the criti-604

cal pressure increment required for MC failure on an optimally-oriented fracture is less605

than or equal to 0.1 MPa, while the majority of fractures will require a larger pressure606

increase to experience MC failure. Therefore we refer to the “minimum critical pressure”607

(∆Pc,min) as the pressure increase that is required to cause an earthquake on an optimally-608

oriented fracture. In reality, the initial conditions of stress and pressure: (1) increase with609

depth so that ∆Pc,min may be a function of depth, and (2) vary horizontally at a given610

depth so that ∆Pc,min may also vary horizontally. We assume that there are no varia-611

tions in the horizontal initial conditions so that ∆Pc,min is a function of depth but not612

lateral position. As discussed in the following paragraphs, we select initial conditions and613

material parameters such that ∆Pc,min = 0.05 MPa at the top of the basement, increases614

to a maximum of 0.1 MPa at 4 km BTB, and slowly decreases at greater depths. We re-615

fer to these minimum and maximum values of minimum critical pressure as ∆Pc,min1 =616

0.05 MPa and ∆Pc,min2 = 0.1 MPa, respectively. The in-situ stress state, initial pres-617

sure, and material parameters are chosen carefully so that the basement is critically stressed618

initially, which allows our DFNM-MC simulation results to be compared to previous EPM-619

TP models that assumed TP ≈ 0.1 MPa.620

The initial pore pressure is assumed hydrostatic, which for a compressible fluid can621

be described as:622

P (d) = Po +

∫ d

do

ρf (d)gdz (12)623

Po = ρf,ogdo (13)624
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ρf (d) = ρf,o exp

(
βf (P (d)− Po)

)
(14)625

where d is the depth below ground surface, ρf,o is the reference fluid density (assumed626

to be 1100 kg/m3), and Po is the reference fluid pressure at the reference depth do =627

3000 m, which is taken as the top of the domain. The vertical stress is similarly assumed628

to follow a lithostatic stress profile:629

σv(d) = σv,o +

∫ d

do

ρs(d)gdz (15)630

σv,o = ρs,ogdo (16)631

ρs(d) = σv,o expβs(σv(d)− σv,o) (17)632

where ρs is the solid rock grain density, ρs,o and σv,o are the reference rock density and633

vertical stress at the top of the domain, and βs is the compressibility of the solid rock634

grains. Eq. 17 was chosen for convenience, but solid density could be expressed more gen-635

erally in terms of all three principal components of stress (i.e. σv, σH,max, and σh,min),636

and it could also account for the different rock types (e.g. mudstone, sandstone, and base-637

ment rock). Nevertheless since the horizontal stresses are also a function of the vertical638

stress, the use of Eq. 17 is a reasonable approximation, and the mudstone and sandstone639

layers are thin enough that including different rock types would have a small effect on640

the stress state. For the simulations presented in this paper, we assume that the mul-641

tipliers for the horizontal stresses are α1 = α2 = 0.6 (see Sec. 3.1), which is consis-642

tent with the apparent normal faulting regime near Greeley, CO (Brown et al., 2017).643

By calculating ∆Pc,min as a function of depth at many combinations of parameter val-644

ues, we selected parameter values as: µf = 0.67, ρs,o = 2500 kg/m3, and βs = 1.8 ·645

10−10 Pa−1. The values of µf and ρs,o fall within their accepted ranges, and βs is ap-646

proximately ten times larger than for perfectly intact granite rock (De Marsily, 1986).647

These rock and fault parameter values, along with the assumed values for hydrostatic648

pressure, ensure that our definition of a critically-stressed basement is satisfied (i.e. ∆Pc,min ≤649

0.1 MPa). Even though the value of βs is larger than the literature value, and the com-650

bination of fault, stress, and pressure parameters are not unique, Eq. 12-17 create an ini-651

tial pressure and stress condition that allows for comparison to previous EPM-TP mod-652

eling studies that assumed TP ≈ 0.1 MPa as an earthquake-triggering condition. Note653

that the compressibility of the solid rock grains is typically much, much smaller than the654

matrix compressibility (i.e. βs << βm) and has a minimal contribution to the hydraulic655

diffusivity, which is why Eq. 1 can be written without βs (Birdsell, Karra, & Rajaram,656

2018). For this same reason, our selected value of βs does not alter the hydraulic diffu-657

sivity to an unrealistic value, and the value of βs is only relevant to specify an initial stress658

condition.659

The boundary conditions are simpler to specify than the initial conditions. The pore660

pressure along the top of the domain is fixed to P = Po = 32.26 MPa. The remain-661

ing boundaries are no flux boundaries, and are sufficiently far from the injection well to662

minimize boundary effects. The well acts as a mass source of Q = 5·108 kg/yr, based663

on the average injection rate of the NGL-C4A well. The stresses are specified everywhere664

within the domain initially, but mechanical boundary conditions do not need to be spec-665

ified since the stresses and strains are not explicitly calculated in our partially-coupled666

approach (see Sec. 3.1).667
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4.4 Scenarios Simulated668

The results are broken down into two parts in the next section: (a) Sec. 5.1 presents669

a comparison between DFNM-MC and EPM-TP modeling frameworks, and (b) Sec. 5.2670

presents a sensitivity analysis using the DFNM-MC approach.671

We follow the general simulation setup of Brown et al. (2017) in our comparison672

of the DFNM-MC approach and the EPM-TP approach, and we choose parameters for673

the DFNM-MC simulation to readily facilitate a comparison to Brown et al. (2017). We674

present one DFNM-MC simulation and three EPM-TP simulations. The DFNM-MC sce-675

nario has 2000 total fractures, with 1727 falling entirely within the domain and the re-676

mainder falling partially outside of the domain. The total fracture area is 109 m2. The677

parameter differences between the three EPM scenarios in Sec. 5.1 are shown in Table678

3. The first EPM scenario (EPM1) provides the most direct comparison to the DFNM679

simulation. It employs a value of basement compressibility that accounts for the com-680

pliant fractures (βm = 10−9 Pa−1). It also employs an equivalent permeability that ac-681

counts for the presence of fractures in the DFNM simulation, wherein the principal com-682

ponents of the permeability tensor in the x, y, and z direction are keff,x = 2.4 ·10−16
683

m2, keff,y = 1.7 · 10−16 m2, and keff,z = 3.4 · 10−16 m2, respectively. Note that we684

calculated the equivalent permeability using three numerical permeameter tests on the685

DFNM model. This was achieved by specifying a known pressure gradient at two op-686

posing faces of the domain, numerically calculating the steady-state flow rate, and then687

back-calculating the relevant component of the permeability tensor using Darcy’s equa-688

tion. We assumed that the principal axes of the permeability tensor lined up with the689

x, y, and z directions. We note that the degree of anisotropy is relatively minor and can690

be explained by the randomness of the fracture network. The hydraulic diffusivity in EPM1691

is c ≈ 2·10−4 m2/s, which falls within the range of cbulk in Table 1. The second EPM692

scenario (EPM2) used the hydrologic parameters from Brown et al. (2017), including an693

exponentially-decreasing permeability and an incompressible basement rock matrix so694

that changes in fluid storage are only due to fluid compressibility. This corresponds to695

a hydraulic diffusivity value of c ≈ 2 m2/s at the top of the basement, which decreases696

with depth. The third EPM scenario (EPM3) uses the same permeability as Brown et697

al. (2017), with the compressibility of fractured basement rock as in the first EPM sce-698

nario (i.e. βm = 10−9 Pa−1). In this scenario the hydraulic diffusivity c ≈ 0.04 m2/s.699

The simulation duration, t, is three years and involves injection at the average flow rate700

of the NGL-C4A well from the summer of 2013 to the summer of 2016 .701

In Sec. 5.2, we present a sensitivity analysis to understand how fracture density,702

the orientation of a deterministically-located fault, and the nonlinear hydraulic diffusiv-703

ity of fractures and faults affect the likelihood of IIS. This sensitivity analysis helps us704

understand how elevated pressure and seismicity can reach seismogenic depths (≥ 2 km705

BTB). We assume that there is a deterministically-located fault centered 2.0 km below706

the well (see Fig. 1) that is large enough to host a felt and potentially-damaging earth-707

quake according to earthquake scaling laws and the Modified Mercalli Intensity scale.708

The fault radius is 1.5 km. The base-case scenario has 1000 fractures and an optimally-709

oriented fault. The minimum and maximum depth of the fault are 700 m and 3300 m710

BTB, respectively. To investigate fracture density, the number of fractures, nfracs, is al-711

tered to be 100, 500, 1000, 2000, and 4000. Since fracture networks are generated ran-712

domly, simulations were performed on 20 realizations for each fracture density. To in-713

vestigate the potential for optimally- and suboptimally-oriented faults to host IIS, sev-714

eral fault orientations are considered. Note the optimal orientation can be calculated in715

2D since the horizontal components of stress are equal in our simulations. This is done716

by first calculating the friction angle from the coefficient of friction: κ = arctan(µf ) ·717

(180
◦
/π) = 33.8

◦
, and then calculating the angle between σ1 = σv and the fault plane718

as: ξ = 45
◦−κ/2 = 28.1

◦
(see Fig. 1) (Einstein & Dershowitz, 1990). The calculation719

of optimal orientation can be expanded to 3D if the horizontal components of stress are720
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Table 4. Scenarios for the sensitivity analysis shown in Sec. 5.2.3. The sensitivity analysis

explores the fracture/fault constitutive relationships that describe how deformations alter the

hydraulic diffusivity. “MC-Bandis” includes permeability enhancement due to shear dilation after

MC failure and permeability and porosity that are functions of normal deformation as described

by the Bandis et al. (1983) constitutive relationship. “Bandis” turns off the permeability en-

hancement due to MC failure, and “Constant” turns off all the hydraulic diffusivity alterations

due to MC and Bandis, although the Bandis relationship is used to assign the initial fracture

parameters.

Variable MC-Bandis Bandis Constant

k, fract. Eq. 6 Eq. 6 Eq. 6 at I.C.
kτ , after MC shear 10 1 N/A
φ, fract. Eq. 5 Eq. 5 Eq. 5 at I.C.
φτ , after MC shear 1 1 N/A

not equal. The variation from optimal orientation, ∆ξ, is altered in the sensitivity anal-721

ysis by 0
◦
, ±1

◦
, and ±2

◦
, where positive angles indicate that the fault is inclined fur-722

ther towards the horizontal. To investigate the importance of the hydraulic diffusivity723

constitutive relationships (i.e. Bandis and MC) on IIS, we simulate a scenario where MC724

shear failure and Bandis normal deformation alter the hydraulic diffusivity (“MC-Bandis”),725

one where only Bandis normal deformation alters the hydraulic diffusivity (“Bandis”),726

and one where the hydraulic diffusivity is invariant in time throughout the simulation727

(“Constant”). Note that for the invariant hydraulic diffusivity case, there is still a dif-728

ference between c in the fractures and the matrix, but c in the fracture stays constant729

in time throughout the simulation. These three scenarios are summarized in Table 4. It730

is worth noting that in simulations where fault orientation and hydraulic diffusivity are731

altered, the same underlying fracture networks are used (i.e. the twenty sets of 1000 frac-732

tures that were generated to investigate fracture density were not re-generated). Some733

parameters in the sensitivity analysis are changed from their values in Sec. 5.1 and Ta-734

ble 2 to reduce computational costs and allow for hundreds of simulations. The grid block735

size is increased to bp = 200 m, the aquifer thickness is reduced from H = 500 m to736

H = 400 m, and the injection and simulation duration, t, is increased to ten years to737

investigate longer-term pore pressure diffusion, which is relevant for many disposal wells.738

5 Results739

5.1 Comparison Between DFNM-MC and EPM-TP Approaches740

This section focuses on evaluating the differences in behavior between the DFNM-741

MC approach and the EPM-TP approach as applied to the IIS near Greeley, CO (Sec. 4.1742

and 4.4). Fig. 2(a) shows all the fractures in the DFNM-MC domain, colored by perme-743

ability. Fig. 2(b) shows a three-dimensional plot of fractures that experienced MC fail-744

ure (i.e. seismicity) in the DFNM-MC simulation. The maximum depth of seismicity was745

only 900 m BTB, not ≥ 2000 m BTB that we would expect from field observations. How-746

ever, ∆Pc,min did reach seismogenic depths as discussed in the next paragraph. In Sec. 5.2747

we explore the factors that contribute to ∆Pc,min and seismicity at greater depths.748

Fig. 3 shows a three-dimensional view of the extent of critical pressure propaga-749

tion for the DFNM-MC and the EPM-TP simulations. Regions where ∆P < ∆Pc,min1 =750

0.05 MPa are removed from the figure because these regions cannot experience earth-751

quakes. Regions where ∆P ≥ ∆Pc,min2 = 0.10 MPa are colored red. Optimally-oriented752
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Figure 2. Illustration of the fracture network. Fig. (a) shows the initial permeability for all

the regions within the domain that have k > 10− 17 m2, which includes all the fractures and

the sandstone aquifer near the top of the domain. The regions with k ≤ 10− 17 m2 (i.e. the un-

fractured basement and the overlying confining unit) are filtered out of the figure. There is a

cutaway at x = y = z = 5000 m. Fig. (b) shows fractures that experienced Mohr-Coulomb failure,

which is assumed to indicate seismicity.

fractures will experience MC failure between ∆Pc,min1 and ∆Pc,min2. Fig. 4 shows two-753

dimensional slice plots of pressure change through the x−z plane at y = 5 km, in the754

plane of the well, and Fig. 5 shows slice plots of pressure change through the x−y plane755

2.0 km BTB. Fig. 3-5 clearly illustrate that the DFNM-MC model propagates critical756

pressure farther and more heterogeneously into the basement than the EPM1 scenario757

whose properties are consistent with the underlying DFNM domain. In fact, the max-758

imum depth of ∆Pc,min1 was 2150 m BTB for the DFNM model (Fig. 3(a)-5(a)) while759

only reaching 450 m for the EPM1 scenario (Fig. 3(b)-5(b)). Like EPM1, the EPM3 sce-760

nario (Fig. 3(d)-5(d)) does not propagate TP to depths ≥2 km BTB; only the EPM2761

scenario (Fig. 3(c)-5(c)), which employs an unrealistically-large hydraulic diffusivity, re-762

sults in TP below 2 km BTB. It is noteworthy that ∆Pc,min1 propagates much deeper763

(2150 m BTB) than locations of MC failure (900 m BTB) for the DFNM-MC model (com-764

pare Figs. 2(b) and 3(a)). This is because only a small fraction of fractures are optimally765

oriented for MC failure. Other fractures require ∆P > ∆Pc,min for failure, and there-766

fore the ∆Pc,min front can propagate to greater depths than the seismic front.767

5.2 DFNM Sensitivity Analysis768

In this section, we perform a sensitivity analysis to understand the combination769

of parameters that can lead to critical pressure and MC failure at depths that are rel-770

evant to IIS (i.e. ≥2 km BTB). We vary three independent variables in the sensitivity771

analysis: the fracture density, the fault orientation, and the hydraulic diffusivity consti-772

tutive relationships for the fractures and faults, as discussed in Sec 4.4. We focus on three773

dependent variables in our results. First, we report the maximum depth that ∆Pc,min1 =774

0.05 MPa reaches in each realization, which we call d∆Pc
. Second, we report the max-775

imum depth of seismicity for each realization, dseismicity. Third, we report the maximum776

depth of an earthquake on the fault (EOF) for each realization, dEOF . Since we are in-777

terested in the probability of these occurrences as a function of depth, we define the prob-778

ability of exceeding critical pressure at a given depth d as P (d∆Pc
≥ d), the probabil-779
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Figure 3. Plot of pressure change for comparison of the extent of critical pressure propagation

between the DFNM-MC and EPM-TP models (Sec. 5.1). Regions where � P < � Pc;min 1 = 0 :05

MPa are not shown because they cannot experience seismicity, and regions where �P >

� Pc;min 2 = 0 :1 MPa are colored red. Fig. (a) is from the DFNM-MC scenario, (b) EPM1,

(c) EPM2, and (d) EPM3. The hydraulic di�usivity values in (b) - (d) were � 2 � 10� 4 , 2, and .04

m2 /s respectively (Table 3). Comparison between (a) and (b) shows that critical pressure propa-

gates deeper and more heterogeneously in a DFNM-MC model than in an EPM-TP model where

the equivalent permeability is based on the underlying DFNM. Comparison between (c) and (d)

shows that critical pressure does not propagate as deep when realistic values of compressibility

are used.
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Figure 6. Fig. (a) shows the probability of exceeding critical pressure ( � � Pc;min 1 = 0 :05

MPa) as a function of depth and the number of fractures, which is expressed by plotting

P(d� Pc � d) versus d. The probability of exceeding critical pressure increased monotonically

with the number of fractures at shallow depths, whereas at greater depths ( � 2700 m BTB),

the probability of exceeding critical pressure was largest for an intermediate number of fractures

(i.e. 1000 or 2000 fractures). Similarly, Fig. (b) shows the probability of seismicity and EOF as a

function of depth and number of fractures (i.e. P (dseismicity � d) vs d and P(dEOF � d) versus

d). The probability of seismicity and EOF both increased with increasing number of fractures at

shallow depths. At depths � 2100 m BTB, the probability of seismicity and EOF was highest

for an intermediate number of fractures (i.e. 1000 fractures). The �gures also have dashed lines

indicating 2 km BTB, where the fault is centered, and dotted lines indicating the top and bottom

of the fault.

Fig. 9(a), the probability of exceeding critical pressure was una�ected by the choice of883

the hydraulic di�usivity relationship at depths shallower than 1300 m. At greater depths,884

the \Bandis" scenario resulted in a modest increase in the probability of critical pres-885

sure, when compared to the \Constant" scenario. The \MC-Bandis" scenario resulted886

in a considerably larger probability of critical pressure, especially atd � 3300 m, com-887

pared to the \Constant" scenario. Fig. 9(b) shows the probability of seismicity as a func-888

tion of depth and hydraulic di�usivity constitutive relationship. The probability of seis-889

micity was larger for the \MC-Bandis" scenario than for the \Bandis" scenario, espe-890

cially at the deeper parts of the fault (d � 2500 m).891

Why does the MC permeability enhancement seem to be important while the Ban-892

dis e�ect is less important? Firstly, MC failure enhances permeability, which increases893

the hydraulic di�usivity, whereas Bandis dilation increases the permeability and the poros-894

ity, which have competing e�ects on the hydraulic di�usivity (Eq. 1). Secondly, based895

on the Bandis model, fractures are forced almost entirely shut at the depths and litho-896

static stresses commonly seen near IIS. As fractures are forced closed, their sti�ness in-897

creases and asymptotes to in�nity so that the sti�ness of the fracture/matrix system ap-898

proaches that of the matrix rock. Therefore, in the context of IIS, the fractures are un-899

likely to open very much as pore pressure is increased. Nevertheless, the Bandis dilation900

could prove to be more important in geologic settings where the e�ective normal stress901

is less compressive and fractures can open and close to a greater degree. It is clear that902

the MC permeability enhancement is an important factor in propagating critical pres-903

sure to � 2 km.904
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events at the same location, update the hydraulic di�usivity as a function of fracture de-1065

formation, and include propagation of seismic waves and evaluation of the Coulomb stress1066

change after MC failure. To our knowledge, this type of tool does not exist, and even1067

simulators that do not propagate seismic waves are generally limited to 2D (Jin & Zoback,1068

2018, 2017) or a single fault (Jha & Juanes, 2014; Rinaldi et al., 2014; Kelkar et al., 2014)1069

due to computational cost. For computational expediency, it may be possible to imple-1070

ment fracture and matrix simulators wherein the mechanical and hydrologic equations1071

are fully coupled but the mechanical solution is not updated in every time step of the1072

hydrologic calculation, but these have not been presented in the literature to our knowl-1073

edge. Therefore, our partially-coupled DFNM-MC approach is especially attractive, be-1074

cause it can simulate large spatial scales with many fractures and faults. The DFNM-1075

MC approach can contribute to probabilistic assessment of the risks of induced seismic-1076

ity based on the datasets described in the previous paragraph. As demonstrated in Sec. 5.2,1077

the DFNM-MC approach can be combined with Monte-Carlo simulations on multiple1078

realizations of fracture networks across which fracture and fault locations, orientations,1079

and properties are sampled from their respective probability density functions. The par-1080

tially coupled nature and the parallelization of the DFNM-MC approach renders it com-1081

putationally tractable for such probabilistic assessments. While forecasting IIS is still1082

extremely di�cult, a DFNM-MC model with all the relevant parameters could, in prin-1083

ciple, o�er a screening framework for forecasting before injection begins and/or during1084

injection as part of an adaptive tra�c light system (Wiemer et al., 2015; Kir�aly-Proag1085

et al., 2016). One drawback of the partially-coupled DFNM-MC model is that it can-1086

not evaluate poroelastic stress changes, earthquake-earthquake interactions, or allow for1087

multiple failure events. Simulators that can evaluate these phenomena are computation-1088

ally expensive, so the partially-coupled DFNM-MC approach could be used in a screen-1089

ing step to identify the most critical scenarios for further investigation with other, computationally-1090

expensive simulators.1091
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