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Abstract

The Southern Ocean is chronically under-sampled due to its remoteness, harsh environment and sea-ice cover. Ocean circulation

models yield significant insight into key processes and to some extent obviate the dearth of data, however they often underes-

timate surface mixed layer depth (MLD), with consequences for water-column properties. In this study, a coupled circulation

and sea-ice model was implemented for the region adjacent to the West Antarctic Peninsula (WAP), a climatically sensitive

region which has exhibited decadal trends toward higher temperatures, a shorter sea-ice season and increasing glacial freshwater

input, overlain by strong interannual variability. Hindcast simulations were conducted with different air-ice drag coefficients

and Langmuir-circulation parameterizations to determine the impact of these factors on MLD. Including Langmuir circulation

deepened the surface mixed layer, with the deepening being more pronounced in the shelf and slope regions. Optimal selection

of an air-ice drag coefficient also increased the modeled MLD by similar amounts, and had a larger impact in improving the

reliability of the simulated MLD interannual variability. This study highlights the importance of sea ice volume and redistri-

bution to correctly reproduce the physics of the underlying ocean, and the potential of appropriately parameterizing Langmuir

circulation to help correct for a bias towards shallow MLD in the Southern Ocean. The model also reproduces observed fresh-

water patterns in the WAP during late summer and suggests that areas of intense summertime sea-ice melt can still show net

annual freezing due to high sea-ice formation during the winter.
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 Sea-ice redistribution had a large impact on the mixed layer depth seasonality and 17 

interannual variability in the West Antarctic Peninsula 18 

 In the West Antarctic Peninsula, areas of high summer sea-ice melt can show net annual 19 

freezing due to high sea-ice formation in winter 20 

 Including a parameterization for Langmuir Circulation based on entrainment below the 21 

mixed layer improved the simulated mixed layer depth 22 
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 38 

Abstract 39 

The Southern Ocean is chronically under-sampled due to its remoteness, harsh environment 40 

and sea-ice cover. Ocean circulation models yield significant insight into key processes and to 41 

some extent obviate the dearth of data, however they often underestimate surface mixed layer 42 

depth (MLD), with consequences for water-column properties. In this study, a coupled 43 

circulation and sea-ice model was implemented for the region adjacent to the West Antarctic 44 

Peninsula (WAP), a climatically sensitive region which has exhibited decadal trends toward 45 

higher temperatures, a shorter sea-ice season and increasing glacial freshwater input, overlain 46 

by strong interannual variability. Hindcast simulations were conducted with different air-ice 47 

drag coefficients and Langmuir-circulation parameterizations to determine the impact of these 48 

factors on MLD. Including Langmuir circulation deepened the surface mixed layer, with the 49 

deepening being more pronounced in the shelf and slope regions. Optimal selection of an air-50 

ice drag coefficient also increased the modeled MLD by similar amounts, and had a larger 51 

impact in improving the reliability of the simulated MLD interannual variability. This study 52 

highlights the importance of sea ice volume and redistribution to correctly reproduce the 53 

physics of the underlying ocean, and the potential of appropriately parameterizing Langmuir 54 

circulation to help correct for a bias towards shallow MLD in the Southern Ocean. The model 55 

also reproduces observed freshwater patterns in the WAP during late summer and suggests 56 

that areas of intense summertime sea-ice melt can still show net annual freezing due to high 57 

sea-ice formation during the winter.  58 

 59 

 60 

 61 

1 Introduction 62 

The coastal ocean on the western side of the West Antarctic Peninsula (WAP) has 63 

undergone dramatic changes over the past several decades. During the second half of the 20th 64 

century, the WAP region showed the highest atmospheric warming in the Southern Hemisphere 65 

(Vaughan et al, 2003), a decrease in the duration of the sea-ice season (Stammerjohn et al., 66 

2008) and an accelerating retreat of 80 % of the glaciers in the region (Cook et al, 2005). The 67 

surface ocean also exhibited an increase in temperature of more than 1˚C (Meredith et al., 68 

2005).  The increased surface ocean temperature, thought to be caused by increased 69 

temperatures in the atmosphere and the decreased sea-ice cover, could lead to positive 70 

feedbacks that would further increase the atmospheric warming. Around the turn of the 21st 71 

century, however, the atmospheric warming trend leveled off and even reversed direction in 72 

some places (Turner et al., 2016). This trend reversal can be attributed to natural climate 73 

variability and indicates that the changes observed in the WAP cannot be explained by large-74 

scale global warming alone.  75 
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The impact of changes in heat and freshwater input on the vertical ocean mixing have 76 

not been fully quantified. While sea-ice melt decreases density of the surface layer and 77 

contributes to stronger near-surface stratification, decreased sea-ice cover also leads to 78 

increased wind-induced ocean mixing. The effect of sea-ice changes on the surface mixed layer 79 

depth (MLD), therefore, relies on a balance between these two competing effects, which is 80 

further complicated by laterally redistributing and mechanically thickening sea ice cover. This 81 

can also redistribute sea ice melt waters away from where sea ice was formed in situ, thus 82 

leading to areas of net sea ice production versus sea ice melt (Meredith et.al., 2008; 2010; 83 

2017).  84 

Studying the impact of each of these changes on the MLD is important given it may 85 

affect not only trends in the distribution of water masses in the region, but also on oceanic 86 

primary production, ecosystem dynamics and carbon cycle in the WAP (Vernet et. al., 2008; 87 

Legge et. al., 2017). Understanding the impact of increased glacial melt is also important given 88 

salinity gradients are thought to contribute to the coastal circulation in the WAP (Moffat et al., 89 

2008), and glacial freshwater can be a major source of dissolved iron for primary production 90 

(Annett et al., 2017).  91 

One of the challenges of studying the MLD in the WAP is the scarcity of data. Although 92 

the Palmer- Long Term Ecological Research (LTER) project has been conducting yearly cruises 93 

during January and February since 1993, thus providing an invaluable dataset of over two 94 

decades of duration, each cruise constitutes a snapshot relevant to the period of its occupation 95 

(Ducklow et al., 2013). Sustained time series with high-frequency sampling exist, including the 96 

Rothera Time Series (REF) and stations occupied quasi-weekly adjacent to Palmer Station 97 

(Figure 1), however these point measurements at near-coastal sites do not have full spatial 98 

extent across the WAP shelf. 99 

Innovative technologies such as underwater gliders are helping to obviate this issue 100 

(REF); there is great scope in addition for high-resolution regional modeling to aid 101 

understanding of key processes and the causes of change. Such models can also be used to 102 

diagnose the source and amount of freshwater injected into different areas of the WAP shelf, 103 

and to study the influence of different processes (e.g., wind mixing and freshwater-induced 104 

stratification) on MLD and other key ocean properties.  105 

Surface MLD resolved by ocean models are often too shallow, especially in the Southern 106 

Ocean (Noh and Lee, 2008; Belcher et al., 2012; Schiller and Ridgway, 2013), and this bias has 107 

been attributed partially to the neglect of Langmuir circulation that results from the interaction 108 

between winds and surface waves (Belcher et al., 2012; D’Asaro, 2014). Langmuir circulation 109 

(LC) comprises a series of shallow vortices that counter-rotate on a vertical plane in the surface 110 

mixed layer. Strong velocity and vertical shear of the velocity in the Langmuir vortices enhance 111 

near-surface turbulence, erode stratification at the top of the thermocline, and thus deepen the 112 

surface mixed layer (e.g., Li et al., 2013).  113 
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How wind, waves and Langmuir-induced turbulence might affect MLD and mixing 114 

processes in the presence of an ice cover is an active area of research. Although the presence of 115 

a consolidated ice cover can greatly attenuate waves, a less consolidated ice cover, which 116 

typically characterizes WAP seasonal sea ice, can permit ocean waves to travel 100’s of 117 

kilometers into the ice cover (e.g., Kohout et al., 2014; 2020/in review), potentially affecting sea 118 

ice growth processes (Doble et al., 2003), sea ice distributions (Kohout et al., 2014), sea ice melt 119 

and near-surface mixing processes (Smith et al., 2018). Other processes, such as air-sea flux and 120 

coastal freshwater input, could also affect the surface MLD.  121 

As the first part of the Palmer-LTER modeling component to study biophysical and 122 

biogeochemical processes on the WAP shelf region, this study aims to understand how different 123 

physical factors affect surface MLD in the region, with a view to enabling subsequent works on 124 

biophysical and biogeochemical processes on the WAP shelf. To test the influence of LC on the 125 

MLD in the WAP region, this study tests two different parameterizations of LC, based on Li et al. 126 

(2017) and Li and Fox-Kemper (2017). While these parameterizations have been tested in global 127 

models, this is the first study to implement them in a regional Southern Ocean model. 128 

Simulations with different wind-ice drag coefficients are also analyzed to evaluate the influence 129 

of sea ice and wind mixing on the MLD at both seasonal and interannual time scales. The 130 

simulations are also compared to the available freshwater data (based on oxygen isotope 131 

analysis of surface seawater samples collected annually) to determine the relative impact of 132 

sea-ice production/meltwater and meteoric (glacial and precipitation) freshwater inputs in 133 

different areas of the WAP shelf (e.g., Meredith et al., 2017). Results highlight the critical need 134 

to correctly incorporate sea ice dynamics in order to properly simulate the ocean physics in the 135 

WAP.  136 

 137 

2 Methods 138 

 139 

2.1 Model and Grid Description 140 

 141 

This study uses a hydrostatic version of the Massachusetts Institute of Technology General 142 

Circulation Model (MITgcm) and the embedded sea-ice and ice shelf modules. MITgcm solves 143 

Boussinesq Navier-Stokes equations with the hydrostatic assumption on Arakawa-C grid and z-144 

level (fixed depth) vertical layers (Marshall et al., 1997a; 1997b). The sea-ice component of the 145 

model is based on Hilbler-type ice theromodynamics and elastic-viscous-plastic (EVP) ice 146 

rhelogy (Losch et al. 2010). The ice-shelf component (Losch, 2008) is also used here to include 147 

the freshwater input from ice shelf melt. MITgcm has been successfully used to resolve large-148 

scale circulation, sea-ice dynamics and biogeochemistry of the Southern Ocean with horizontal 149 

resolutions on the order of a degree of latitude and longitude (Holland et al., 2014; Hauck et al., 150 

2015; Taylor et al., 2013).  151 
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The model used in this study is a development of that presented in Regan et al. (2018). 152 

It covers a region ranging from 74.7˚S, 95˚W in the southwest to 55˚S, -55.6˚W in the northeast 153 

and includes the Bellingshausen Sea, the full extent of the WAP and the Drake Passage (Figure 154 

1a). The model domain was chosen to extend from the southern Bellingshausen Sea (and 155 

includes also the southern ice shelves, the Wilkins and George VI ice shelves), to north across 156 

the Drake Passage to the southern tip of Chile. It therefore includes the Antarctic Circumpolar 157 

Current (ACC) that traverses this domain, flowing northeastward along the shelf break and 158 

affecting shelf break processes. The grid is curvilinear with 0.2 degrees of resolution for latitude 159 

and resolution varying between 0.0538 and 0.1147 degrees for longitude. Vertically, a z-grid 160 

(Losch et al., 2010) with 50 levels is used. The model bathymetry comes from the BEDMAP2 161 

dataset (Fretwell et al., 2013), but is complemented with data from the General Bathymetric 162 

Chart of the Oceans (GEBCO, www.gebco.net) north of 60˚S, which is the northern extent of 163 

BEDMAP2. 164 

 165 

 166 
Figure 1: a) Model bathymetry with the region of Palmer-LTER cruises marked in the red rectangle and b) locations of the 167 
Palmer-LTER stations. Orange dots represent coastal stations, blue dots represent shelf stations, and red stars represent slope 168 
stations. The transect lines in the southern region are lines 200 (southernmost) and 300, and the transect lines in the northern 169 
region are 400, 500 and 600 (northernmost). Sub-regions analyzed are named northern coastal (n_cs), northern shelf (n_sh), 170 
northern slope (n_sl), southern coastal (s_cs), southern shelf (s_sh) and southern slope (s_sl).  171 
 172 

2.2 Initial and Boundary conditions, and surface forcing 173 

 174 

The initial conditions for temperature and salinity were obtained from the World Ocean 175 

Atlas (WOA, Boyer et al., 2009). The model has three open boundaries (north, east and west) 176 

with prescribed monthly mean ocean temperature, salinity and velocity, as well as sea-ice 177 

concentration, thickness and velocity obtained from a large-scale, low-resolution circumpolar 178 

MITgcm simulation (Holland et al., 2014). Sea-ice velocities are not prescribed at the 179 

boundaries to avoid spurious ice convergence. The atmospheric forcings are obtained from the 180 

ERA-Interim reanalysis (Dee et al., 2011) with a horizontal resolution of 1.5˚ in latitude and 181 
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longitude and a 6-hour interval. Although ERA-Interim has been found to be the most reliable 182 

reanalysis for some atmospheric parameters (Bracegirdle and Marshall, 2012), it is also known 183 

that most reanalyses, including ERA-Interim, underestimate moderate to high wind events.  184 

As this model was originally used to study freshwater distribution in the Bellingshausen 185 

Sea, the freshwater inputs were carefully chosen to be as realistic as possible, given the 186 

constraints imposed by lack of data (Regan et al., 2018). A general surface runoff input was 187 

imposed to represent surface melt of land-based ice, and iceberg calving and melting. Values of 188 

the total surface runoff are chosen to represent the amount estimated by Van Wessem et al. 189 

(2016), and they are distributed uniformly along the coast and linearly decreasing with distance 190 

from land out to 100 km. Different from the steady freshwater input used in Regan et al. 191 

(2018), this study introduces a seasonal cycle of the freshwater input with greater values in 192 

summer and smaller values in winter. The annual mean glacial input was multiplied by a cosine 193 

anomaly in time, which gives a different value for each month and maintains the total input 194 

amount over the course of a year.  195 

 196 

2.3 Parameterization of Langmuir Circulation 197 

The model uses the K-profile parameterization (KPP; Large et al., 1994) to parameterize 198 

sub-grid scale vertical turbulence in the surface boundary layer and ocean interior, and here we 199 

consider the influence of LC in the KPP framework as an enhancement factor to the turbulence 200 

velocity scale used for the surface boundary layer. The time scale of ocean surface layer 201 

responding to winds, forming surface waves, and establishing/dissipating Langmuir vortices is 202 

relatively short (Talley et al., 2011). The impact of LC on mixing and surface MLD could thus be 203 

considered by directly coupling surface wave models with atmospheric conditions. However, 204 

direct simulation of the ocean surface waves over the spatial and temporal scale of our 205 

interests is computationally prohibitive, and there is limited data for validating wave models in 206 

the Southern Ocean. For this reason, this study employs empirical wave spectra, following Li et 207 

al. (2017), to estimate the surface wave conditions using winds at 10 m above sea surface.  208 

Two approaches of including LC, based on the parameterizations of Li et al. (2017) and Li 209 

and Fox-Kemper (2017), respectively, are tested here. The approach described in Li and Fox-210 

Kemper (2017) parameterizes the influence of LC in the entrainment of dense water from 211 

below the mixed layer. Two main factors affecting the rate of entrainment, i.e., entrainment 212 

buoyancy flux, 𝑤′𝑏′̅̅ ̅̅ ̅
𝑒, are i) destabilizing surface buoyancy flux, important in convective 213 

turbulent regimes and ii) shear instability at the base of the surface mixed layer, dominant 214 

under wind-driven regimes. The latter factor is often associated with processes such as inertial 215 

oscillations of the surface current. Here, w’ is vertical turbulent velocity anomaly, and b’ is 216 

buoyancy fluctuation.  When both factors are present, a proportionality is assumed and a new 217 

velocity scale, wx, combining convective velocity scale and water-side friction velocity (Large et 218 

al., 1994), is introduced. wx relates to the rate of entrainment so that: 219 
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𝑤′𝑏′̅̅ ̅̅ ̅
𝑒 =  −0.2

𝑤𝑥
3

ℎ𝑏
⁄  

(Equation 1) 220 

 221 

where hb is the boundary layer depth and is defined as the smallest depth at which the bulk 222 

Richardson number,  223 

𝑅𝑖𝑏(𝑧) =
|𝑧|[𝑏𝑟 − 𝑏(𝑧)]

|𝑢𝑟 − 𝑢(𝑧)|2 + 𝑈𝑡
2(𝑧)

 

(Equation 2) 224 

reaches a critical value of 0.3. Here, ur is a reference speed, u is water speed, br is a reference 225 

buoyancy, b is buoyancy, and Ut is a velocity scale that accounts for the influence of subgrid 226 

velocity and shear. Several large-scale eddy simulations (e.g., Grant and Belcher, 2009; 227 

McWilliams et al., 2014) have suggested that 𝑤′𝑏′̅̅ ̅̅ ̅
𝑒 is enhanced in the presence of LC. This 228 

would happen because LC enhances turbulent kinetic energy (TKE) at the base of the mixed 229 

layer. Langmuir turbulence could also contribute to the erosion of the thermocline through 230 

enhancing shear instability beneath the downwelling regions of the LC cells. However, 231 

quantifying the Langmuir enhanced 𝑤′𝑏′̅̅ ̅̅ ̅
𝑒 is nontrivial due to small magnitude of the TKE 232 

budget as a whole.  233 

The solution proposed by Li and Fox-Kemper (2017) includes the introduction of a new 234 

velocity scale, Ut, based on the surface turbulent Langmuir number: 235 

 236 

𝑈𝑡(𝑧) =
𝐶𝜐 𝑁(𝑧) 𝑤𝑠(𝑧)|𝑧|

𝑅𝑖𝑐
[
−𝑤 ′𝑏′

𝑒ℎ𝑏
̅̅ ̅̅ ̅̅ ̅̅ ̅̅

𝑤𝑠(𝑧)3
]

−1
2⁄

 

=  
𝐶𝜐 𝑁(𝑧) 𝑤𝑠(𝑧)|𝑧|

𝑅𝑖𝑐
[
0.15𝑤∗3 + 0.17𝑢∗3(1 + 0.49𝐿𝑎𝑡

−2)

𝑤𝑠(𝑧)3
]

−1
2⁄

 

(Equation 3) 237 

where N is the local buoyancy frequency, ws is the turbulent velocity scale, 𝐶𝜐 is a defined 238 

parameter based on buoyancy, u* is the magnitude of frictional velocity, Ric is the critical 239 

Richardson number, Lat is the turbulent Langmuir number: 240 

𝐿𝑎𝑡 =  √𝑢∗ 𝑢0
𝑠⁄  

(Equation 4) 241 

and 𝑢0
𝑠 is the Stokes drift speed, which is the average speed of a specific fluid parcel over 242 

multiple wave periods. While the Stokes drift is not calculated by the model, it is dependent on 243 

the high-frequency part of the wave spectrum, which is reasonably well described by the 244 

empirical wave spectra. The wave spectra used to calculate the Stokes drift is based on the 245 

Phillips spectrum (Phillips, 1985), and the directional spreading of wind waves of Webb and 246 

Fox-Kemper (2015) is also considered. In the calculation of wave spectra, the peak frequency is 247 



 8 

often assumed to be related to the wind speed, so that the wind speed at 10 m height is used 248 

for this calculation.  249 

 The second approach tested in this study, based on the work of Li et al. (2017), 250 

represents Langmuir turbulence as an enhancement factor applied to the turbulent velocity 251 

scale used in the KPP formulation. The idea of an enhancement factor had already been 252 

presented by McWilliams et al. (2000), whose enhancement factor is a function of Lat. 253 

However, the formulation proposed by McWilliams et al. (2000) introduces spurious extra 254 

mixing in the extra-tropical regions, possibly because it does not include wind-wave 255 

misalignment. The parameterization of Li et al. (2017) uses a theoretical wave model based on 256 

the Stokes drift profile, the boundary layer depth and the surface friction velocity (see equation 257 

25 of Li et al., 2017): 258 

 259 

𝜀 = 𝑓(𝑢10, 𝑢∗, ℎ𝑏) 

(Equation 5) 260 

where u10 is the wind velocity at 10-meters height. The boundary layer depth and surface 261 

friction velocity are provided by the model, and the Stokes drift is calculated as previously 262 

explained.   263 

 Both parameterizations of LC depend on wind speed and assume direct work of wind on 264 

the ocean surface. However, the presence of sea ice modifies ocean surface waves and the air-265 

ocean drag, which in turn modifies the surface momentum exchange (Andreas et al., 1984; 266 

Birnbaum and Lüpkes, 2002). The efficiency of wind inducing Stoke drift thus varies with sea-ice 267 

concentration (SIC). Here, to consider the influence of sea ice on the wind work, we seek to 268 

introduce a coefficient to the 10-m wind speed. While there are no data or concrete formula to 269 

describe the change of wind work around sea ice, a study by Andreas et al. (2010) using data 270 

collected in the Arctic over a year-long experiment proposes a relationship between SIC and Cd, 271 

the drag coefficient of the friction between 10-m wind and ocean: 272 

 273 

103𝐶𝑑 = 1.5 + 2.233 ×  𝑆𝐼𝐶 − 2.333 × 𝑆𝐼𝐶2 

(Equation 6) 274 

It is seen from this equation (plotted on supplemental material) that Cd is enhanced at 275 

intermediate SIC. This can be explained by the fact that at low to intermediate SIC ice floes will 276 

have higher pressure in the upwind and lower pressure in the downwind face, essentially 277 

functioning like a sail, which enhances the wind work. At high SIC, ice floes shelter each other 278 

and decrease the momentum transfer from air to the ocean. Since frictional velocity is 279 

proportional to Cd, we assume that the quadratic dependence of Cd on SIC can be translated to 280 

the dependence of Stokes velocity on SIC. Therefore, we derived an equation for an 281 

enhancement factor (𝑠𝑐) dependent on SIC to be multiplied by the wind velocity, U10, and 282 

account for increased momentum transfer at intermediate SIC: 283 
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 284 

𝑠𝑐 = 1 + 2 ×  𝑆𝐼𝐶 − 3 ×  𝑆𝐼𝐶2 

(Equation 7) 285 

so that 𝑠𝑐 (plotted against SIC in supplemental material) equals one in the absence of sea ice 286 

(no enhancement), peaks at intermediate concentrations and at a rate similar to the Cd 287 

enhancement (~35%), and is zero when SIC approaches one (no Langmuir influence in areas 288 

completely covered by sea ice due to absence of ocean surface waves). There are great 289 

uncertainties in this relationship between wind influence and SIC, and the uncertainties are at 290 

the moment impossible to be clarified due to the lack of data. Nevertheless, we assume this 291 

approach of considering sea ice influence on the LC is more realistic than using a linear 292 

relationship between wind influence and SIC.  293 

 294 

2.4 Description of experiments 295 

Hindcast simulations were integrated between 1984 and 2014, with 1984 to 1990 296 

considered spin-up. Therefore, the model period analyzed covers the period from the beginning 297 

of the Palmer-LTER field measurements (1991 onwards, see section 2.5) until 2014. The model 298 

output consists of daily averages of the ocean and sea-ice variables. The study examines four 299 

simulations with different parameterizations for LC and different values for air-sea-ice drag 300 

coefficient, Cd (Table S1 on supplemental material).  301 

The value of Cd is linked to the characteristics of sea ice and shows a wide range of 302 

values in both observational and modeling studies, ranging from 5 x 10-4 to >3 x 10-3 (e.g. 303 

Wamser and Martinson, 1993; Castellani et al., 2014; Miller et al, 2006; Tsamados et al., 2014). 304 

The value used in Regan et al. (2018) was 5 x 10-4, on the lower end of Cd estimates. The choice 305 

of using a low Cd value was intended to adjust the formation of polynyas around Eltanin Bay 306 

(south of the Palmer-LTER region) and the freshwater fluxes around George VI Ice Shelf. 307 

Lowering the drag coefficient also lowers the impact of wind in transporting sea ice to different 308 

regions, hence curbing the formation of polynyas. For the Palmer-LTER region, however, a 309 

lower drag coefficient means that more sea ice could be melted locally rather than be 310 

transported elsewhere, thus lowering the surface salinity and increasing stability in coastal and 311 

shelf regions.  Therefore, Cd values of 5 x 10-4 and 2 x 10-3 (on the higher end of the observed 312 

values) were used in different simulations to assess the impact of sea-ice transport in local 313 

surface ocean mixing and freshwater budget.  314 

In the control simulation (CTRL), Cd = 2 x 10-3 and the parameterization for LC is based 315 

on the entrainment buoyancy flux (Li and Fox-Kemper, 2017). Sensitivity simulation LowCd has 316 

a similar configuration to CTRL, but with Cd = 5 x 10-4. To assess the effect of different 317 

parameterizations for LC, sensitivity simulations without any LC parameterization (NoLC) and 318 

with the LC parameterization based on an enhancement factor for wind mixing (EnhLC; Li et al, 319 

2017) are carried out. All other parameters in NoLC and EnhLC are the same as in CTRL.  320 
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 321 

3 Data used for skill assessment 322 

 323 

The Palmer-LTER project started in 1991 and has been collecting a range of physical, 324 

biological and chemical data along the WAP since, including semiweekly water-column 325 

sampling from Palmer Station from October through March each year and an annual cruise 326 

each January-February since 1993 (Ducklow et al., 2013). Given that the data collected at 327 

Palmer Station are highly influenced by local phenomena, such as the passage of icebergs, that 328 

are not captured by the model, they are excluded in the model validation and analysis.  329 

The cruise data used for model validation are from lines 200 to 600 of the Palmer-LTER 330 

grid, spanning an area of 500 km along the coast and 250 km across the shelf. The cross-shelf 331 

transects are spaced every 100 km in the along-shelf direction, and the stations on each 332 

transect are separated by 20 km (figure 1b). All the data collected are available through the 333 

project web page (http://pal.lter.edu/data/). Modeled vertical profiles of salinity and 334 

temperature are compared to the cruise CTD (conductivity, temperature and depth) profiles. It 335 

is important to note, however, that not all stations are sampled every year.  336 

Each individual CTD cast does not necessarily reflect the mean state of the water 337 

column during the summer of data collection due to the influence of synoptic processes. In 338 

order to decrease the influence of short-term and small-scale processes on the CTD casts during 339 

the analyses, the cruise data are divided in north (lines 400, 500 and 600) and south (lines 200 340 

and 300) regions (Figure 1b), and also into coastal, shelf and slope regions, based on 341 

topography. This way, 6 different sub-regions are obtained: north coastal (n_cs), north shelf 342 

(n_sh), north slope (n_sl), south coastal (s_cs), south shelf (s_sh) and south slope (s_sl).  343 

Onset time of sea-ice advance and retreat are obtained from the GSFC (Goddard Space 344 

Flight Center) Bootstrap algorithm (Comiso, 2017). The sea-ice year starts in mid-February, from 345 

day 46 of the calendar year until day 410. SIC refers to the percentage of each cell area covered 346 

by sea ice, ranging from zero (no sea-ice cover) to one (totally covered by sea ice). Onset time 347 

of sea-ice advance is chosen to be the day in which the average SIC of all the stations in each 348 

Palmer-LTER grid sub-region reaches at least 0.15 for 5 days in a row. Onset time of sea-ice 349 

retreat is calculated as the last day in which SIC is less than 0.15 for the sea ice season. Further 350 

details are provided in Stammerjohn et al. (2008; 2012). The sea-ice data used to calculate the 351 

climatological SIC for each sub-region is from the same source, and binned as 8-day means with 352 

horizontal resolution of 0.2 degrees in both latitude and longitude. For surface freshwater 353 

content, oxygen isotope data, described in Meredith et.al. (2008, 2010, 2013) was the primary 354 

dataset used for the model skill assessment. 355 

 356 

 357 

 358 

http://pal.lter.edu/data/)
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4 Results 359 

 360 

To compare the model results with the Palmer-LTER cruise data, values at model grid points 361 

closest to Palmer-LTER stations are analyzed. Following Mitchel and Holm-Hansen (1991), we 362 

use the threshold of density change of 0.05 kg/m3 over a 5-meter interval to define surface 363 

MLD. Onset times of sea-ice advance and retreat in the model data were calculated as per the 364 

observational data.  365 

 As a first assessment of the skill of the model in reproducing the broad seasonal 366 

patterns observed in the surface ocean in the WAP region, we examine summer (December to 367 

February) and winter (June to August) climatological surface salinity, temperature, currents and 368 

SIC in Simulation CTRL (figure on supplemental material). The main circulation pattern in the 369 

WAP region is a northeastward current of the ACC along the shelf break, which is present in the 370 

model results. The horizontal resolution of the model is not sufficient to properly resolve the 371 

coastal circulation, described in Moffat and Meredith (2018), however the outputs do capture 372 

the cross-shelf flows described in the same study. The modeled sea surface temperature (SST) 373 

shows an onshore-offshore gradient during the summer, with colder waters on the shelf where 374 

sea ice has recently melted, as well as a latitudinal gradient with colder waters towards the 375 

southern part of the domain. During the winter, SST values reflect the sea-ice freezing 376 

temperature near the coast and shelf region in most of the area.  377 

 Simulation CTRL captures an onshore-offshore gradient in summer surface salinity with 378 

lower salinities reaching minimums of around 32.5 near the coast, as described in the literature 379 

(Meredith et al., 2017). While a salinity gradient is present in the winter in the southern part of 380 

the model domain, it is not as marked as during the summer months, when sea-ice melt and 381 

increased glacial input contribute to lowering the salinity near the coast. Sea ice extends past 382 

the shelf break during the winter and is confined to the region south of Marguerite Bay during 383 

the summer. Overall, seasonal variations of the surface variables in Simulation CTRL match the 384 

main patterns captured by the observations.   385 

 386 

4.1 Sea-ice advance and retreat 387 

 388 

To assess how well the model captures sea ice interannual variability, modeled onset 389 

times of sea ice advance and retreat over the simulation period are plotted against the 390 

observations (Figure 2). Correlation coefficients between modeled and observed onset times of 391 

sea-ice advance and retreat for each sub-region are calculated (Tables S2 and S3 on 392 

supplemental material). When comparing the results of the CTRL simulation with the 393 

observations, it is seen that sea-ice advance is well represented in the model in the southern 394 

region, while in the north the model shows earlier advance in the coastal and shelf areas. For 395 

sea-ice retreat, the CTRL run performs better in the shelf and slope regions than in the coastal 396 
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regions. In the northern coastal region, the model shows earlier retreat than the observations 397 

in most years, and while in the southern coast the model was able to capture the timing of sea 398 

ice retreat observed, years of early (2006, 2007, 2010) and late (2004) retreat were not well 399 

represented.  400 

 401 

 402 
Figure 2: Evolution of the onset times of sea ice advance (dashed line) and retreat (solid) in sub-regions northern coastal (a), 403 
southern coastal (b), northern shelf (c), southern shelf (d), northern slope (e) and southern slope (f). Black lines represent 404 
results for satellite observations, and other lines represent results from different simulations.  405 
 406 

Wind action has a larger influence in the timing of sea-ice advance and retreat than LC, 407 

evidenced by the larger difference between the CTRL and LowCd results compared to the 408 

difference between CTRL and EnhLC/noLC. The comparison simulations suggest that wind 409 

action has a larger influence on the retreat of sea ice than on the advance. This likely reflects 410 

the fact that sea ice advance is driven more by thermodynamics rather than mechanical forcing. 411 

The influence of LC on sea-ice advance/retreat was much more modest and mainly consisted of 412 

small differences in the onset time of sea-ice advance. Without any parameterization for LC 413 

(NoLC) sea ice advances slightly earlier in the coastal areas, and in the slope region in some 414 

years. 415 

Interannual variability of the timing of sea-ice advance and retreat also seem to be more 416 

influenced by wind action than by representation of LC. The correlations between modeled and 417 

observed sea-ice advance and retreat show that the CTRL simulation has better representation 418 

of interannual variability, with correlation coefficients mostly higher than 0.8, with the 419 

exception of sea-ice advance in the northern coast (0.62) and shelf (0.70) regions. The 420 

coefficients calculated for experiments EnhLC and NoLC were similar to those of the CTRL run, 421 

and LowCd had the lowest correlations for both sea ice advance and retreat.  422 
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In summary, the choice of wind-sea-ice drag coefficient has a larger impact in the 423 

representation of seasonal and interannual sea-ice cycles than the inclusion of LC, with low 424 

drag leading to higher SIC and delayed sea-ice retreat. While sea-ice retreat seems to be highly 425 

affected by wind influence on sea ice, differences in sea-ice advance do not seem to be related 426 

to wind in all regions except for northern coastal, and are likely more affected by changes in 427 

surface salinity and temperature between the simulations. Biases in atmospheric forcing 428 

(particularly wind forcing) might play a role in the disparities found between the models and 429 

observations in some years, and their exact contribution and the associated mechanism are 430 

unclear and left for future studies. 431 

 432 

4.2 Surface Mixed Layer Depth (MLD) 433 

 434 

4.2.1 Variability of Summer MLD 435 

In order to compare the model results to the Palmer-LTER CTD cruise data, simulated 436 

daily MLD in each sub-region in the months of January and February are averaged for each 437 

year. The results are compared to the observed mean MLD in each sub-region for each cruise 438 

(Figure 3). The choice of using the modeled mean MLD in January and February was made 439 

because January and February are the months in which the cruises (which last about 6 weeks) 440 

take place. Comparing the results on individual dates would not necessarily improve the model-441 

observation comparison, since small scale phenomena such as passage of submesoscale 442 

features and icebergs or a locally-strong wind might affect the MLD at each individual station, 443 

and these phenomena are not captured by the model. However, with a long enough dataset, 444 

and using data from different stations, the Palmer-LTER cruise data should be able to represent 445 

the interannual variability of MLD in the WAP to some degree at regional scale.  446 

The CTRL simulation gives mean MLD shallower than observed throughout the domain. 447 

The difference between model and observations is particularly large in the southern coastal and 448 

northern shelf regions. Although less variation is expected in the modeled MLD, given it is 449 

represented as a 2-month average, it also shows lower standard deviation (calculated from 450 

daily values). However, the interannual variability in the CTRL simulation seems to be 451 

reasonably well represented in most of the domain, with correlation with observation greater 452 

than 0.93 in the southern shelf. Modeled MLD variability is less representative in the northern 453 

coastal (correlation = 0.308) and southern slope (correlation = 0.110) regions. The low 454 

correlation in the northern coast is expected as MLD in the coastal region is influenced by local 455 

phenomena that are not well captured by the model. It is not clear why the southern slope fails 456 

to capture interannual variability. A possibility is that the southward advection of sea ice during 457 

the retreat is less pronounced in the model compared to observations, which would affect the 458 

amount of melt in the southern slope. Although there is limited data on sea-ice thickness, it is 459 

also possible that it is overestimated in the model. 460 
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 461 

 462 
Figure 3: Averaged mixed layer depth (MLD) for January and February each year from the Palmer-LTER cruise (black lines) and 463 
from the simulations (other colors). For the model data, vertical lines indicate the standard deviation of the data considered in 464 
each sub-region and year; for the Palmer-LTER data, vertical lines represent the standard deviation of the data in each sub-465 
region for each cruise. Data are shown for northern coast (a), southern coast (b), northern shelf (c), southern shelf (d), northern 466 
slope (e) and southern slope (f).  467 

 468 

The CTRL simulation had the deepest MLD among all the sensitivity simulations. Despite 469 

having the same parameterization for Langmuir circulation as CTRL, LowCd MLD was mostly 470 

similar or shallower than NoLC and EnhLC, implying that properly representing wind-sea-ice 471 

drag in the model has as much or more influence on MLD as properly representing Langmuir 472 

circulation. Between the two approaches to parameterizing LC, entrainment from the bottom 473 

of the mixed layer (CTRL) had a larger impact than applying an enhancement factor (EnhLC).  474 

Overall, the CTRL simulation had better performance in simulating both the depth and 475 

interannual variability of the mixed layer, although a bias towards shallow MLD still persists. 476 

This indicates that both using a higher drag coefficient and including LC parameterization based 477 

on entrainment buoyancy flux are important for resolving the MLD, but properly simulating the 478 

sea-ice cycle as well as capturing the redistribution and volume of sea ice melt have a bigger 479 

impact in reproducing the interannual variability of the MLD.  480 

 481 

4.2.2 MLD seasonality 482 

Although seasonality of MLD is hard to validate due to lack of data during the cold 483 

months of the year, it is known that MLD deepens during the winter due to surface cooling, 484 

formation of sea ice and subsequent brine rejection. Comparisons between the seasonal cycle 485 

of MLD in the different model simulations were made to investigate how the changes made to 486 

the model parameters affect MLD throughout the year. For that purpose, the monthly 487 
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climatology of MLD for each sub-region was plotted for all model simulations (Figure 4). 488 

Immediately apparent from the figure is that the CTRL simulation has deeper MLD throughout 489 

the year and in all sub-regions, with maximum depth being reached in August and deeper MLD 490 

farther away from the coast.  491 

 492 

 493 
Figure 4: Simulated monthly climatologies of MLD in northern coast (a), southern coast (b), northern shelf (c), southern shelf 494 
(d), northern slope (e) and southern slope (f) regions. The black star in January represents the average observed MLD for each 495 
region, calculated using the Palmer-LTER cruise data. 496 

 497 

LowCd has consistently shallower MLD, except for the month of August in the southern 498 

slope region. The difference between these two simulations is more accentuated during the 499 

spring and early summer, when LowCd overestimates SIC (supplemental material). Shallower 500 

MLD in LowCd occurs even in areas and months in which sea ice is absent and both simulations 501 

would have similar physics. Regarding the different parameterizations of LC, applying the 502 

enhancement factor (EnhLC) only seems to deepen the mixed layer during the fall and winter in 503 

the slope regions, when the difference between EnhLC and noLC is visible but smaller than 5 504 

meters. The parameterization used in the CTRL simulation, based on entrainment from below 505 

the mixed layer, deepened the MLD throughout the domain with the exception of summer and 506 

fall in the northern coast. From the results, we conclude that increased SIC during the spring 507 

and summer will shoal the MLD during these seasons, and in this case a shallower MLD can also 508 

be seen during fall and winter in most regions. Properly simulating sea-ice retreat, therefore, is 509 

important for the simulated MLD year-round.  510 

 511 

4.3 Vertical structure of the water column 512 

The water mass distribution in the surface and subsurface layers of the WAP are marked 513 

by the presence of Antarctic Surface Water (AASW), Winter Water (WW) and Circumpolar Deep 514 

Water (CDW), respectively, and have been described in several studies (e.g. Klinck et al. ,2004; 515 
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Moffat et al., 2008; Moffat and Meredith, 2018). CDW is a subsurface water mass derived from 516 

the Antarctic Circumpolar Current (ACC), which flows close to the shelf break at the WAP, 517 

sporadically intruding onto the shelf. CDW is comparatively warm, with temperatures higher 518 

than 1˚C, and nutrient rich, playing an important role for primary production. CDW is modified 519 

as it flows across the shelf, cooling linearly with distance towards the coast. Above the CDW is 520 

the WW, which is formed by deep mixing from brine rejection during winter sea ice production, 521 

which then becomes isolated (forming ‘remnant WW’) from the surface by summer 522 

stratification. The summer surface stratification is due to increased heat input from solar 523 

radiation and freshening during sea-ice melt and glacial discharge from land, forming the 524 

AASW, which consequently traps the remnant WW between the AASW and the modified CDW, 525 

and is represented by a cold layer (temperatures below 1˚C) located between 80 to 100 meters.  526 

The mean January/February salinity and temperature profiles of each model experiment 527 

were plotted for each sub-region along with the average Palmer-LTER cruise profile (Figure 5 for 528 

northern region and Figure 6 for southern). The August averages for each experiment are also 529 

plotted to represent the winter water column (supplemental material). The vertical profiles of 530 

the CTRL simulation have lower surface salinity and higher surface temperature when 531 

compared with the summer observations, which is consistent with late and increased sea-ice 532 

melt. An increased amount of meltwater would lower surface salinity and increase the stability 533 

of the surface layer. With a more stable surface layer, heat from the atmosphere is distributed 534 

over a shallower depth, increasing the surface temperature and further increasing the stability 535 

of the mixed layer. In the observations, a deeper mixed layer leads to lower surface 536 

temperature not only because surface heat is distributed deeper, but also because more WW is 537 

entrained from below.  538 

Compared to the CTRL simulation, LowCd has lower surface temperature and salinity 539 

during the summer, likely because sea-ice retreat happens later in LowCd. New meltwater on 540 

the surface tends to be cold prior to gaining heat through insolation. Although LowCd brings the 541 

surface temperature closer to observations when compared to CTRL, this likely happens for the 542 

wrong reason: due to late sea-ice retreat, instead of deeper mixing. During the winter, salinity 543 

profiles are similar between the simulations in the slope region, but LowCd shows lower surface 544 

salinity in the coast and shelf.  545 

At the surface, the simulation with no LC shows higher temperature and lower salinity in 546 

the summer compared to CTRL, increasing the differences from the observations and 547 

confirming the positive impact of buoyancy flux entrainment-based LC parameterization on 548 

properly simulating the surface ocean layer. Using the enhancement factor to parameterize LC 549 

(EnhLC) had similar results to the simulation with noLC. The only difference observed between 550 

EnhLC and noLC during the summer is a slightly lower salinity close to the surface in EnhLC. 551 

Although EnhLC had larger impact on vertical salinity and temperature during the winter when 552 
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compared to noLC, the effect of the enhancement factor was still smaller than the 553 

parameterization included in the CTRL simulation.  554 

The differences observed in MLD and vertical profiles among the simulations suggest 555 

that the influence of late and increased sea-ice melt in the coastal and shelf region during the 556 

summer persists throughout the year, with lower surface salinity and shallower mixed layer 557 

observed during the winter. On the slope, winter MLD is more impacted by the choice of LC 558 

parameterization than by the choice of drag coefficient.  559 

 560 

 561 
Figure 5: Simulated January-February climatology and Palmer-LTER cruise climatology of salinity for (a) northern coast, (b) 562 
northern shelf and (c) northern slope regions; and simulated January-February climatology and Palmer-LTER cruise climatology 563 
of temperature for (d) northern coast, (e) northern shelf and (f) northern slope regions. Horizontal solid lines represent 564 
standard deviation, and horizontal dashed lines indicate climatological MLD for the period considered.  565 

 566 

 567 

4.4 Freshwater seasonality  568 

The freshwater cycle in the WAP has an important role for the coastal circulation 569 

(Moffat et al., 2008; Moffat and Meredith, 2018) and for primary production. Glacial meltwater, 570 

in particular, is thought to be a major source of dissolved iron (Annett et al., 2017), which is 571 

likely the limiting nutrient in the WAP given that nitrogen and silica are rarely depleted (Kim et 572 

al., 2016). Studies aimed at quantifying the amount and source of freshwater in the WAP 573 

surface ocean have been conducted using oxygen isotope data (Meredith et al., 2008; 2013; 574 

2018) to identify whether the freshwater is derived from sea-ice melt or from meteoric sources, 575 
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which is derived from the atmosphere and includes precipitation and glacial melt. Although sea-576 

ice formation and melt does not represent a net input of freshwater if integrated over a full 577 

season and over a large enough region, an excess of sea-ice melt (formation) can be a source 578 

(sink) of freshwater at certain locations due to the redistribution of sea ice (i.e., by winds) from 579 

the location where in situ growth occurred.  580 

 581 

 582 
Figure 6: Simulated January-February climatology and Palmer-LTER cruise climatology of salinity for (a) southern coast, (b) 583 
southern shelf and (c) southern slope regions; and simulated January-February climatology and Palmer-LTER cruise climatology 584 
of temperature for (d) southern coast, (e) southern shelf and (f) southern slope regions. Horizontal slide lines represent 585 
standard deviation, and horizontal dashed lines indicate climatological MLD for the period considered.  586 

 587 

 Since the oxygen isotope samples were collected during the Palmer-LTER cruises in 588 

January and February, the spatial and temporal patterns of freshwater distribution derived 589 

from these data represent the summer distribution only. Given the model used in this study has 590 

a reasonable representation of the sea-ice cycle and includes seasonality in the discharge of 591 

glacial freshwater, the results can be used to estimate the influence of different sources of 592 

freshwater throughout the year. However, because there is no interannual variability in the 593 

glacial runoff in the model, the analysis is restricted to the seasonal climatology of freshwater.  594 

From the cruise observations in late summer, it is seen that there is a cross-shelf 595 

gradient in salinity, with lower salinities around 33.2 near the coast coinciding with higher 596 

concentrations of meteoric water (Meredith et al., 2013). Although meteoric water has a highly 597 

variable and heterogeneous spatial distribution, cruise measurements indicate that it is the 598 
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dominant source of freshwater across the shelf in most years. Sea-ice melt concentrations in 599 

the near surface were highly variable from year to year (Meredith et al., 2017).  Despite the 600 

high variability, the data also suggests that there is more sea-ice formation towards the north 601 

and more sea-ice melt towards the south of the WAP. Sea-ice formation, however, leads to 602 

deepening of the mixed layer, and the isotopic signature associated with this process also gets 603 

mixed downward in the water column during this process. Accordingly, there is a seasonal 604 

asymmetry in the vertical distribution of isotope-derived freshwater prevalences, which adds 605 

complexity to the interpretation of these data (Meredith et al., 2013).  606 

To analyze the seasonality of the modeled freshwater sources in the different sub-607 

regions, modeled climatological monthly means for sea-ice melt and meteoric freshwater are 608 

plotted for CTRL and LowCd (Figure 7), with positive values indicating addition of freshwater by 609 

sea-ice melt and negative values indicating sea-ice formation. The results of EnhLC and NoLC 610 

are not included in the figure because the sea ice cycle in those simulations is very similar to the 611 

CTRL simulation. Also, only one line is represented for meteoric freshwater, the sum of 612 

precipitation and glacial runoff, because the value is the same for all the simulations.  613 

 614 

 615 
Figure 7: Monthly climatologies of sea ice meltwater (color) from Simulations LC (blue) and LC_Cd (red), and monthly 616 
climatology of simulated meteoric freshwater from the simulations (black) in northern coast (a), southern coast (b), northern 617 
shelf (c), southern shelf (d), northern slope (e) and southern slope (f) regions. Vertical lines represent the standard deviation.  618 

 619 

It is seen that although a strong seasonal cycle is included in the glacial runoff, with 620 

increased discharge during the summer, seasonality in overall meteoric freshwater input is 621 

dampened by the precipitation in the atmospheric forcing. Meanwhile, a pronounced seasonal 622 

cycle exists in the sea-ice melt. The CTRL results for sea-ice melt indicate that it is the dominant 623 

freshwater source between October and December in some sub-regions. Towards the end of 624 

the summer meteoric water is present in higher concentrations throughout the whole domain, 625 

in accordance with the observations. CTRL results also show that most of the sea ice formation 626 

happens in the coastal region during the winter. Despite melt seasonality being different for 627 
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each sub-region, the overall summer melt, as indicated by the sum of sea-ice melt from 628 

October to February, is larger in the southern region for coastal (0.6 m north, 0.7 m south), 629 

shelf (0.47 m north, 0.53 m south) and slope (0.23 m north, 0.37 m south) stations, consistent 630 

with the observational result of more sea-ice melt in the southern region.  631 

Sea-ice melt happens first in the northern region and in the slope, and progresses 632 

towards the south and coast. While this progression is observed in the CTRL simulation, LowCd 633 

sea-ice melt peaks in December in every sub-region with the exception of the northern slope, 634 

where melt peaks in November. The largest differences in sea-ice melt between CTRL and 635 

LowCd are found at the coastal stations in January, where the largest differences in surface 636 

temperature and salinity are also observed between these two simulations. The increased melt 637 

in the LowCd simulation during the summer confirms the hypothesis that the lower surface 638 

temperatures seen in the LowCd experiment (compared to CTRL) are due to recently melted 639 

sea ice.  640 

Maps of climatological summer (December to February), winter (June to August) and 641 

annual meteoric, net sea-ice melt and total freshwater were also plotted for the CTRL 642 

simulation (Figure 8). It provides a broader assessment of the freshwater distribution 643 

throughout the WAP region. The observed onshore-offshore gradient in meteoric water is 644 

present in the summer and also seen in the annual values. The summer sea-ice melt values are 645 

larger towards the coast and southern region, in agreement with the observations. These high-646 

melt areas are also areas of high sea-ice formation during the winter. The annual net sea-ice 647 

melt values, then, suggest net sea-ice formation near the coast and in Marguerite Bay, while 648 

higher net sea-ice melt is seen in the northern shelf. Since the freezing signal is dampened in 649 

the in-situ data due to vertical mixing, it is possible that the overall influence of sea ice melt is 650 

overestimated towards the south given data is collected during the months of highest sea-ice 651 

melt in that region.  652 

 653 

 654 
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 655 
Figure 8: Annual climatology of fluxes (top row) of total freshwater (left column), meteoric freshwater (middle column) and sea 656 
ice melt (right column); summer (December-February) climatology of fluxes (middle row); and winter (June-August) climatology 657 
of fluxes (bottom row). Dashed lines represent 750-m isobath, taken to be the edge of the continental shelf, and the different 658 
symbols represent coastal (black dots), shelf (green) and slope (black diamonds) stations.  659 

 660 

5 Discussion and Conclusion 661 

Different ocean-sea ice hindcast simulations were conducted for a region encompassing 662 

the West Antarctic Peninsula (WAP) with different choices of wind-sea ice drag coefficient and 663 

parameterizations for Langmuir circulation to assess the effects of wind mixing and sea ice in 664 

the seasonal and interannual representation of MLD and freshwater cycles. Two different 665 

approaches to parameterizing Langmuir circulation were tested, based on the studies of Li et al. 666 

(2017) and Li and Fox-Kemper (2017). These approaches were applied to the KPP mixing 667 

parameterization and, respectively, include a Langmuir circulation-based enhancement term for 668 

wind mixing throughout the ocean surface mixed layer (Li et al., 2017) and a change in the 669 

vertical velocity scale in the critical Richardson number to increase entrainment of subsurface 670 

water from below the mixed layer (Li and Fox-Kemper, 2017). 671 

We found that while the choice of LC parameterization does not significantly change 672 

simulated sea ice, the choice of wind-sea-ice drag coefficient lead to large differences in the 673 

representation of seasonal and interannual sea-ice variability. Since models are built to 674 

represent realistic physics, the model sensitivity to different parameterizations helps to 675 
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understand the influence of the processes parameterized in the real ocean. Therefore, this 676 

study implies that while wind action has a large impact on sea-ice cycle, the role of LC in driving 677 

sea-ice variability is limited. The CTRL simulation, which has a higher drag coefficient (2 x 10-3), 678 

shows a bias towards higher SIC and late sea-ice retreat when compared to the observations. 679 

These biases are amplified in the simulation with low (5 x 10-4) drag coefficient. The difference 680 

between simulations with different drag coefficients is much larger during the period of sea-ice 681 

retreat than during sea-ice advance, suggesting retreat is more influenced by wind action. The 682 

small differences in SIC during sea-ice advance can potentially be explained by thermodynamic 683 

effects. The sea-ice freezing temperature is higher for low-salinity waters, and earlier sea-ice 684 

advance is seen in simulations with lower surface temperature and salinity.  685 

Both sea ice and LC impact the MLD in the WAP. The influence of sea ice on surface MLD 686 

it larger in the coastal and shelf regions, while the importance of LC for the MLD is larger than 687 

that of sea ice close to the sea ice margins (slope) during the winter. Shallower spring and 688 

summer MLD in the experiment with low drag coefficient (compared to CTRL) leads to 689 

shallower MLD in the fall and winter despite this experiment having similar physics to the CTRL 690 

simulation in the ice-free months, suggesting a lasting effect of improperly simulating summer 691 

sea ice.  692 

A bias towards MLD being shallower than that observed has been seen in several 693 

modeling studies. For the LC parameterization, the mixed-layer entrainment approach 694 

proposed by Li and Fox-Kemper (2017) proved to be more effective in deepening the MLD than 695 

using an enhancement factor for wind mixing. Although the CTRL simulation includes the 696 

parameterization of Li and Fox-Kemper (2017) and a higher wind-sea-ice drag coefficient, the 697 

CTRL simulation still shows a bias towards shallow MLD compared to observations despite 698 

being the best performing simulation and being able to better capture interannual variability. 699 

While the interannual variability of MLD was reasonably simulated in most of the domain, the 700 

model failed to properly capture it in the northern coast and southern slope sub-regions. The 701 

northern coast is presumably highly influenced by sub-grid-scale phenomena that are not fully 702 

reproduced by the model, and which can potentially explain the poor model performance 703 

there; it is unclear at the moment why the model fails to capture MLD variability in the 704 

southern slope.  705 

Interannual variability of the freshwater cycle in the region cannot be studied from the 706 

model results given that glacial inputs are based on estimated climatological values. However, 707 

because the model reasonably represents sea ice and is thought to have realistic values for 708 

meteoric sources, it is possible to do an assessment of the climatological importance of the 709 

different freshwater sources in the region in different seasons. Overall, the model is able to 710 

reproduce the basic patterns encountered in the observations, such as an onshore-offshore 711 

gradient in meteoric freshwater and more sea-ice melt in the coastal and southern region 712 

(compared to the northern part of the domain) in late summer.  The regions of high sea-ice 713 
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melt in late summer are also regions of high sea-ice formation during the winter, and annual 714 

sea-ice melt values indicate net sea ice formation near the coast and in Marguerite Bay, with 715 

highest overall net sea-ice melt happening in the northern shelf of the domain.  716 

Some of the changes to the model that could potentially improve the results further rely 717 

on phenomena for which there is very little data, such as circulation in the coastal ocean and 718 

Marguerite Bay, interannual variability of glacial freshwater discharges and sea-ice volume 719 

(thickness). Although the largest sea-ice thicknesses simulated by the model are of the order of 720 

one meter, which is in accordance with the scarce observations, data describing spatial and 721 

temporal changes in sea-ice volume are not available. More measurements on these properties 722 

would help quantify the freshwater cycle and its influence on surface water stratification. Since 723 

most data in the Southern Ocean are collected in areas of open ocean and during the summer, 724 

it is possible that there are biases in the initial conditions of ocean temperature and salinity 725 

used for the model.  726 

Despite the biases in the model results, this study highlights the influence of sea-ice 727 

dynamics in the surface ocean mixing and freshwater fluxes, and the importance of proper 728 

choice of parameters when simulating sea ice. Although the model results suggest that using 729 

drag coefficients on the higher end of observed values leads to better results in this region of 730 

the WAP, it is important to consider that reanalysis products underestimate wind speed and 731 

therefore might be inducing the choice of higher drag coefficients to compensate for the model 732 

bias. The study also stresses the potential of Langmuir circulation in deepening the MLD in the 733 

Southern Ocean, and agrees with previous studies that the lack of properly parameterizing this 734 

phenomenon could be partially responsible for the shallow MLD seen in model results.  735 
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 31 
Figure S1: a) Relationship between wind-sea-ice drag coefficient (Cd) and sea ice 32 

concentration from Andreas et al (2010); b) Relationship between the wind enhancement 33 
factor (sicoef) and sea ice concentration used in this study. 34 

 35 

 36 
Figure S2:  Simulated climatology (from CTRL integration) of A) sea surface salinity 37 

(color), surface currents (arrows), B) Sea surface temperature (color) and sea ice concentration 38 

(white dashed line) during the summer (December-February); climatology of C) sea surface 39 

salinity (color), surface currents (arrows), D) sea surface temperature and sea ice concentration 40 

during winter (June-August). The red dots on panels B and D represent the location of the 41 

Palmer-LTER cruise stations.  42 

 43 



 44 
Figure S3: Monthly climatology of sea ice concentration from the satellite observations (SSM/I; 45 
grey) and from the model simulations (other color). Vertical bars indicate standard deviation 46 
between the monthly means of each year.  47 
 48 

Although onset times of sea-ice advance and retreat offer valuable information on the 49 

interannual variability of sea-ice dynamics in the region, climatological monthly means of SIC 50 

(Figure S3) provides information on how each simulation compares to observations throughout 51 

the year. In the northern coastal region, the model showed lower variability compared to the 52 

satellite data, evidenced by the lower standard deviation; and had a faster increase and 53 

decrease in SIC during advance and retreat of sea ice, leading to higher SIC in the winter and 54 

lower in the summer when compared to observations. In the southern coastal region, the 55 

model simulation shows a somewhat faster decrease of sea ice during summer months, with 56 

lower SIC during January and February, but the advance of sea ice is well captured. In the shelf 57 

and slope region, modeled sea-ice retreat happened later than the observed, and although sea-58 

ice advance had a similar start date the observations, the observations had a faster increase of 59 

SIC.  60 

Comparing the SIC climatologies from the CTRL and LowCd results, it is seen that lower 61 

drag coefficient leads to later sea-ice retreat in all sub-regions. High SIC persists in LowCd well 62 

into October (November) in the slope (shelf), with SIC higher than 0.75 while observations and 63 

CTRL show concentrations during that period below 0.5. The differences in sea-ice advance are 64 

less pronounced. Simulations noLC and EnhLC have similar SIC to LowCd during the season of 65 

sea ice advance, suggesting that wind action is not the cause of the SIC discrepancy. Different 66 

treatments for LC did not affect the retreat of sea ice, confirming the previous assessment that 67 

wind action is more important for retreat of sea ice than for its advance.  68 

 69 



 70 
Figure S4: Simulated August salinity climatology for (a) northern coast, (b) northern shelf and (c) 71 
northern slope regions; and simulated August climatology of temperature for (d) northern 72 
coast, (e) northern shelf and (f) northern slope regions. Horizontal solid lines represent 73 
standard deviation, and horizontal dashed lines indicate climatological MLD for the period 74 
considered.  75 



 76 
Figure S5: Simulated August climatology of salinity for (a) southern coast, (b) southern shelf and 77 
(c) southern slope regions; and simulated August climatology of temperature for (d) southern 78 
coast, (e) southern shelf and (f) southern slope regions. Horizontal solid lines represent 79 
standard deviation, and horizontal dashed lines indicate climatological MLD for the period 80 
considered. 81 

Experiment Name Cd LC Parameterization 

CTRL  
(control simulation) 

2*10-3 Li and Fox-Kemper (2017) 

LowCd 
(simulation with lower Cd value) 

5*10-4 Li and Fox-Kemper (2017) 

noLC 
(simulation with no LC 
parameterization) 

2*10-3 None 

EnhLC 
(Enhanced LC simulation) 

2*10-3 Li et al (2017) 

 82 
Table S1: Values of air-sea ice drag coefficient (Cd) and choices of Langmuir circulation 83 
parameterization in each simulation.  84 
 85 
 86 
 87 



 s_cs s_sh s_sl n_cs n_sh n_sl 

CTRL 0.87 0.82 0.92 0.62 0.70 0.86 

noLC 0.75 0.88 0.86 0.52 0.72 0.81 

LowCd 0.44 0.80 0.92 0.44 0.66 0.81 

EnhLC 0.75 0.89 0.85 0.64 0.72 0.80 

 88 
Table S2: Correlation between modeled and observed times of sea ice advance. All correlations 89 
are significant at 95% confidence level. Location of stations for each sub-region are shown in 90 
Figure 1B, and description of simulations are shown in Table S1. 91 
 92 
 93 

 s_cs s_sh s_sl n_cs n_sh n_sl 

CTRL 0.87 0.86 0.81 0.89 0.85 0.82 

noLC 0.85 0.83 0.75 0.91 0.86 0.79 

LowCd 0.51 0.27 0.61 0.67 0.44 0.58 

EnhLC 0.85 0.84 0.77 0.91 0.86 0.80 

 94 
Table S3: Correlation between modeled and observed times of sea ice retreat. All correlations, 95 
with the exception of LowCd at s_sh, are significant at 95% confidence level. Location of 96 
stations for each sub-region are shown in Figure 1B, and description of simulations are shown in 97 
Table S1. 98 
 99 
 100 

 n_cs n_sh n_sl s_cs s_sh s_sl 

CTRL 0.308 0.703 0.596 0.575 0.932 0.110 

noLC 0.322 0.580 0.534 0.574 0.843 0.125 

LowCd 0.229 0.417 0.486 0.437 0.698 0.170 

EnhLC 0.301 0.604 0.554 0.563 0.859 0.142 

 101 
TableS 4: Correlation coefficient between simulated average MLD for January-February each 102 
year and Palmer-LTER average MLD for each cruise in each sub-region. Numbers in bold are 103 
significant at 95% confidence level. Location of stations for each sub-region are shown in Figure 104 
1B, and description of simulations are shown in Table S1. 105 
 106 
 107 


